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ABSTRACT

The authors have empirically examined the dependence of the outgoing longwave radiation (OLR) on sea
surface temperature ( 7;), precipitable water (W), and height-mean relative humidity ( RH). The OLR is obtained
from 4 yr of data from the Earth Radiation Budget Experiment (ERBE), while T, W, and RH are obtained
from objective analyses of rawinsonde and ship data. It is found that in the midlatitudes, the surface temperature
explains over 80% of the variability in the clear-sky OLR (F,) and almost half of the variability in the total
OLR (F,,). It fails badly in the tropics and subtropics, however, where T explains only about 20% of the
variability in F,,, and is largely decoupled from F,. The two-dimensional contour plot of the OLR binned
with respect to T and RH is marked by distinct changes in the gradient that are consistent with inferences from
earlier investigations. For low values of 7 (<10°C), the OLR depends mainly on 7. For values of 7 above
10°C, the OLR depends increasingly on RH. Specifically, in the tropics (7; ~ 25°C), the total and clear-sky
OLR depend significantly on both T; and RH. The well-known drop in OLR in the tropics with increasing T
correlates directly to an increase in RH, and not to changes in 7. The authors suggest that the observed
dependence of the OLR on T, and RH be a minimum performance standard for climate models. This approach
is illustrated by comparing the observed dependence with the results of a radiative transfer model and an
R15 general circulation model, and by discussing the strengths and limitations of using RH to parameterize
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the OLR.

1. Introduction

The possibility of human-induced climate change is
challenging researchers to understand better the sen-
sitivity and stability of the earth’s present climate. The
outgoing longwave radiation (OLR) is an important
component of the earth’s total energy budget. Conse-
quently, a great number of studies have attempted to
relate the OLR to observed climate variables. The sur-
face temperature ( 7) is commonly used for this pur-
pose, because it is important in its own right in the
state of the climate, and also because 7T, determines
the emission of longwave radiation at the surface, which
contributes heavily to the magnitude of the OLR (Bu-
dyko 1968; Sellers 1969; Warren and Schneider 1979;
North et al. 1981; Raval and Ramanathan 1989).

A number of studies, however, have shown that T
alone cannot fully represent the OLR over the full range
of the climate system (Budyko 1969; Cess 1976; Ste-
phenson-Graves 1982; Warren-and Thompson 1983;
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Short et al. 1984; Kubota 1989). Most of these studies
find that, to explain the behavior of the OLR more
fully, one needs to invoke additional parameters such
as cloudiness, cloud-top height, moisture, lapse rate,
or surface convergence (a proxy for deep convection).
In fact, in regions of deep convection, the cloud-top
height, more than any other parameter, controls
the OLR.

The chief objective of this paper is to consider the
OLR as a function of two climate variables, the surface
temperature (7;) and the height-mean tropospheric
relative humidity (RH) (Thompson and Warren
1982). We obtain the OLR data for this study from
the Earth Radiation Budget Experiment (ERBE),
which provides information on the “total” flux (F,,)
as well as the “clear-sky” flux (F,) that one would
obtain in a hypothetical cloud-free case (Barkstrom
1984; Ramanathan et al. 1989). Although deep con-
vection and its attendant clouds have a significant im-
pact on the OLR of the tropical atmosphere, our study
is primarily geared toward the observed dependence of
the clear-sky OLR. The surface temperature and ver-
tical profiles of humidity are derived from objective
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analyses of rawinsonde and ship data [Oort (1983),
updated]. We emphasize that T, and RH are not the
only possible pair of parameters. Instead of RH, for
example, one could use the column-integrated water
vapor (). But because the total column moisture is
tied strongly to the surface temperature (section 3;be-
low, finds correlations of +0.65 to +0.8), T, and W
are not independent, and W adds little information.

We suggest that the functional dependence of the
observed OLR on T and RH (or a similar grouping
of variables) should be used as a minimum perfor-
mance standard for climate models. A model that can-
not reproduce this basic structure should not, perhaps,
be trusted on even more subtle predictions. We com-
pare our inferred dependence of the observed OLR
with that obtained from a two-parameter model and
from a GCM.

In section 2 we review the data sources and the op-
erational definitions of the variables used in this paper.
In section 3 we show global correlations between the
variables. While T correlates well with the OLR in the
midlatitudes, it represents the total and clear-sky OLR
poorly in the subtropics and the tropics. In section 4a
we depict, with two-dimensional binned plots, the ob-
served dependence of the OLR on T, and W or RH,
as obtained from ERBE and gridded rawinsonde data.
As an illustration of the use of these plots, we also
consider (in section 4b) a simple two-parameter model
(Thompson and Warren 1982), which is a third-order
polynomial fit to the output of a more detailed radia-
tion transfer algorithm, and (in section 4c) a general
circulation model (Wetherald et al. 1991) that simu-
lates many aspects of the climate. Finally, in section 5
we summarize and discuss the results of the paper.

2. Data sources and data reduction
a. ERBE total and clear-sky OLR data

The Earth Radiation Budget Experiment satellite
system, which began operating in 1984, has been pro-
viding measurements of the energy fluxes at the top of
the atmosphere in both the longwave and shortwave
radiation spectral regions. A unique feature of ERBE
is that in the flux retrieval and binning algorithms, pix-
els that are entirely free of clouds are averaged sepa-
rately to yield a “clear-sky” representation of both
longwave and shortwave fields. The clear-sky version
of a field is a hypothetical map of the radiation field
as though all clouds were instantaneously removed.

We use the ERBE monthly averages of the OLR,
binned on a 2.5° X 2.5° grid. We only use data over
oceans; this lets us avoid the greater diurnal variations
of the surface temperature over land and the uneven
longwave emissivity of land surfaces. The data used in
this paper span 47 months, from February 1985
through December 1988.
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The accuracy of the ERBE data varies according to
the parameter viewed and the time and space resolu-
tion. A “standard” estimate of ERBE OLR error is
about 5 W m™ for the monthly average value at a single
grid box. Averages in space or time are also assigned
an error of about 5 W m™2 (Barkstrom et al. 1989).

b. Meteorological data

The meteorological data used in this study come
from in situ measurements. Ships and island stations
in the Comprehensive Oceanic and Atmospheric Data
Set (COADS) network provided sea surface tempera-
ture ( T) readings. A global network of more than 800
rawinsonde stations provided wupper-air balloon
soundings of humidity and temperature at standard
pressure levels [Oort (1983), updated]. The measure-
ments were objectively analyzed onto the same 2.5°
X 2.5° grid as the ERBE data and were averaged
monthly. The objective analysis scheme is described
in detail in Oort (1983). The rawinsonde stations that,
over the 47-month period, reported 10 or more months
(with at least 10 daily soundings in each month) are
shown in Fig. 1a by small plus signs. Some grid points,
especially in the equatorial Pacific and the southern
Pacific (~50°S), are more than 2000 km away from
the nearest island or coastal station (shown as the
shaded areas in Fig. 1a). Our confidence in the analysis
is low at those points, and the data there are not in-
cluded in any of the global or regional correlation sta-
tistics in this paper. In all comparisons with ERBE data
we match the ERBE time period—February 1985
through December 1988, but in plots of annual average
values (Figs. 1a and Ic) we use a full 4 years from
January 1985 through December 1988.

The column-integrated water vapor (W) was ob-
tained by vertically integrating the gridded observations
of specific humidity between the surface and 250 mb.
Figure la shows the annual average distribution of W.
The main feature of this plot is the steady increase of
W from the poles to the equator. A secondary feature
is the maximum (W > 50 kg m~2) in the western equa-
torial Pacific “warm pool.” This can be attributed to
the Clausius-Clapeyron effect, which specifies that the
saturation vapor pressure increases exponentially with
T (Raval and Ramanathan 1989; Stephens 1990).

To check on the overall validity of the analyzed W,
we compared it with satellite-based measurements from
the Special Sensor Microwave /Imager (SSM/I) (Ste-
phens et al. 1993; Greenwald et al. 1993). We should
note here that in our analysis scheme of the rawinsonde
data we used the zonal mean station values as a first
guess; this first-guess value does not get changed in
data-sparse regions and may create too much zonal
symmetry in the field. Figure 1b shows the difference
between the annual averages of the rawinsonde ana-
lyzed W and the SSM/I W for the normal, non-El
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FIG. 1a. Global map of annual average column-integrated precipitable water W (kg m™2), based on data from the rawinsonde network
for the period January 1985-December 1988. Shaded areas are more than 2000 km from the nearest rawinsonde station, where the
rawinsonde analyses cannot be trusted. Plus signs indicate the location of rawinsonde stations with at least 10 months (usually 30 or more)

of good data during the period studied.

Nifio year 1989. The two sources agree fairly well (to
within 5 kg m™2) poleward of 10°N and 30°S. The
areas of greatest discrepancy are found in the rawin-
sonde-sparse area (shaded area in Fig. 1a) of the eastern
tropical Pacific (centered near 15°S, 100°W), where
the greatest W anomalies from the zonal mean are also
found. In fact, during strong La Niiia episodes (cold
sea surface temperatures), we find that the zonal
anomalies are strongest, and thus the discrepancies in
the eastern tropical Pacific are the worst (up to 20
kg m~2); whereas during El Nifio events (warm sea
surface temperatures) the zonal anomalies are weak-
ened, and thus the discrepancies are smallest (up to
about 10 kg m™2). There are also significant discrep-
ancies, up to about 5 kg m~2 in the rest of the equatorial
Pacific, the eastern equatorial Atlantic, and the Indian
Ocean just west of Australia. In most of these areas the
annual average rawinsonde W is larger by 5-10 kg m ™2
than the SSM/I measurements. The difference map
provides a good measure of the locations of the largest
uncertainties in our humidity analyses.

The height-mean relative humidity (RH) was ob-
tained following the definition of Thompson and War-
ren (1982). They define it as the average relative hu-
midity from the surface to a constant height H:

H
RH = if RH(z)dz, (1)
H Jo
where H is set equal to 12 km. Note that this definition
of RH differs from the traditional definition of mean
relative humidity, which weights each layer in the at-
mosphere with its mass, or pressure thickness, rather
than its height. Although RH is merely one empirical
choice for a moisture parameter, Thompson and War-

ren find that it forms a more robust and stable predictor
of OLR fluxes than the traditional RH. Specifically,
they find that if the vertical distribution of the water
vapor 1is altered by up to 20%, provided RH is held
fixed, then the computed OLR changes by less than 1
W m™2, In the upper troposphere, a given vertical dis-
tance contains much less mass than it would lower
down, and so perhaps RH performs better as a pre-
dictor for the OLR because it preferentially weights
upper-tropospheric  specific humidity variations
(Thompson and Warren 1982).

We calculate RH from the meteorological obser-
vations by averaging from the surface level up to the
10-km height, using Eq. (1), with H = 10 km. Figure
Ic shows the annual average distribution of RH. Un-
like W, RH does not increase as a rule with 7T, but
instead seems to follow the large-scale patterns of up-
ward motion and subsidence. For example, both sub-
tropical belts (15°-45° lat), where subsidence prevails,
have lower values of RH as compared to the regions
of generally upward motions in the tropics and mid-
latitudes. Extremely low values register in the “oceanic
deserts,” such as off the west coasts of North and South
America, while high values register in the equatorial
Pacific warm pool and at high latitudes.

3. Analysis of correlations

Here we present some observed correlations between
OLR, T,, and moisture (in the form of both column-
integrated water vapor and height-mean relative hu-
midity). We begin by examining the connection be-
tween the clear-sky OLR and T over the course of the
annual cycle. Next, by creating maps of the correla-
tions, we examine how the correlations depend criti-
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FI1G. 1b. Global map of the difference (rawinsonde ~ SSM/I) in precipitable water W for a typical non-El Nifio year ( 1989) between
our analyses using the rawinsonde stations and the Special Sensor Microwave /Imager (SSM/1) analyses (kg m~2). Outside the tropics,
differences are less than 5 kg m™2. The most substantial differences (above 10 kg m~2) are found in the eastern tropical South Pacific
Ocean, where the zonal anomalies in W are largest, according to the SSM/I analyses, and where the rawinsonde network is very sparse

(see text for further discussion ).

cally on the latitude of the region. Finally, we show
correlation matrices that present these regional differ-
ences succinctly, and point to 7; and RH as a good
set of variables for parameterizing the OLR.

a. Annual cycle at individual locations

Figure 2 shows a scatterplot of F versus T over all
the months at three different grid points chosen to be
representative of the eastern subtropical Pacific, the
midlatitude Pacific, and the western equatorial Pacific.
Mainly, the annual cycle drives the variability at each
region. Since the seasonal range of the sea surface tem-
perature at each grid point is greater than the typical

Latitude

60S

interannual variability (Gutzler and Wood 1990) (ex-
cept in the eastern tropical Pacific), year-to-year vari-
ations probably affect only the vertical spread of the
data points, and not the overall slope. In the eastern
Pacific and in the midlatitudes, F, is positively linked
to T, with a slope of 1.8-2.4 W m™2 K™! (r ~ 0.85).
However, in the western Pacific, it is negatively linked
(i.e., it downturns) with a slope of —1.0 + 0.3 W m~2
K™! (r ~ —0.44). Thus a single linear, monotonic fit
that tries to cover all regions will prove inadequate.

b. Latitude-longitude map of annual cycle

Raval and Ramanathan (1989) pooled clear-sky
fluxes over all ocean regions in 1 month (April 1985)

90W o 0

180

Longitude

FI1G. 1c. Global map of the annual average (height weighted) vertical-mean relative humidity RH (%) (see text),
based on the rawinsonde network for the period January 1985-December 1988.
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FIG. 2. The monthly mean clear-sky outgoing longwave radiation F,, observed by ERBE and plotted as a function of sea surface
temperature T for the period February 1985-December 1988, at three separate locations in the western Pacific (cross), eastern Pacific
(solid square), and midlatitude Pacific (open circle). Note the change in sign of the slope above 25°C.

to calculate a single slope value for their “clear-sky
greenhouse effect,” g, defined in the following equation:

Feo = (1 — g(Ty))aTs3. (2)

The slope of g with respect to Ty is 3.42 X 1073 K™!;
cast in terms of F, at the global mean temperature of
15°C, this yields a slope of 2.3 W m™2 K1,

Here, we calculate local slopes for the observed F,,
and T, and plot the slopes on a map in Fig. 3a. The
value at each location on the “slope map” represents
the linear regression through the 47 months of data.
We repeat this procedure for the total OLR in Fig. 3b.

The chief feature of Fig. 3a (clear-sky OLR) is the
large area of negative slopes throughout the tropics; we
will shortly explore its statistical significance. Another
feature is that the slope in the midlatitude oceans is
uniformly positive, with a value around 2-3 W m™2
K. For comparison, Fig. 3b (for total OLR) has a
similar large expanse of negative slopes, but with even

more extreme, negative values. A likely cause is the
high clouds formed in deep convection that can ac-
company surface temperatures above a critical value
(Graham and Barnett 1987). Both plots have an area
with positive slopes in the tropical Indian Ocean,
west of Sumatra. We do not know the reason for this
anomaly.

Figure 4a shows the local linear correlation between
F, and T, as an estimate of the significance of the
slopes presented in Fig. 3a. Values of || > +0.4[95%
significant for 20 degrees of freedom; see Spiegel
(1961)] are shaded to emphasize the regions of stron-
gest positive and negative correlation. The chief feature
of this plot is the change in sign of r from the midlat-
itudes to the tropics. The positive sign in the midlati-
tudes and subtropics is consistent with the general up-
ward trend in Fig. 2. It means that as the surface warms,
more longwave radiation is observed leaving the earth
at the top of the atmosphere. Also, the negative sign
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FI1G. 3a. Global map of the slope of the clear-sky outgoing longwave radiation F, with respect to the sea surface temperature
T, (W m2K™"), based on data from the period February 1985-December 1988. Areas with negative slope are shaded.

in the tropics is consistent with the highest temperature
points in Fig. 2, and with the clear-sky slope map (Fig.
3a). The negative correlation is strongest at latitudes
10°-15° north and south. Deep convective clouds
cannot account for a negative correlation between 7
and the clear-sky OLR (which is by definition cloud
free). However, the humidity does increase drastically
with temperature in the tropics, and this can have a
distinct modulating effect on F,, (Stephens 1990; Hall-
berg and Inamdar 1993).

Figure 4b shows the correlation between F,; and W.
Here again, r changes sign from the midlatitudes to
the tropics. Although this plot differs in many details
from Fig. 4a, its major features are broadly similar in
showing regions of positive correlations poleward of
25° north and south, and negative correlations equa-
torward of the same latitudes. This suggests that al-

though 7, and W affect F in opposite directions, they
are so closely correlated to each other that they give
little independent information about the OLR.

__Figure 4c shows the correlation between F,; and
RH. Two features are apparent—first, the patterns of
positive and negative correlations in midlatitudes bear
little resemblance to those between F.; and T (Fig.
4a). They seem instead to be more closely linked to
the patterns of large-scale convection and subsidence.
Second, large regions in the tropics show a negative
correlation, in many areas with r < —0.8, which by
most standards is considered highly significant (Spiegel
1961; Pan and Oort 1983). It appears that in the tropics
F,, is more consistently negatively correlated with
RH than with either W or T;. This is not surprising,
since an increase in moisture that is uncorrelated to a
change in T, would generally lead to more longwave
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30
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608
0

Longitude

FIG. 3b. Same as Fig. 3a except for total outgoing longwave radiation Fi,.
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FIG. 4a. Global map of correlation of the clear-sky outgoing longwave radiation F, with respect to the sea surface temperature Ty, based
on data from the period February 1985-December 1988. Heavy shading indicates areas with r < —0.4, light shading areas with r > 0.4.
Values of |r] = 0.4 are estimated to be 95% significantly different from zero assuming 20 degrees of freedom.

trapping in the atmosphere and thus to a drop in
the OLR.

Finally, we show correlations with F,,, and the same
three climate variables in Figs. 4d, 4¢, and 4f. It is very
interesting to note that these figures exhibit similar
patterns of negative and positive correlation to the F
figures but with a somewhat more complex structure.
This greater complexity can be expected since the ef-
fects of clouds on the OLR are included in F,,,.

¢. Correlation matrices

We can look at all the relationships discussed so far
in a compact way by generating a set of correlation
matrices for each geographical “region.” Table 1 shows
correlation matrices of the significant variables for the

Latitude

following three noncontinuous latitude regions: 0°-
15°S/°N, 15°-30°S/°N, and 30°-45°S/°N. Within
each latitude belt, all the points for all 47 months are
pooled together, and this pooled dataset is used to cal-
culate the correlation matrix for that region. For ex-
ample, the first section of Table 1, describing the inner
tropics, deals with a geographical region that contains
1728 data grid points. Of these, roughly 75%, or 1290,
are ocean points. The data over these ocean points,
accumulated over 47 months, provide more than
50 000 samples that are then used to calculate the
means, standard deviations, and the correlation matrix.

The regional correlations highlight the features pre-
sented previously in Fig. 4. For example, as we move
from the midlatitudes to the subtropics and then to
the inner tropics, the correlation between F,, and W

180
Longitude

FIG. 4b. Same as Fig. 4a except for correlation of F,, with W.
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FIG. 4c. Same as Fig. 4a except for correlation of F, with RH.

changes from +0.72 to +0.23 to —0.58. Similar sign
changes are found in the correlation between F,, and
W, and between either clear-sky or total OLR and T.
In the midlatitudes, the correlation between F,, and T
is r = +0.89, which means that r2, or 80%, of the vari-
ability of F,, can be explained by surface temperature.
Up to 45% of the variability of F,, can be explained
in similar fashion (r = 4+0.68). In the subtropics, how-
ever, the correlation between F,,, and Ty is zero, and
between F,, and Ty it is r = +0.42, which means that
only about 20% of the variability of F, can be ex-
plained.

While these correlations all change sign from region
to region, r( F,;,, RH) remains at a relatively steady
value of about —0.55. It is consistently negative in all
three regions. Increasing relative humidity, in other
words, always acts to reduce the OLR. Furthermore,
correlations of T, with RH are always less than cor-

60N

relations of 7 with W. This shows the chief advantage
of using RH as a measure of atmospheric humidity—
it is not as strongly correlated with T, and thus is able
to give more independent information about the OLR.

4. Two-parameter analysis

In this section, we apply a simple binning approach
to untangle the multiple determinants on the OLR. It
works not only when the input variables are relatively
decoupled, as with T, and RH, but it also works when
they are relatively strongly coupled, as with T; and W.
The binning approach relies on the fact that the co-
variation between the fields is never perfect. Field W,
for example, does tend to increase as T increases, but
by sampling many regions on the globe over several
years, we would probably find instances where low W
and high T coincide, and instances where high W and
low T coincide.

30

Latitude
o

30

60S L=

Longitude

FIG. 4d. Same as Fig. 4a except for correlation of total outgoing longwave radiation Fy,, with 7.
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FiG. 4e. Same as Fig. 4a except for correlation of F,,, with W.

a. Binned ERBE phase-space portrait

The OLR is binned with respect to two parameters
simultaneously to create a phase-space portrait. The
portrait is derived by scanning through all the months
in the dataset and all ocean regions that are between
60°S and 60°N and that are no farther than 2000 km
from the nearest rawinsonde station. The distance cri-
terion is designed to filter out points with the greatest
chance of interpolation bias. To further control the
quality of the portrait, only those bins that have ac-
cumulated more than 10 data points are retained. This
has the slight effect of trimming the outer edges of the
portrait.

The phase-space portraits in this section bin 7§ by
2.5°C, Wby 5 kg m~2, and RH by 6%. On average,
these bin sizes exceed the estimated uncertainties in
each of these parameters. We can calculate not only

the mean value of the radiation flux at each bin, but
also higher moments such as the standard deviation
and the standard error of the mean.

1) BINNING WITH T, AND W

Even though they are correlated, we can choose T
and W as the two dimensions. Figure 5a shows the
phase-space portrait for the ERBE clear-sky OLR,
while Fig. 5b shows a representation of the ERBE
total OLR.

In Fig. 5a, at low temperatures, below 10°C, F,, pri-
marily increases with W, but at higher temperatures,
above 10°C, it mainly increases with 7. For temper-
atures above 25°C and W greater than 40 kg m™2, F,,
again varies primarily with W, but here the OLR de-
creases as the humidity rises. The real climate system
generally moves along a phase-space path going diag-

60N T

30
@
!
£ 0
©
e
30
60S
0 90E 180 / 0
Longitude

FIG. 4f. Same as Fig. 4a except for correlation of F,,, with RH.
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TaBLE 1. Correlation tables of OLR and climate variables in three
latitude regions. The means and standard deviations are calculated
by the procedure described in section 3.

Mean = std der T w RH Fg
0°~15°S/°N
T, 277+ 18C —
w 452+ 69kgm™2 0.65 —
RH 476 £ 8.6% 0.49 0.87 —

F 289.0% 5.7Wm™2 -0.29 -0.58 —0.63 —
F, 250 *27Wm? -0.5t —-0.65 —0.67 0.72
15°-30°S/°N

T, 244+ 30C -
31.8% 92kgm™ 0.83 —
RH 382+ 7.9% 0.56 0.82 —

Fy 2874 6.1 Wm™? 0.42 023 —0.15 —
F, 263 =18Wm™? 000 —023 -0.54 0.5
30°-45°S/°N

T, 167+ 45C —
w 190+ 6.1kgm™ 0.79 —
RH 39.6 =+ 5.4% -0.16 0.24 —
F 268 +11Wm™? 0.89 0.72 —0.31 —
F,, 236 +20Wm™ 0.68 0.50 -049 0.80
35 T ¥ L L T
a0l / B
/
25t ///290\/2 g , E
A
~20} - 280 \/ b
. N
[72] . 270
N 45 F \ -
26"\
10} \ b
st h
0 ; ) )
0 30 40 50 60
W (kg m?)

FIG. 5a. Binned plot of ERBE F,; with column-integrated water
vapor W and T, (W m™2), based on data from the period February
1985-December 1988. Areas with values less than 240 W m™2 are
shaded.

onally from low W and low T to high W and high T;.
Thus, in the absence of clouds, the OLR does not con-
tinue to increase with higher surface temperatures (and
correspondingly greater amounts of precipitable wa-
ter), but reaches a peak value. At high T}, the increase
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FIG. 5c. Plot of the standard deviation of ERBE F,, within the
various bins as a function of column-integrated water vapor W and
T, (W m™2), based on data from the period February 1985-December
1988. Areas with values less than 5 W m™2 are shaded. Dashed lines
of 102, 103, and 10* indicate the population density in the bins. Over
most of the domain there are more than 1000 points in each bin.

in column-integrated water vapor amount has a suf-
ficient radiative trapping effect to offset completely the
increase in surface blackbody radiation.

Likewise, in Fig. 5b, F,, shows a similar behavior,
though it exhibits a much more dramatic drop for W
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FIG. 6a. Binned plot of ERBE F,, with height-mean RH and 7,
(W m™2), based on data from the period February 1985-December
1988. Areas with values less than 240 W m™2 are shaded.

greater than 40 kg m™2. Figure 5c shows the standard

deviation (o) of the binned clear-sky OLR. Dotted
lines are drawn to indicate the bins with a population
of 100, 1000, and 10 000 data points. The population
distribution indicates that within a large area of the
plot, stray bad values will not significantly affect the
binned values of F,,. The standard deviations for those
bins with 1000 or more data points range from about
4108 Wm™2.

2) BINNING WITH T, AND RH

Figures 6a and 6b show the portraits of OLR with
T, and RH, respectively, as the chosen dimensions.
Because the last two variables are less tightly coupled,
we obtain a phase space in which the data do not lie
along the diagonal.

In both cases, the important features seem to be that
at low temperatures (below about 10°-12°C) the OLR
is not affected very much by the humidity, and instead
varies chiefly with surface temperature. At higher tem-
peratures, RH has a more and more important negative
effect on the OLR. The change appears gradually with
F,, while it appears much more abruptly with F,,.
Above 25°C, the contour lines in Figs. 6a and 6b be-
come more nearly parallel to the T axis.

Because we will be comparing the binning of the
ERBE clear-sky OLR with RH and T, to radiative
model results, it is important to ask at the outset how
reliable the binned averages are. Figure 6¢ shows the
standard deviation (o.s) of the binned clear-sky OLR.

0 10 20 30 4 50 60 70 80 90
Height-mean RH (%)

100

FiG. 6b. Same as Fig. 6a except for ERBE F,,.

As in Fig. Sc, the dotted lines in Fig. 6¢ indicate the
bins with a population of 100, 1000, and 10 000 points.
Similarly, as in Fig. 5c, the standard deviations within
the area enclosed by the 1000-count dotted line ranges
from 4 to 8 W m~2.

Below 14°C, the range in values of F,; at a given T
across the full range of RH is less than the binned o
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FIG. 6c. Plot of the standard deviation of ERBE F within the
various bins as a function of height-mean RH and T, (W m™2). See
caption of Fig. 5c for more information.
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for that same 7, (compare Figs. 6a and 6c). For ex-
ample, at 7, = 8.75°C, F,; varies from 247 to 253
W m~2, a range of 6 W m™2, while the individual o,
hover around 7 W m™2. Thus, at this temperature, F,;
does not statistically differentiate between 30% and 70%
height-mean relative humidity. Because the saturation
pressure is so low, even a 40% variation in RH does
not amount to a radiatively significant change in the
total precipitable water. Above 14°C, however, F,, does
differentiate along the range of values of RH . For ex-
ample, at T, = 25.25°C, F,, has a range of 22 W m™2,
while o, has a mean value of 5 W m™2. Clearly, in this
temperature regime, observed differences in RH for
points that have the same 7 do lead to measurable
differences in the binned OLR.

b. Radiative model results

Thompson and Warren (1982) fit the results of a
detailed radiative transfer model to a third-order poly-
nomial in 7 whose coefficients are second-order poly-
nomials in RH. The detailed model is based on Wis-
combe’s exponential sum fitting of transmission func-
tions method (Wiscombe and Evans 1977). Thompson

~and Warren consider both total OLR and clear-sky
OLR cases in their paper. Here, we display the clear-
sky phase-space portrait derived directly from Thomp-
son and Warren’s polynomial model, with their coef-
ficients. The main reasons for choosing this model are
(a) its simplicity, and (b) its use of height-mean relative
humidity as a parameter in deriving the OLR. As de-
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__FIG. 7a. Binned plot of polynomial fit model F, with height-mean
RH and T, (W m™?). Areas with values less than 240 W m™2 are
shaded.
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FiG. 7b. Binned plot of difference of polynomial fit model for F,,
(Thompson and Warren 1982) minus ERBE F,, with height-mean
RH and T, (W m™?).

scribed in section 2, Thompson and Warren explicitly
choose RH as a parameter in the polynomial fit because
they find that the OLR is not significantly affected by
vertically redistributing the moisture while holding
RH fixed. In their detailed radiative transfer calcula-
tion, they maintain a constant temperature profile as
they redistribute the moisture. In the present study,
when we compare observed OLR binned with respect
to T, and RH with model OLR, we have not ensured
that the temperature profiles are necessarily the same
in both cases.

Figure 7a shows the portrait resulting from the
Thompson-Warren model. As one would expect for a
polynomial expression, F,; varies smoothly over the
whole space, but it preferentially shows a larger gradient
with respect to T at low temperatures (midlatitudes),
and a larger gradient with respect to RH at high tem-
peratures (tropics). Thus, as one moves from colder
to warmer climates, the relative humidity becomes a
progressively more important factor in determining
the OLR.

Figure 7b shows the difference between the radiative
model calculations of F,; and the ERBE data. The plot
is negative throughout most of the phase space, with a
mean discrepancy of around 7-8 W m™2, and extreme
values around 18 W m~2, indicating that the radiative
model predicts lower values of F,; than the ERBE ob-
servations. Thompson and Warren indicate that their
curve fits are generally within a few watts per square
meter of the results from their detailed radiative model,
with a maximum error of 10 W m™2. Their detailed
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reference model could itself have uncertainties in the
OLR of about +2% (about 5-6 W m™2), relative to
line-by-line results (Ellingson et al. 1991). Further-
more, the curve fits do not account for the effects of
non-CO, trace gases (methane, nitrous oxide, and
CFCs), which would contribute to a further lowering
of the model clear-sky OLR of up to ~5 W m™2 (Slingo
and Webb 1992).

One can also compare this mean discrepancy in Fig.
7b with the estimated 3-4 W m™2 positive bias in the
ERBE clear-sky OLR results (Harrison et al. 1990;
Slingo and Webb 1992). Thus, the discrepancies may
be caused partly by errors in the observed OLR, partly
by errors introduced by the simplistic assumptions of
the Thompson and Warren polynomial model, and
partly by errors associated with the detailed radiative
model, including uncertainties in actual vertical profiles
of temperature and moisture. While the precise reasons
for the discrepancy corresponding to a particular
RH-T, combination could involve all of the above-
mentioned factors, Fig. 7 does illustrate how observed
data and specific model results may be usefully com-
pared.

¢. General circulation model results

We compare the ERBE clear-sky OLR with the OLR
obtained from a radiative transfer model incorporated
in the Geophysical Fluid Dynamics Laboratory
(GFDL) global R15 general circulation model (GCM).
The GCM is described in Wetherald et al. (1991). The
model is semispectral, rhomboidally truncated at
wavenumber 15 and has nine vertical finite-difference
levels. The simulations use the annual cycle of inso-
lation and the observed climatological 7. The conti-
nuity equation for water vapor is solved prognostically.
The model is first run to equilibrium, and a subsequent
10-yr simulation is analyzed.

In the GCM, the height-mean relative humidity is
evaluated using the nine vertical levels of data. The
clear-sky OLR at a grid point is defined as the mean
of the values accumulated over the 10-yr simulation
for which there are no clouds in any of the layers at
that point.

Figure 8a shows a phase-space plot of the 10-yr mean
GCM results. Comparing this figure with Fig. 6a, it
appears that the model’s phase space is narrower, es-
pecially along the RH axis, than that generated from
observations. Also, the RH values in the model tend
to be slightly higher overall. In the model, the effect of
relative humidity on the OLR is apparent only at the
higher surface temperatures (above about 10°C).

Figure 8b shows the differences with respect to the
ERBE observations. For similar 7 and relative hu-
midity conditions, the GCM tends to yield more OLR;
that is, the model has a lower clear-sky greenhouse
effect than the observations. The OLR bias attains val-
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FIG. 8a. Binned plot of GFDL R15 model F, with height-mean
RH and T, based on 10 model years (W m™?).

ues of up to 10 W m™2. As noted in Wetherald et al.
(1991), the moisture field of the GCM may be inad-
equately simulated. Other GCMs, too, exhibit this fea-
ture in the clear-sky regions (Kiehl and Ramanathan
1990). From Fels et al. (1991), the radiation algorithm
used in this GCM (including effects of H,O, CO,, O3)
underestimates the clear-sky OLR by about 2 W m™2,
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FIG. 8b. Binned plot of difference of GFDL R15 model F,; minus
ERBE F,,, with height-mean RH and T, (W m™2).
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Also, the GCM radiation code does not include the
effects of methane, nitrous oxide, and the CFCs, which
would tend to lower the biases shown in Fig. 8b. Other
sources of the discrepancy could be related to differ-
ences between the values of T in the GCM (obtained
from a standard climatology map) and in the obser-
vations, inadequate accounting of the water vapor
continuum, and differences between the GCM and the
observations (for the same values of RH) in the vertical
distribution of moisture.

5. Summary

The earth’s radiation budget depends on a number
of climate variables. The OLR varies principally with
T; and atmospheric humidity, although cloud-top
height, surface wind convergence, and tropospheric
lapse rate also contribute noticeably. In the present
study, we binned the observed clear-sky OLR with re-
spect to T, column-integrated water vapor (W), and
height-mean relative humidity (RH). We chose RH
to represent atmospheric humidity because in Thomp-
son and Warren’s study ( 1982) the OLR was found to
be approximately invariant to changes in the vertical
relative humidity profile that do not alter the height-
weighted mean. The phase-space portraits resulting
from the binning indicate that T drives the OLR in
the midlatitudes, while 7, and RH together drive it in
the subtropics and tropics.

A reasonably accurate climate model should adhere
not only to the observed mean climate state, but also
to the observed functional dependence of the OLR on
basic climate parameters. The phase-space portrait il-
lustrates one means by which models can be compared
against observed data. It visually presents the essence
of the relationships between multiple climate param-
eters in a way that is perhaps more insightful than geo-
graphic distribution maps. To show that this kind of
comparison can be made easily, we turned to two very
different types of climate models—Thompson and
Warren’s simple third-order polynomial fit radiative
model, and an R15 spectral GCM at GFDL—and cre-
ated similar phase-space portraits of them.

A number of parameters that affect the OLR have
not been considered in this study. In order to use this
approach fruitfully, it will be important to design hu-
midity parameters more robust than either W or
RH . Height-mean relative humidity has certain prob-
lems that other parameters do not. It is sensitive to
upper-tropospheric humidity measurements, which at
this point are neither as accurate nor as dense as lower-
tropospheric measurements. Also, it does not take into
account changes in the vertical temperature profile that
can significantly affect the OLR.

Nevertheless, the surface temperature and height-
mean relative humidity together do explain a substan-
tial amount of the variation in the observed clear-sky
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OLR; a different humidity variable or an additional
independent variable, such as the lapse rate, could
make the analysis even more realistic. As a potentially
useful extension of the two-dimensional binning, one
could create a series of portraits, each of which restricts
a third variable to a different range of values.
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