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We present the results of a search for pair production of scalar top quarks (1) in an R-parity
violating supersymmetric scenario using 322 pb~! of pp collisions at /s = 1.96 TeV collected by
the upgraded Collider Detector at Fermilab. We assume each #; decays into a 7 lepton and a b
quark with a branching ratio 8, and that the final state contains either an electron or a muon from
a leptonic 7 decay, a hadronically decaying 7 lepton, and two or more jets. Two candidate events
pass our final selection criteria, consistent with the expectation from standard model processes. We
present upper limits on the cross section times branching ratio squared o (#1%1) x 32 as a function
of the stop mass m(f1). Assuming 8 = 1, we set a 95% confidence level limit m(f1) > 153 GeV/c?
obtained using a next-to-leading order cross section. These limits are also fully applicable to the
case of a pair produced third generation scalar leptoquark decaying into a 7 lepton and a b quark.

PACS numbers: 12.60.Jv, 14.80.Ly,13.85.Rm,11.30.Pb,11.30.Er
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In supersymmetric (SUSY) models [1], the spin-1/2
quarks and leptons have spin-0 quark and lepton part-
ners. Experimental data suggest that the superpart-
ners of the first and second generation are massive with
masses greater than those of the standard model parti-
cles, while the mass of the lighter scalar top quark (stop
or ;) is weakly constrained and can be below that of
the top quark [2]. This is due to the mixing between
the left and right handed interaction eigenstates which
is a function of the large Yukawa coupling of the top
quark. At the Fermilab Tevatron stop quarks and an-
tiquarks can be produced in pairs in strong interactions
(99/qG—11t1). A single stop could also be produced at
the Tevatron, e.g., via bg—t;7 [3]; however, unlike pair
production, this process requires an R-parity (R,) violat-
ing vertex. In regions of parameter space not excluded by
data, R, violating (R,) couplings are small [4], making
single stop production negligible compared to pair pro-
duction. Stop quarks can decay into lighter SUSY and
standard model (SM) particles if R, is conserved or into
ordinary quarks and/or leptons if R), is violated. Within
the framework of R, SUSY [4], theoretical studies indi-
cate that the dominant decay mode for the light stop is
the lepton number violating decay £, —7b for a wide range
of SUSY model parameters, including the region allowed
by neutrino oscillation data [5]. We set an upper limit on
the cross section o(f1t;) x 32, neglecting additional de-
cay modes that may pass selections of this analysis when
B = B(t;—7b) < 1. To set 95% confidence level limits
(C.L.) on the stop mass m(t;), we assume that 3 = 1.
Note that our procedure is conservative even if the con-
tributions from other decay modes are not negligible as
it will yield less stringent limits.

Since third generation scalar leptoquarks (LQ3) are
also expected to decay into 7 and b, the search for
R, stop pair production is also sensitive to leptoquark
production. Leptoquarks appear in various SM exten-
sions [6], and B(LQ3—7b) = 1 for all LQ3 states when
m(LQ3) < m(t). Contrary to LQ3LQ; production,
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stop pair production also involves diagrams with virtual
gluino exchange which are, however, strongly suppressed
if gluino mass is high. For the existing limits on gluino
mass [7] the next-to-leading order (NLO) cross section
for LQ3LQ; is very close to that for £17;. Thus, the limit
results obtained for I8, stop should be fully applicable to
the case of LQ3 pair production.

In this Letter we describe a search for t1t;—777bb
with the CDF II detector [8]. We look for a final state
with either an electron or muon from the decay 7 — fvpv,
(¢ = e or pu), a hadronically decaying tau 7,, missing
transverse energy Fr [9] from the neutrinos, and two or
more jets. We have studied the addition of a require-
ment that the jets are consistent with originating from
the hadronization of a b quark but found that the increase
in purity is outweighed by the loss in signal acceptance.
Therefore, we make no such specific requirement. This
analysis uses approximately three times more data and a
higher /s than the previous CDF result [10] that set a
95% C.L. limit of m(f;) > 122 GeV/c?. The increased /s
is expected to give a substantial increase in £#; produc-
tion rate, e.g. for m(t;) = 155 GeV/c? the cross-section
grows by ~ 35%.

Improvements to the CDF II detector include the up-
graded trigger system that allows more efficient data se-
lection with dedicated trigger paths for events with two
taus [11] and the upgraded muon detectors that provide
better coverage and increased acceptance.

CDF 1II is a large general-purpose detector for study-
ing particles produced in pp collisions [8], and features
several main subsystems critical to this analysis. The
charged particle tracking system, consisting of multi-
layer silicon detectors and a large open-cell cylindrical
drift chamber (COT). At || < 1 [9] charged particle
trajectories traverse all chamber layers, while at larger
|n| the chamber coverage is reduced progressively. The
COT is enclosed in a 1.4 T superconducting magnet. The
calorimeter system is organized into electromagnetic and
hadronic sections segmented in a projective tower ge-
ometry and covers |n| < 3.6. A set of strip and wire
chambers (CES) is located within the central electromag-
netic (CEM) calorimeter at approximately the depth of
shower maximum and aids in reconstructing electrons,
photons, and 7%—~~ decays for |n| < 1.1. The central
muon detection system is located outside of the calorime-
ter and covers |n| < 1.0 with two subsystems: the central
muon (CMUP, |n| < 0.6) and central muon system ex-
tension (CMX, 0.6 < |n| < 1.0).

The analysis begins with a data sample collected by
inclusive lepton-plus-track triggers [11]. CDF II uses a
three-level trigger system. At levels 1 and 2 the lepton-
plus-track triggers require an electron candidate with
calorimeter cluster Er > 8 GeV (in CEM) or a muon
candidate (in CMUP or in CMX) with track momentum
pr > 8 GeV/c and a second track with pr > 5 GeV/c.



Tracks at these trigger levels are identified by the fast
online tracker (XFT) [12] in |n| < 1. At level 3, where
the full software event reconstruction is performed, the
second track is required to be consistent with originating
from a tau decay by demanding that there be no other
nearby tracks with pr > 1.5 GeV/c between the cones of
0.175 and 0.524 radians around the track. The integrated
luminosity of the data sample is 3224+ 19 pb~* (304+18
pb™!) for CEM and CMUP (CMX) [13].

From the trigger sample we select events offline by
identifying at least one lepton with pr’ > 10 GeV/c
and at least one 7, candidate in || < 1. The details
of the 7, and 7° identification algorithms can be found
in Ref. [14]. The tracks contributing to a 7, candidate
must satisfy the following requirements: the highest pr
track (“seed track”) is required to have pr > 6 GeV/¢;
the other tracks must have pr > 1 GeV/c and be within
a tau track signal cone [15]. The contributing 7° can-
didates are required to have Ep > 1 GeV and to be
within a 7° signal cone of 0.17 radians with respect to
the seed track. The track and 7° isolation regions are de-
fined as annuli between the respective signal cones and
the cone of 0.52 rad around the seed track. We require
that there be zero tracks with pr > 1 GeV/c in the
track isolation region and that the sum of the trans-
verse energies of the 7° candidates in the 7¥ isolation
region be less than 0.6 GeV. The 7, candidate visible
4—momentum is defined as p™ = 3. p"** + 57 p™ | where
Soptreck and 3 p™ are the sums of momenta of tracks
and ¥ candidates in their respective signal cones. We
require the transverse component of the visible momen-
tum pT. to be greater than 15 GeV/c. Jets in this anal-
ysis are reconstructed using a fixed-cone algorithm with
AR = \/An? 4+ A¢? = 0.4 within |n| < 2.4.

We apply a series of event selection cuts designed to
improve the sensitivity of the search by reducing the
dominant SM backgrounds. These backgrounds include
QCD multijet events, vector boson production with mul-
tiple jets, and tt production. In QCD multijet events,
for example, semileptonic b quark decays or - conver-
sions can be misidentified as lepton signal candidates,
and narrow jets can be misidentified as tau candidates.
We require leptons to be isolated to reduce the QCD
background: the sum of the pr of the tracks within
AR < 0.4 around the #; decay lepton candidate, which
we denote as 1k, must be less than 2 GeV/¢, and there
must be no jet with EFp > 15 GeV whose axis is in an
annulus of 0.3 < AR < 0.8 around the lepton. Fur-
ther, we reject events where the muon or electron can-
didate is consistent with a cosmic ray muon or photon
conversion electron (see Ref. [14] for details). To sup-
press the contribution of Z% — ¢/~ we veto events
where the invariant mass of the primary electron (muon)
and a reconstructed electron (muon) candidate, which
is required to pass only very loose identification crite-
ria [14], is 76 < mg < 106 GeV/c*. We also reject

events where the invariant mass of the electron candidate
and its hadronic tau partner is 76 < me, < 106 GeV/c2
and they are azimuthally separated with |A¢.,| > 2.9
rad. For the muon channel we do not apply a similar
requirement, as the probability for a muon to be re-
constructed as a 7y, is negligible. To suppress further
QCD multijet and Z° — 777~ events [10], we require
St = (Ipr’| + [pr™| + |£r|/c) > 110 GeV /c.

We define six regions in the myp(¢, fr) =

\/2pT£ET(1—COSA¢Z)ET) versus Njet plane, and

denote them as A; (B;) for mp < 35 GeV/c? (mg > 35
GeV/c?) and j = 0, 1 or 2 for Njex = 0, 1 or >
2. We count into Nje; the jet candidates that have
Er > 20 GeV and are separated from any of e, u or 7,
by AR > 0.8. The values of minimal St and jet Ep
thresholds are optimized for maximum significance in
the As region for a stop mass in the range of 140 — 160
GeV/c?. The mp < 35 GeV/c? division effectively
separates signal from W + jet and #f backgrounds. The
requirement of Nje; > 2 strongly suppresses the contri-
bution of Drell-Yan backgrounds but keeps most signal
events which are expected to have two or more jets.
Studies using PYTHIA [16] with the GEANT3-based [17]
CDF 1II detector simulation show that 58% of the signal
events satisfying all other selection requirements fall into
the region Ay (for a stop mass of 150 GeV/c?), while
for the SM background expectation the corresponding
fraction is 5.6%. The data in the region Ay were not
examined until the analysis procedure was finalized. The
regions with Nje¢ = 0 or 1 contain mostly background
and were used mainly as control samples for validation.
Region By has an appreciable signal acceptance (~ 40%
of that in region As) but substantially higher background
expectation. For statistical interpretation of the data,
we developed a likelihood method that, in addition to
our primary signal region As, utilizes side-band regions
Ay, By, and By, which are used to perform data-driven
W + jet background estimations and to improve the
sensitivity of the analysis.

The total event acceptance is o = Ageom * Akin - €D -
€ISO * €trig * €other- Here Ageom - Axin is the product of
geometrical and kinematical acceptances, ejp is the com-
bined efficiency to identify lepton and 7, candidates, e;so
is the combined efficiency for lepton and 7y, isolation re-
quirements, €gig is the combined lepton and XFT track
trigger efficiency, and €other is the efficiency for the all
remaining cuts. We use Monte Carlo simulation to cal-
culate Ageom* Akin, €D, €150, and €gther. In the simulation
we use CTEQSL [18] for the parton distribution func-
tions (PDFs) and the renormalization scale ) is given

by Q = \/m(fl)2 + pr(f1)2. The trigger efficiencies are
measured using data. In region As « increases nearly lin-
early from about 0.6% at m(t1) = 100 GeV/c? to 2.7%
at m(t;) = 170 GeV/c? and is similar for both electron
and muon channels.



The combined systematic uncertainty on the total
event acceptance for the electron (muon) channel de-
creases almost linearly from 11.1% (10.9%) for a stop
mass of m(t;)= 100 GeV/c? to 6.9% (7.5%) for 170
GeV/c?. The largest contribution comes from the PDF
systematic uncertainty, which is estimated using the un-
certainty sets of CTEQ6.1M PDFs [19] and the tech-
nique described in [20]. For a 150 GeV/c? stop in the
electron (muon) channel this uncertainty is 3.8% (4.1%)
of the total event acceptance. The uncertainty due to
imperfect knowledge of the jet energy scale, determined
by varying the jet energy corrections by +lo, is 3.5%
(2.3%). The uncertainty due to the amount of initial and
final state radiation is found to be 2.5%. Other sources of
systematic error include the uncertainties in lepton and
T, identification and isolation, Monte Carlo simulation,
and Fr resolution, and amount to a 4.7% (5.5%) relative
contribution in the electron (muon) channel. The uncer-
tainty on the integrated luminosity of the data sample is
6%.

The SM backgrounds come from two sources: (i) events
with a true f7m, pair from Z°/y*(—7t77)+jets, tt
and diboson (WTW—, W*Z2° Z°Z%) production; and
(ii) events where lepton or 7, candidates do not orig-
inate from a true lepton or tau but from the jets in
W + jet, Z9/y*(—£T ¢~ )+jets and QCD multijet events.
We first estimate the background from SM processes ex-
cluding the W + jet contribution. Z°/y*(—7177)+jets,
Z0 |y (=007 )+jets, tt, and WHW~ production are es-
timated using PYTHIA and the CDF II detector simu-
lation. For Drell-Yan backgrounds we use scale factors
that improve the agreement between the prediction for
the yield of these events in Monte Carlo simulation and
the yield observed in data. The QCD multijet contri-
bution is estimated by extrapolating the number of ob-
served events in data for events with non-isolated lep-
tons, defined by 2 GeV/c < It < 10 GeV/¢, into the
class of events with an isolated lepton, defined by I, <
2 GeV/c [14]. The NLO cross sections of 6.7+0.7 pb [21]
and 13.5 £+ 0.5 pb [22] for ¢t and WTW ™~ production, re-
spectively, are used. The contributions from W+ 2% and
7979 are found to be negligible.

The PYTHIA Monte Carlo simulation is not expected
to accurately predict the absolute rate of the W + jet
background contribution in this analysis. Apart from
other considerations, such an estimate relies on the
probability for a jet to be identified as a tau can-
didate which is known not to be well predicted by
PYTHIA [14]. Therefore, to estimate the W + jet con-
tribution NW+J in each region, we use the differences
between the data and all other backgrounds plus signal in
regions Ao, By, Ag, and By and the assumption that R =
[NWH (Ag) [NWHI (Bo)] - [NWH (Bo)/NWH (Ag)] ~ 1.
While the absolute W + jet rates from PYTHIA Monte
Carlo simulation are unreliable, the ratios in R are deter-
mined by kinematics of the W + jet events at fixed Njet

TABLE I: Number of events observed in data, Nops, along
with the expected number of SM background events. Note
that the W + jet contributions are obtained from the maxima
of likelihoods that depend on the observed number of events
in the data, the number of SM events excluding the W + jet
contribution, and on the i1t production cross section.

e + m7» Channel 4+ ™ Channel
Reg| Nobs | SM Backgrounds| Nobs | SM Backgrounds
Other W+jet Other W +jet

A | 1 [205)% ofg* | 1 [1oTps 07p°
Bo| 4 |2.8%05 1.0720 | 4 |2.3%5% 1.7732
A 4 (33502 02%3 | 3 (26105 010
Bi| 9 (2303 67552 | 6 |2.3705 3.8757
Ao | 11 |9.1712 16%27 | 8 |5.270% 25727
Bo | 25 |4.570¢ 211755 | 28 |5.470% 23.6727

and are well modeled in MC. Based on MC predictions
and cross checks with data vs MC comparisons, we con-
clude that R = 1.0 £ 0.5 is a conservative assumption.
We define a likelihood function using Poisson statistics
as a function of the ;£ production cross section (o) and
NW+i, The input parameters to the likelihood are the
numbers of observed and expected events in each of the
four regions. The number of expected events in region
i is given by N; = o - B(rr—/{m,) - [Ldt - a; + NEC
+ NZ.WH, where the branching ratio B(r7—#m,) =~ 0.23,
NiBG includes all SM backgrounds except W + jet events,
and «; is the total event acceptance for signal in region
i. Note that «; is negligibly small for regions Ay and By.
The ratio R = 1.0+0.5 and N7 in regions Ay, By, and
By are nuisance parameters with flat prior distributions.
The large uncertainty on R does not affect the result be-
cause the W + jet contribution in region A, is expected
to be small. We use this two-dimensional likelihood to
estimate the number of W + jet events for each region
and to calculate upper limits on o x 32.

In Table I we show the number of events observed in
the data along with the expected number of SM events.
The W + jet contributions are shown separately as they
are estimated using the observed number of events in the
data, the number of SM events excluding the W + jet
contribution, and a possible stop quark contribution. In
Fig. 1 we present the Nje; distribution for events with
mr < 35 GeV/c? (regions Ag, A, and Ay).

A total of two events is found in region As which can be
compared to the prediction from SM processes of roughly
three events (see Table I). With no excess in this region,
we calculate a 95% C.L. limit on the #11 production cross
section. In the likelihood function that was discussed
above, we integrate out the W + jet probability distribu-
tion to obtain a probability of observing the number of
events found in data given a specific signal cross section.
The electron and muon channels are treated as two sep-
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FIG. 1: Event distribution as a function of the number of
jets with Er > 20 GeV separated from the lepton and tau
candidates for data events with mr (£, Pr) < 35 GeV/c? (re-
gions A, A1, and Az) compared to the expectations from
SM background processes and prediction for ¢;¢; (m(fl) =
150 GeV/cQ) signal. The SM background processes shown do
not include the W + jet contribution.

TABLE II: 95% C.L. upper limit on 0(51;1) x 32 (in pb) as a
function of m(¢1) for the cases when theoretical uncertainty
on the cross section is considered (o937 . x (%) and is

not considered (Uii%ume” x (%), where 8 = B(t1—7b).

m(1) (GeV/c?) 100 110 120 130 140 150 160 170

oB% x 3% (pb) 4.73 3.37 2.50 1.99 1.61 1.38 1.26 1.14

with uncert
090k ers X 32 (pb)  4.48 3.11 2.27 1.81 1.47 1.26 1.16 1.04

arate measurements taking into account the correlations
among the systematic uncertainties.

Figure 2 and Table II show the 95% C.L. limit on
o(t1t;) x B2 as a function of m(f;). Figure 2 compares
this limit (dotted line) to the NLO cross sections ob-
tained using PROSPINO version 2 [24], our nominal choice
of CTEQ6.1M PDFs [19], and a renormalization scale

of Q = \/m(fl)Q + pr(t1)? (solid line). The theoretical
uncertainty of +18% on the cross section is due to the
choice of @ (varying the scale from its nominal value by
a factor of two or a half) and PDFs. Taking this uncer-
tainty into consideration, the limit calculation provides a
95% C.L. upper limit on o(#1%;) x $? which is shown in
Fig. 2 using a dashed line. The corresponding mass limit
is m(t1) > 153 GeV/c?. The limit is 156 GeV /c? if we do
not include the theory uncertainties, and this value can
be compared to earlier results.

In conclusion, we have searched for ¢1t; production in
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FIG. 2: 95% C.L. limit curves for the #1¢; production cross
section times the branching ratio 1 — br squared for the
cases when the theoretical uncertainty on cross section is
(dashed line) and is not (dotted line) considered during cal-
culation of the limit (see text for details). A previous con-
straint obtained from CDF and LEP leptoquark searches
(m(LQs) > 99 GeV/c?) [23] is also shown.

the final state of a lepton (e or 1), a hadronically decaying
tau, and two jets using 322 pb ™! of pp collision data at NG
= 1.96 TeV. The same final state would also be expected
within a LQ3 scenario in addition to an R, SUSY sce-
nario. We observed no excess of events in data over the
number of expected events from SM processes. There-
fore, taking into account the theoretical uncertainties on
the NLO cross section and assuming B(t;—7b) = 1, we
set a 95% C.L. lower limit on the #; mass of 153 GeV/c?.
These results are also applicable to LQ3 pair production.
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