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Executive Summary

Thisdocument isa“how to” guide for planning and implementing evaluation activities. The manual is
based on CDC’s Framework for Program Evaluation in Public Health, and is intended to assist state,
local, and community managers and staff of public health programs in planning, designing,
implementing, and using the results of comprehensive evaluations in a practical way. The strategy
presented in thismanual will help assure that eval uations meet the diverse needs of internal and external
stakeholders, including assessing and documenting program implementation, outcomes, efficiency, and
cost-effectiveness of activities, and taking action based on evaluation results to increase the impact of
programs.

Why Evaluate Public Health Programs?

Public health programs have as their ultimate goal preventing or controlling disease, injury, disability,
and death. Over time, thistask has become more complex as programs themsel ves have become more
complex. Increasingly, public health programs address large problems, the solution to which must
engage large numbers of community membersand organizationsin avast coalition. More often than not,
public health problems—which in the last century might have been solved with avaccine or changein
sanitary systems—involve significant and difficult changesin attitudes and risk/protective behavior of
consumers and/or providers.

In addition, the context in which public health programs operate has become more complex. Programs
that work well in some settingsfail dismally in others because of thefiscal, socioeconomic, demographic,
interpersonal, and interorganizational setting in which they are planted. At the sametimethat programs
have become more complex, the demands of policymakersand other stakeholdersfor accountability have
increased.

All these changesin the environment in which public health programs operate mean that strong program
evaluation isessential now morethan ever, but also that thereisno one“right” evaluation. Rather, ahost
of evaluation questions may arise over thelife of the program that might reasonably be asked at any point
intime. Addressing these questions about program effectiveness means paying attention to documenting
and measuring the implementation of the program and its success in achieving intended outcomes, and
using such information to be accountable to key stakeholders.

Program Implementation

Thetask of evaluation encourages usto examine the operations of aprogram, including which activities
take place, who conductsthe activities, and who isreached asaresult. Inaddition, evaluation will show
how faithfully the program adheres to implementation protocols. Through program evaluation, we can
determine whether activities are implemented as planned and identify program strengths, weaknesses,
and areas for improvement.

For example, a treatment program may be very effective for those who complete it, but the number of
participants may be low. Program evaluation may identify the location of the program or lack of
transportation asabarrier to attendance. Armed with thisinformation, program managers can movethe
class location or meeting times or provide free transportation, thus enhancing the chances the program
will actually produce its intended outcomes.
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Program Effectiveness

The CDC and the Federal government have identified goals that public health programs should work
toward to prevent or reduce morbidity and mortality. Comprehensive public health programs use
multiple strategies to address these goals. Typically, strategies are grouped into program components
that might include, for example, community mobilization, policy and regulatory action, strategic use of
media and health communication, and funding of frontline programs. Program evaluation includes
documenting progress on program goals and the effectiveness of these strategies in producing this
progress.

Program Accountability

Program evaluation isatool with which to demonstrate accountability to the array of stakeholders,who
for agiven program may include funding sources, policymakers, state, and local agenciesimplementing
the program, or community leaders. Depending on the needs of stakeholders, program evaluation
findings may demonstrate that the program makes a contribution to reducing morbidity and mortality or
relevant risk factors; or that money is being spent appropriately and effectively; or that further funding,
increased support, and policy change might lead to even more improved health outcomes. By holding
programs accountable in these ways, evaluation helps ensure that the most effective approaches are
maintained and that limited resources are spent efficiently.

This manual is based on CDC’s Framework for Program Evaluation in Public Health,* and integrates
insights from Framework-based manuals developed by CDC’s Office on Smoking and Health,? and
Division of Nutrition and Physical Activity® for their grantees and state and local partners, and by the
Center for the Advancement of Community Based Public Health for community health programs.* This
document is organized around the six steps of the CDC Framework:

Engage Stakeholders

Describe The Program

Focus The Evaluation

Gather Credible Evidence

Justify Conclusions

Ensure Use of Evaluation Findings and Share L essons L earned

Each chapter illustrates the main points using examples inspired by real programs at the Federal, state,
and local levels. In addition, following each chapter are supplementary materials that apply the main
points of the chapter to your specific public health problem or area. These supplementary materials
include one or more crosscutting case examples relevant to the specific public health area.

! Centers for Disease Control and Prevention. Framework for program evaluation in public heath. Atlanta, GA:
MMWR 1999;48(NoRR-11):1-40.

2 US Department of Health and Human Services. Introduction to program eval uation for comprehensive tobacco control
programs. Atlanta, GA: US Department of Health and Human Services, Centers for Disease Control and Prevention,
Office on Smoking and Health, November 2001.

3 US Department of Health and Human Services. Physical activity evaluation handbook. Atlanta, GA: US Department of
Health and Human Services, Centers for Disease Control and Prevention, 2002.

* Center for Advancement of Community Based Public Health. An evaluation framework for community health
programs. Durham, NC: Center for Advancement of Community Based Public Health, June 2000.
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Introduction

What Is Program Evaluation?

Most program managers assess the value and impact of their work al the time when they ask
guestions, consult partners, make assessments, and obtain feedback. They then use the information
collected to improve the program. Indeed, such informal assessments fit nicely into a broad
definition of evaluation asthe “ examination of the worth, merit, or significance of an object.”> And
throughout this manual, the term “program” will be defined as “any set of organized activities
supported by a set of resources to achieve a specific and intended result.” This definition is
intentionally broad so that almost any organized public health action can be seen as able to benefit
from program eval uation:

e Direct serviceinterventions (e.g., aprogram that offersfree breakfasts to improve nutrition
for grade school children)

e Community mobilization efforts (e.g., an effort to organize aboycott of Californiagrapesto
improve the economic well-being of farm workers)

e Researchinitiatives (e.g., an effort to find out whether disparitiesin health outcomes based
on race can be reduced)

e Advocacy work (e.g., a campaign to influence the state legislature to pass legislation
regarding tobacco control)

e Training programs (e.g., a job training program to reduce unemployment in urban
neighborhoods)

What makes true program evaluation different from the sort of informal assessment that any smart
and dedicated manager isdoing all thetime? Mainly, it’ sthat evaluation isconducted accordingto a
set of guidelines (protocols) that are systematic, consistent, and comprehensive to assure the
accuracy of the results. For purposes of this manual, we will define program evaluation as “the
systematic collection of information about the activities, characteristics, and outcomes of programs
to make judgments about the program, improve program effectiveness, and/or inform decisions
about future program development.”® Program eval uation does not occur in avacuum; rather, itis
influenced by real-world constraints. Evaluation should be practical and feasible and must be
conducted within the confines of resources, time, and political context. Moreover, it should servea
useful purpose, be conducted in an ethical manner, and produce accurate findings. Evaluation
findings should be used both to make decisions about program implementation and to improve
program effectiveness.

Asyou will see, many different questions can be part of a program evaluation, depending on how
long the program has been in existence, who is asking the question, and why the information is
needed. In general, evaluation questionsfall into one of these groups:

e Implementation: Were your program’s activities put into place as originally intended?

® Scriven M. Minimalist theory of evaluation: The least theory that practice requires. American Journal of Evaluation
1998;19:57-70.
® patton MQ. Utilization-focused evaluation: The new century text. 3rd ed. Thousand Oaks, CA: Sage, 1997.
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e Effectiveness: Is your program achieving the goals and objectives it was intended to
accomplish?

e Efficiency: Areyour program’sactivitiesbeing produced with appropriate use of resources
such as budget and staff time?

e Cost-Effectiveness. Does the value or benefit of achieving your program’'s goals and
objectives exceed the cost of producing them?

e Attribution: Can progresson goalsand objectives be shown to berelated to your program,
as opposed to other things that are going on at the same time?

All of these are appropriate evaluation questions and might be asked with the intention of
documenting program progress, demonstrating accountability to funders and policymakers, or
identifying ways to make the program better.

Evaluation Supplements Other Types of Reflection and Data Collection

Evaluation is one of several waysin which the staff of a program might answer the question “How
arewedoing?’ In most large organizations, that question might be posed at budgeting time, during
strategic planning, in constructing performance measures, or even in establishing the marketing
“brand” for the organization. And the question might be answered using approaches that might be
characterized as “surveillance,” as “research,” or as “program evaluation.” It is important that
organizations see these processes as related and do their best to integrate the insights from them.
Here's how:

Planning

Planning asks, “What are we doing and what should we do to achieve our goals?” Program
evaluation, by providing information on progresstoward organizational goalsand identifying which
parts of the program are working well and/or poorly, sets up the discussion of what can be changed
to help the program better meet its intended goals and objectives.

Performance Measurement

Increasingly, public health programs are called to be accountable to funders, legislators, and the
general public. Many programsdo thisby creating, monitoring, and reporting resultsfor asmall set
of markers and milestones of program progress. Such “performance measures’ are a type of
eval uation—answering the question “How are we doing?’ More importantly, when performance
measures show significant or sudden changes in program performance, program evaluation efforts
can be directed to the troubled areas to determine “Why are we doing poorly or well?’

Budgeting

Linking program performance to program budget isthefinal step in accountability. Called “activity-
based budgeting” or “ performance budgeting,” it requires an understanding of program components
and the links between activities and intended outcomes. The early stepsin the program eval uation
approach (such aslogic modeling) clarify these relationships, making the link between budget and
performance easier and more apparent.
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Surveillance and Program Evaluation

While the terms surveillance and evaluation are often used together, each makes a distinctive
contribution to aprogram, and it isimportant to clarify their different purposes. Surveillanceisthe
continuous monitoring or routine data collection on various factors (e.g., behaviors, attitudes,
deaths) over a regular interval of time. Surveillance systems have existing resources and
infrastructure. Datagathered by surveillance systems are invaluable for performance measurement
and program evaluation, especially of longer term and population-based outcomes. In addition,
these data serve an important function in program planning and “formative” evaluation by
identifying key burden and risk factors—the descriptive and analytic epidemiology of the public
health problem. Therearelimitsto how useful surveillance datacan befor evaluators. For example,
some surveillance systems such asthe Behavioral Risk Factor Surveillance System (BRFSS), Y outh
Tobacco Survey (YTS), and Youth Risk Behavior Survey (YRBS) can measure changesin large
populations, but have insufficient sample sizes to detect changes in outcomes for more targeted
programs or interventions. Also, these surveillance systems may have limited flexibility when it
comes to adding questions that a particular program evaluation might like to have answered.

In the best of all worlds, surveillance and eval uation are companion processesthat can be conducted
simultaneously. Evaluation may supplement surveillance databy providing tailored information to
answer specific questions about a program. Data collection that flows from the specific questions
that are the focus of the evaluation is more flexible than surveillance and may allow program areas
to be assessed in greater depth. For example, astate may supplement surveillance information with
detailed surveysto evaluate how well a program was implemented and the impact of a program on
participants knowledge, attitudes, and behavior. They can aso use qualitative methods (e.g., focus
groups, feedback from program participants from semistructured or open-ended interviews) to gain
insight into the strengths and weaknesses of a particular program activity.

Research and Program Evaluation

Both research and program eval uation make important contributionsto the body of knowledge, but
fundamental differences in the purpose of research and the purpose of evaluation mean that good
program eval uation need not alwaysfollow an academic research model. Even though some of these
differences have tended to break down as research tendstoward increasingly participatory models’
and some eval uations aspire to make statements about attribution, “pure” research and evaluation
serve somewhat different purposes (* Distinguishing Principles of Research and Evaluation” table),
nicely summarized in the adage “ Research seeksto prove; evaluation seeksto improve.” Academic
research focuses primarily on testing hypotheses; akey purpose of program evaluationistoimprove
practice. Researchisgenerally thought of asrequiring acontrolled environment or control groups.
Infield settingsdirected at prevention and control of apublic health problem, thisisseldomrealistic.
The last three attributes in the table are especially worth noting. Unlike pure academic research
models, program eval uation acknowledges and incorporates differencesin values and perspectives
from the start, may address many questions besides attribution, and tends to produce results for
varied audiences.

" Green LW, George MA, Daniel M, Frankish CJ, Herbert CP, Bowie WR, et a. Study of participatory research in
health promotion: Review and recommendations for the development of participatory research in health promotion in
Canada. Ottawa, Canada: Royal Society of Canada, 1995.
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Distinguishing Principles of Research and Evaluation

Concept

Research Principles

Program Evaluation Principles

Planning

Scientific method
State hypothesis.
Collect data.
Analyze data.
Draw conclusions.

Framework for program evaluation
Engage stakeholders.

Describe the program.

Focus the evaluation design.

Gather credible evidence.

Justify conclusions.

Ensure use and share lessons learned.

Decision Making

Investigator-controlled
o Authoritative.

Stakeholder-controlled
e Collaborative.

Standards Validity Repeatability program evaluation standards
¢ Internal (accuracy, precision). o Utility.
o External (generalizability). o Feasibility.
e Propriety.
e Accuracy.
Questions Facts Values
e Descriptions. e Merit (i.e., quality).
e Associations. e Worth (i.e., value).
o Effects. * Significance (i.e., importance).
Design Isolate changes and control Incorporate changes and account for

circumstances

o Narrow experimental influences.

o Ensure stability over time.

e Minimize context dependence.

e Treat contextual factors as confounding
(e.g., randomization, adjustment, statistical

circumstances

e Expand to see all domains of influence.

e Encourage flexibility and improvement.

e Maximize context sensitivity.

o Treat contextual factors as essential information
(e.g., system diagrams, logic models, hierarchical

control). or ecological modeling).
e Understand that comparison groups are a | ¢ Understand that comparison groups are optional
necessity. (and sometimes harmful).
Data Collection Sources Sources

e Limited number (accuracy preferred).
e Sampling strategies are critical.
e Concern for protecting human subjects.

Indicators/Measures
e Quantitative.
e Qualitative.

o Multiple (triangulation preferred).

e Sampling strategies are critical.

e Concern for protecting human subjects,
organizations, and communities.

Indicators/Measures

o Mixed methods (qualitative, quantitative, and
integrated).

Analysis & Timing Timing

Synthesis e One-time (at the end). e Ongoing (formative and summative).
Scope Scope
e Focus on specific variables. e Integrate all data.

Judgments Implicit Explicit

o Attempt to remain value-free.

e Examine agreement on values.
e State precisely whose values are used.

Conclusions

Attribution

o Establish time sequence.

e Demonstrate plausible mechanisms.
e Control for confounding.

¢ Replicate findings.

Attribution and contribution

e Establish time sequence.

e Demonstrate plausible mechanisms.

e Account for alternative explanations.

e Show similar effects in similar contexts.

Uses

Disseminate to interested audiences
e Content and format varies to maximize
comprehension.

Feedback to stakeholders

e Focus on intended uses by intended users.

o Build capacity.

Disseminate to interested audiences

e Content and format varies to maximize
comprehension.

e Emphasis on full disclosure.

e Requirement for balanced assessment.
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Why Evaluate Public Health Programs?

Some Reasons to Evaluate Public Health Programs

e To monitor progress toward the program'’s goals.

e To determine whether program components are producing the desired progress on outcomes.

e To permit comparisons among groups, particularly among populations with disproportionately
high risk factors and adverse health outcomes.

e To justify the need for further funding and support.

e To find opportunities for continuous quality improvement.

e To ensure that effective programs are maintained and resources are not wasted on ineffective
programs.

Program staff may be pushed to do evaluation by external mandates from funders, authorizers, or
others, or they may be pulled to do evaluation by an internal need to determine how the programis
performing and what can beimproved. While push or pull can motivate a program to conduct good
evaluations, program evaluation efforts are more likely to be sustained when staff seetheresultsas
useful information that can help them do their jobs better.

Data gathered during eval uation enable managers and staff to create the best possible programs, to
learn from mistakes, to make modifications as needed, to monitor progress toward program goals,
and to judge the success of the program in achieving its short-term, intermediate, and long-term
outcomes. Most public health programsaim to change behavior in one or moretarget groupsand to
create an environment that reinforces sustained adoption of these changes, with the intention that
changes in environments and behaviors will prevent and control diseases and injuries. Through
evaluation, you can track these changes and, with careful eval uation designs, assessthe effectiveness
and impact of a particular program, intervention, or strategy in producing these changes.

Recognizing the importance of evaluation in public health practice and the need for appropriate
methods, the World Health Organization (WHO) established the Working Group on Health
Promotion Evaluation. The Working Group prepared a set of conclusions and related
recommendations to guide policymakers and practitioners® Recommendations immediately
relevant to the evaluation of comprehensive public health programs include:

e Encourage the adoption of participatory approaches to evaluation that provide meaningful
opportunities for involvement by all of those with adirect interest in initiatives (programs,
policies, and other organized activities).

e Require that a portion of total financial resources for a health promotion initiative be
allocated to evaluation—they recommend 10%.

e Ensure that a mixture of process and outcome information is used to evaluate all health
promotion initiatives.

e Support the use of multiple methods to evaluate health promotion initiatives.

e Support further research into the devel opment of appropriate approachesto evaluating health
promotion initiatives.

8 WHO European Working Group on Health Promotion Evaluation. Health promotion eval uation: Recommendationsto
policy-makers: Report of the WHO European working group on health promotion evaluation. Copenhagen, Denmark:
World Health Organization, Regional Office for Europe, 1998.
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e Support the establishment of atraining and education infrastructure to devel op expertisein
the evaluation of health promotion initiatives.

e Create and support opportunities for sharing information on evaluation methods used in
health promotion through conferences, workshops, networks, and other means.

CDC'’s Framework for Program Evaluation in Public Health

Program evaluationis 1 of 10 essential public health services’ and acritical organizational practice
in public health.* Until recently, however, there has been little agreement among public health
officials on the principles and procedures for conducting such studies. 1n 1999, CDC published
Framework for Program Evaluation in Public Health and some related recommendations.** The
Framework, as depicted in Figure 1.1, defined six steps and four sets of standards for conducting
good evaluations of public health programs.

The underlying logic of the Evaluation Framework is that
good eval uation does not merely gather accurate evidence and

STEPS

Engage

/ Stakehoidrs \ draw valid conclusions, but produces results that are used to
make a difference. To maximize the chances evaluation
s e Progran resultswill be used, you need to create a“ market” before you
STANDARDS create the “product”’—the evaluation. You determine the
| Fesily l market by focusing your evaluations on questions that are
Ly Aozuracy Fas e most salient, relevant, and important. And you ensure the best
Design eval uation focus by understanding where the questionsfit into
\ . / thefull landscape of your program description, and especially
S by ensuring that you have identified and engaged stakeholders
who care about these questions and want to take action on the

Figure L1 results.

Evaluation Framework

The steps in the CDC Framework are informed by a set of standards for evaluation.”” These
standards do not constitute a way to do evaluation; rather, they serve to guide your choice from
among the many options available at each step in the Framework. The 30 standards cluster into four
groups:

e Utility: Who needsthe evaluation results? Will the evaluation providerelevant information
in atimely manner for them?

e Feashbility: Arethe planned evaluation activities realistic given the time, resources, and
expertise at hand?

° Public Hedth Functions Steering Committee.  Public hedlth in America  Fall 1994. Available at
<http://www.health.gov/phfunctions/public.htm>. January 1, 2000.

9 Hyal WW. Ten organizational practices of public health: A historical perspective. American Journal of Preventive
Medicine 1995;11(6)Suppl 2:6-8.

1 Centers for Disease Control and Prevention. op cit.

12 Joint Committee on Standards for Educational Evaluation. The program evaluation standards: How to assess
evaluations of educational programs. 2nd ed. Thousand Oaks, CA: Sage Publications, 1994.
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e Propriety: Doesthe evaluation protect the rights of individuals and protect the welfare of
thoseinvolved? Doesit engage those most directly affected by the program and changesin
the program, such as participants or the surrounding community?

e Accuracy: Will theevauation producefindingsthat arevalid and reliable, given the needs
of those who will use the results?

Sometimesthe standards broaden your exploration of choices; as often, they help reduce the options
at each step to a manageable number. For example, in the step “Engaging Stakeholders,” the
standards can help you think broadly about who constitutes a stakeholder for your program, but
simultaneously can reduce the potential list to a manageable number by posing the following
guestions based on the standards: (Utility) Who will use these results? (Feasibility) How much
time and effort can be devoted to stakeholder engagement? (Propriety) To be ethical, which
stakeholders need to be consulted, for example, those served by the program or the community in
which it operates? (Accuracy) How broadly do you need to engage stakeholders to paint an
accurate picture of this program?

Similarly, there are unlimited ways to “gather credible evidence.” Asking these same kinds of
guestions as you approach evidence gathering will help identify ones that will be most useful,
feasible, proper, and accurate for thisevaluation at thistime. Thus, the CDC Framework approach
supportsthe fundamental insight that thereisno such thing astheright program evaluation. Rather,
over the life of a program, any number of evaluations may be appropriate, depending on the
situation.

How to Select a Lead Evaluator and Establish an Evaluation Team

Good evauation requires a combination of skills that are rarely found in a single person. An
evaluation team that includesinternal program staff, external stakeholders, and possibly consultants
or contractorswith evaluation expertiseisthe preferred approach. Aninitia step intheformation of
ateamisto decide who will beresponsiblefor planning and implementing evaluation activities. At
least one program staff person should be selected asthe lead evaluator to coordinate program efforts.
This person should be responsible for evaluation activities, including planning and budgeting for
eval uation, devel oping program objectives, addressing data collection needs, reporting findings, and
working with consultants. The lead evaluator is ultimately responsible for engaging stakeholders,
consultants, and other collaboratorswho bring the skills and interests needed to plan and conduct the
evaluation.

Although this staff person should have the skills necessary to competently coordinate evaluation
activities, he or she can choose to look elsewhere for technical expertise to design and implement
specifictasks. However, devel oping in-house eval uation expertise and capacity isabeneficial goal
for most public health organizations.

Of the characteristics of agood evaluator listed in the accompanying text box, the evaluator’ sability
to work with adiverse group of stakeholders warrants highlighting. The lead evaluator should be
willing and able to draw out and reconcile differences in values and standards of different
stakeholders and to work with knowledgeable stakeholder representatives in designing and
conducting the evaluation.
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Characteristics of a Good Evaluator

¢ Has experience in the type of evaluation needed.

¢ Is comfortable with qualitative and quantitative data sources and analysis.

e Is able to work with a wide variety of stakeholders, including representatives of target
populations.

e Can develop innovative approaches to evaluation while considering the realities affecting a

program (e.g., a small budget).

Incorporates evaluation into all program activities.

Understands both the potential benefits and risks of evaluation.

Educates program personnel about designing and conducting the evaluation.

Will give staff the full findings (i.e., will not gloss over or fail to report certain findings for any

reason).

Havsstrong coordination and organization skills.

Explains material clearly and patiently.

Respects all levels of personnel.

Communicates well with key personnel.

Exhibits cultural competence.

Delivers reports and protocols on time.

Additional evaluation expertise sometimes can be found in programs within the health department,
through external partners(e.g., universities, organizations, companies), from peer programsin other
states and localities, and through technical assistance offered by CDC.*

You can also use outside consultants as volunteers, advisory panel members, or contractors.
External consultants can provide high levelsof eval uation expertise from an objective point of view.
Important factors to consider when selecting consultants are their level of professional training,
experience, and ability to meet your needs. Overdl, it is important to find a consultant whose
approach to evaluation, background, and training best fit your program’ s eval uation needsand goals.
Be sure to check all references carefully before you enter into a contract with any consultant.

To generate discussion around eval uation planning and implementation, severa states have formed
evaluation advisory panels. Advisory panels typically generate input from local, regional, or
national experts otherwise difficult to access. Such an advisory panel will lend additional credibility
to your efforts and prove useful in cultivating widespread support for evaluation activities.

The evaluation team members should clearly definetheir respectiveroles. Informal consensus may
be enough; others prefer a written agreement that describes who will conduct the evaluation and
assigns specific roles and responsibilities to individual team members. Either way, the team must
clarify and reach consensus on the

e Purpose of the evaluation
e Potential users of the evaluation findings and plans for dissemination
e Evaluation approach

3 CDC’s Prevention Research Centers (PRC) program isan additional resource. The PRC programisanational network
of 24 academic research centers committed to prevention research and the ability to translate that research into programs
and policies. The centerswork with state health departments and members of their communitiesto develop and evaluate
state and local interventionsthat address the leading causes of death and disability inthe nation. Additional information
on the PRCsis available at www.cdc.gov/prc/index.htm.
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e Resources available
e Protection for human subjects.

The agreement should also include atimeline and a budget for the evaluation.

Organization of This Manual

This manual is organized by the six steps of the CDC Framework. Each chapter will introduce the
key questionsto be answered in that step, approachesto answering those questions, and how thefour
evaluation standards might influence your approach. The main points are illustrated with one or
more public health examples that are composites inspired by actual work being done by CDC and
states and localities.”* Some examples that will be referred to throughout this manual:

Affordable Home Ownership Program

The program aimsto provide affordable home ownership to low-income families by identifying and
linking funders/sponsors, construction volunteers, and eligible families. Together, they build a
house over a multi-week period. At the end of the construction period, the home is sold to the
family using a no-interest loan.

Childhood Lead Poisoning Prevention (CLPP)

L ead poisoning is the most widespread environmental hazard facing young children, especialy in
older inner-city areas. Even at low levels, elevated blood lead levels (EBL L) have been associated
with reduced intelligence, medical problems, and developmental problems. The main sources of
lead poisoning in children are paint and dust in older homes with lead-based paint. Public health
programs address the problem through a combination of primary and secondary prevention efforts.
A typical secondary prevention program at the local level does outreach and screening of high-risk
children, identifying those with EBLL, assessing their environments for sources of lead, and case
managing both their medical treatment and environmental corrections. However, these programs
must rely on othersto accomplish the actual medical treatment and the reduction of lead in the home
environment.

Provider Education in Immunization

A common initiative of stateimmunization programsiscomprehensive provider education programs
to train and motivate private providersto provide moreimmunizations. A typical programincludes
anewsletter distributed three times per year to update private providers on new developments and
changes in policy, and provide a brief education on various immunization topics; immunization
trainings held around the state conducted by teams of state program staff and physician educatorson
general immunization topics and theimmunization registry; aProvider Tool Kit on how to increase
immunization ratesin their practice; training of nursing staff in local health departmentswho then
conduct immunization presentations in individual private provider clinics; and presentations on
immunization topics by physician peer educators at physician grand rounds and state conferences.

1 These cases are composites of multiple CDC and state and local efforts that have been simplified and modified to
better illustrate teaching points. While inspired by real CDC and community programs, they are not intended to reflect
the current operation of these programs.
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At the conclusion of each chapter are three resources:

e Worksheets to help you apply the teaching points

e Customized information developed by your CDC program on applying the main points of
the chapter to your particular public health program

e Oneor more detailed “worked cases’ developed by your CDC program to illustrate how to
apply the main points of the chapter to your public health program
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Step 1. Engage Stakeholders

Thefirst step inthe CDC Framework approach to program eval uation isto engage the stakehol ders.
Stakehol ders are people or organi zationsthat are invested in the program, areinterested in the results
of the evaluation, and/or have a stake in what will be done with the results of the evaluation.
Representing their needs and interests throughout the process is fundamental to good program
evaluation.

Typical Stakeholders in Public Health

Key stakeholders for evaluations of public health programsfall into three major groups:

e Those involved in program operations. Management, program staff, partners, funding
agencies, and coalition members.

e Those served or affected by the program: Patients or clients, advocacy groups, community
members, and elected officials.

e Those who are intended users of the evaluation findings: Persons in a position to make
decisionsabout the program, such as partners, funding agencies, coalition members, and the
general public or taxpayers.

Clearly, these categories are not mutually exclusive; in particular, the primary users of evaluation
findings are often members of the other two groups, i.e., the program management or an advocacy
organization or coalition. While you may think you know your stakeholderswell, these categories
help you to think broadly and inclusively in identifying stakeholders.

Potential Stakeholders in Public Health Programs

Program managers and staff.

Local, state, and regional coalitions interested in the public health issue.
Local grantees of your funds.

Local and national advocacy partners.

Other funding agencies, such as national and state governments.

State or local health departments and health commissioners.

State education agencies, schools, and other educational groups.
Universities and educational institutions.

Local government, state legislators, and state governors.

Privately owned businesses and business associations.

Health care systems and the medical community.

Religious organizations.

Community organizations.

Private citizens.

Program critics.

Representatives of populations disproportionately affected by the problem.
Law enforcement representatives.
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Why Stakeholders Are Important to an Evaluation

Stakeholders can help (or hinder) an evaluation before it is conducted, whileit is being conducted,
and after the results are collected and ready for use. Because so many public health efforts are
complex and because public health agencies may be severa layers removed from frontline
implementation, stakeholders take on particular importance in ensuring that the right evaluation
guestions are identified and that evaluation results will be used to make a difference. Stakeholders
are much more likely to support the evaluation and act on the results and recommendations if they
areinvolved in the evaluation process. Conversely, without stakeholder support, your evaluation
may beignored, criticized, resisted, or even sabotaged.

Inreviewing thelong list of stakeholdersthat might be generated in the three generic categories, use
of some or all of the evaluation standards will help identify those who matter most.

Use of results will be enhanced if you give priority to those stakeholders who

Can increase the credibility of your efforts or your evaluation

Areresponsible for day-to-day implementation of the activitiesthat are part of the program
Will advocate for or authorize changesto the program that the eval uation may recommend
Will fund or authorize the continuation or expansion of the program.

In addition, to be proper/ethical and accurate, you need to include those who participate in the
program and are affected by the program or its evaluation.

The worksheets at the end of this chapter are intended to help you identify key stakeholders. For
example, in using the worksheets with the Childhood L ead Poisoning Prevention (CL PP) program,
we identified the stakeholders in the sample worksheet 1A (see Table 1.1). Note that some
stakeholders appear in more than one column; these are not exclusive classes of stakeholders so
much asfour ways of thinking about stakeholdersto ensure we were thinking as broadly as possible.
Second, note that not all categories have the same number of stakeholders. Indeed, for a simple
project, there may be very few stakehol ders and some categories may have none at all. The sample
worksheet 1B (see Table 1.2) helped usidentify the perspectives and needs of these key stakeholders
and theimplicationsfor designing and implementing our evaluation. Noteinthe CL PP examplethat
whileall stakeholders may applaud our effortsto reduce EBLL in children, several stakeholders put
priority on outcomes that might or might not agree with our priorities. For example, private
physiciansare most interested in “yield” of their screening efforts, while Congress cares about cost-
effectiveness. Notethat advocacy groups, in addition to specific outcomesthat may be prioritiesfor
them, also have some preferences related to data collection—expressing a preference for methods
other than surveys. All of these insights are helpful at the start of an evaluation to ensure that the
evaluation goes smoothly and the results are used.
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Table 1.1
CLPP Example: Identifying Stakeholders

Who are the key stakeholders we need to:

Fund/authorize
continuation or
expansion of this
effort

Legislators and

Increase credibility of
our efforts

Implement the
interventions that are
central to this effort

Advocate for changes
to institutionalize this
effort

Physician associations | State and local health Advocacy groups

departments policymakers at
Community Maternal and child Federal and state
associations Housing authorities health groups levels
Physician associations | CDC

Community
associations

Private industry

Court system

Table 1.2
CLPP Example: What Matters to Stakeholders

What component of intervention/outcome matters
most to them

Sufficient “yield” of EBLL children to make their screening
efforts “worth their time.”

Clear referral mechanisms that are easy and work.

Stakeholders

1 | Physician associations

2 | Community associations Cleaning up housing in their neighborhood.
Support for families with EBLL children.
3 | Housing authorities No additional monetary and time burden for toxic clean-ups.
4 | State and local health Efforts lead to improved health outcome for EBLL children.
departments
5 | Advocacy groups EBLL is seen as a housing problem and not a “failure” or

example of bad child-rearing by poor families.
No survey data collection with families.
Efforts lead to improved health outcomes.
“Cost-effectiveness” of the effort.

6 | Congress and policymakers

What to Ask Stakeholders

Throughout the evaluation planning process, you will be asking some or all stakeholders the
following questions:

Who do you represent and why are you interested in this program?

What is important about this program to you?

What would you like this program to accomplish?

How much progress would you expect this program to have made at this time?
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e What do you see asthe critical evaluation questions at this time?

e How will you use the results of this evaluation?

e What resources (i.e., time, funds, evaluation expertise, access to respondents, and accessto
policymakers) might you contribute to this evaluation effort?

The Role of Stakeholders in an Evaluation

Stakeholder perspectives may influence every step of the CDC Framework. Obviously, stakeholder
input in “describing the program” ensures a clear and consensual understanding of the program’s
activitiesand outcomes. Thisisanimportant backdrop for even more valuable stakeholder input in
“focusing the evaluation design” to ensure that the key questions of most importance will be
included. Stakeholdersmay also haveinsightsor preferenceson the most effective and appropriate
ways to collect data from target respondents. In “justifying conclusions,” the perspectives and
values that stakeholders bring to the project are explicitly acknowledged and honored in making
judgments about evidence gathered. Finally, the considerabletime and effort spent in engaging and
building consensus among stakehol ders pays off in thelast step, “ensuring use,” because stakehol der
engagement has created a market for the evaluation results. Stakeholders can be involved in the
evaluation at various levels. For example, you may want to include coalition members on an
evaluation team and engage them in devel oping questions, data collection, and analysis. Or consider
waly's to assess your partners’ needs and interests in the evaluation, and devel op means of keeping
them informed of its progress and integrating their ideas into evaluation activities. Again,
stakeholders are more likely to support the evaluation and act on results and recommendations if
they are involved in the evaluation process.

In addition, it can be beneficial to engage your program’ s criticsin the evaluation. In some cases,
these critics can help identify issues around your program strategies and eval uation information that
could be attacked or discredited, thus helping you strengthen the evaluation process. This
information might also help you and others understand the opposition’ srationale and could help you
engage potential agents of change within the opposition. However, use caution: It isimportant to
understand the motives of the opposition before engaging them in any meaningful way.

This emphasis on engaging stakeholders mirrors the increasing prominence in the research
community of participatory models or “action” research. A participatory approach combines
systematic inquiry with the collaboration of diverse stakeholders to meet specific needs and to
contend with broad issues of equity and justice. As noted earlier, The Study of Participatory
Research in Health Promotion, commissioned by the Royal Society of Canada, has published a set
of guidelines for use by evaluators and funding agencies in assessing projects that aspire to be
participatory.” The guidelines emphasize that traditional ways of conducting health research in
populations must adapt to meet the educational, capacity-building, and policy expectations of more
participatory approaches if the results of the research are to make a difference.

1> Green LW, George MA, Daniel M, Frankish CJ, Herbert CP, Bowie WR, et al. op cit.
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Standards for Step 1. Engage Stakeholders

Standard Questions

Utility o Who will use these results?

Feasibility e How much time and effort can be devoted to
stakeholder engagement?

Propriety e Which stakeholders need to be consulted to conduct
an ethical evaluation, for example, to ensure we will
identify negative as well as positive aspects of the
program?

Accuracy ¢ How broadly do we need to engage stakeholders to
paint an accurate picture of this program?

Introduction to Program Evaluation for Public Health Programs
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Checklist for Engaging Stakeholders

[ ] Identify stakeholders, using the three broad categories discussed: those affected, those
involved in operations, and those who will use the evaluation results.

[ ] Review the initial list of stakeholders to identify key stakeholders needed to improve
credibility, implementation, advocacy, or funding/authorization decisions.

[[] Engageindividual stakeholders and/or representatives of stakeholder organizations.

[]

Create a plan for stakeholder involvement and identify areas for stakeholder input.

[ ] Target selected stakeholders for regular participation in key steps, including writing the
program description, suggesting eval uation questions, choosing eval uation questions, and
disseminating evaluation results.
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Worksheet 1A
Identifying Key Stakeholders

Category

Stakeholders

1 | Who is affected by the program?

2 | Who is involved in program operations?

3 Who will use evaluation results?

Which of these are key stakeholders we need to engage to:

Increase credibility of our
evaluation

Implement the interventions that
are central to this evaluation

Advocate for changes to

institutionalize the evaluation

findings

Fund/authorize the continuation

or expansion of the program

Introduction to Program Evaluation for Public Health Programs
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Worksheet 1B
What Matters to Stakeholders

Stakeholders What activities and/or outcomes of this program matter most to them?
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Step 2: Describe the Program

Developing a comprehensive program description is the next step in the CDC Framework. A
comprehensive program description clarifies all the components and intended outcomes of the
program, thus hel ping you focus your eval uation on the most central and important questions. Note
that in this step you are describing the program and not the evaluation. In thischapter, you will use
atool called “logic modeling” to depict these program components, but aprogram description can be
developed without using this or any tool.

This step can either follow the stakeholder step or precede it. In either case, the combination of
stakeholder engagement and program description produces clarity and consensus long before data
are availableto measure program effectiveness. Thisclarity on activities, outcomes, and their inter-
relationships setsthe stage for good program eval uation; in addition, they can be helpful in strategic
planning and performance measurement, ensuring that insights from these various processes are
integrated.

A comprehensive program description includes the following components:

e Need. What isthe big public health problem you aim to address with your program?

e Targets. Which groups or organizations need to change or take action to make progress on
the public health problem?

e Outcomes. How and inwhat way do these targets need to change? What action specifically
do they need to take?

e Activities. What will your program and its staff do to move these target groups to
change/take action?

e Outputs. What tangible capacities or products will be produced by your program’s
activities?

e Resources/Inputs. What isneeded from the larger environment in order for the activitiesto
be mounted successfully?

e Reéationship of Activities and Outcomes. Which activities are being implemented to
produce progress on which outcomes?

In addition to specifying these components, acomplete program description includes discussion of :

e Stageof Development. Isthe program just getting started, isit in theimplementation stage,
or has it been underway for asignificant period of time?

e Context. What factorsand trendsin thelarger environment may influence program success
or faillure?
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Matching Terms from Planning and Evaluation

Planning and evaluation are companion processes. Unfortunately, they tend to use different terms
to express similar concepts. This may get confusing and lead to less integration of insights from
planning and evaluation than is desirable. As noted in the figure below, plans tend to work from
abstract/conceptual goals, then specify the more tangible objectives needed to reach them, and
then the strategies needed to reach the objectives. These strategies may be specified as actions,
tactics, or a host of other terms. The cross-walk from these planning components to the program
description step in an evaluation is relatively straightforward. The strategies will provide insights
on the program’s activities, the objectives will likely indicate some or all of the target audiences
and short-term or intermediate outcomes, and the goal is likely to be close to the long-term
outcome desired by the program.

Planning Strategies Objectives Goals
and Actions
Evaluation Activities ST and MT LT
Outcomes Outcomes

You need not start from scratch in defining the components of your program description. For
example, agood sourcefor generating alist of outcomesisthe goalsand objectivesthat may aready
exist for the program initsmission, vision, or strategic plan (seetext box). The specific objectives
outlined in documents like Healthy People 2010 are another starting point for defining some
components of the progran description for public heath efforts (see
http://www.health.gov/healthypeople).

lllustrating Program Descriptions
Let’s use some of our cases to illustrate the components of a program description.

Need for the Program

The need is the public health or other problem addressed by the program. Y ou might define the
need, in terms of its consequences for the state or community, the size of the problem overal, the
size of the problem in various segments of the population, and/or significant changes or trendsin
incidence or prevalence.

For example, the problem addressed by the affordable housing program is compromised life
outcomesfor low-income familiesdueto lack of stability and quality of housing environments. The
problem need for the Childhood Lead Poisoning Prevention (CLPP) program is halting the
developmental slide that occursin children with elevated blood-lead levels (EBLL).

Target Groups

Target groups are the various audiences that the program needsto moveinto action in order to make
progress on the public health problem. For the affordable housing program, action of some kind
needs to be taken by eligible families, volunteers, and funders/sponsors. For the CLPP program,
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reducing EBL L requires some action by families, health care providers, and housing officials, anong
others.

Qutcomes

Outcomes' are the changesin someone or something (other than the program and its staff) that you
hope will result from your program’s activities. For programs dealing with large and complex
public health problems, the ultimate outcome is often an ambitious and long-term one, such as
eliminating the problem or condition altogether or improving the quality of life of people already
affected. Hence, a strong program description usually provides details not only on the intended
long-term outcomes but on the short-term and intermediate outcomes that precede it and the
sequence in which they are likely to occur.

Thetext box “ A Potential Hierarchy of Effects’ outlines A Potential Hierarchy of Effects
apotential sequence for aprogram’ s outcomes (effects).
Starting at the base of the hierarchy: Program activities 6. Health Outcomes
aim to obtain participation among targeted communities. Health indicators as end results
Participants' reactions to program activities affect their T
; ; i ; 5. System and Environment Change

Iear_nlr_lg—thew knowl_edge, opinions, skills, and Changes in social, economic, or
aspirations. Through this learning process, people and environmental conditions as result of
organizations take actions that result in a change in recommendations, actions, policies and

. . . . practices implemented
social, behavioral, and/or environmental condition that i
directsthelong-term health outcomes of the community. o Actions

o . . Patterns olf behavior adopted
In thinking about this hierarchy or any sequence of by target audiences
outcomes, keep in mind that the higher order outcomes T
are usualy the “real” reasons the program was created, 3. Learning
TEEr H Knowledge, opinions, skills, and
even thou_gh the costs and difficulty of c_oIIectlng aspirations as end rosults
evidence increase as you move up the hierarchy. i
Evaluations are strengthened by showing evidence at :
. . . 2. Reactions

several levels of hierarchy; information from the lower Degree of interest; the feelings toward the
levels helps to explain results at the upper levels, which program; acceptance of activities, and of
are Ionger term. educatlon?l methods.

1. Participation
Number of people reached; characteristics

The sequence of outcomes for the affordable housing

program is relatively simple: Families, sponsors, and of the people, frequency and
volunteers must be engaged and work together for several Intensity of contact

Weeks tO Compl ete the house! then the Sponsor mUSt Se” Excerpted and Adapted fr?)zrg:;nett and Rockwell, 1995.
the house to the family, and then the family must Targeting Outcomes of Programs

maintai n the house payments. For the CL PP program, there are streams of outcomesfor each of the
target groups. Providers must be willing to test, treat, and refer EBLL children. Housing officials
must be willing to clean up housesthat have lead paint, and families must be willing to get children
and houses screened, adopt modest changesin housekeeping behavior, and adhere to any treatment

18 Program evaluation and planning are replete with terms that are used inconsistently. In this document, the term
“outcomes’ isusedto refer to theintended changesthat will result from the program. However, others may use different
terms to refer to the early and late outcomes: results, impacts, and outcomes is atypical sequence.
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schedule to reduce EBLL in children. Together, these ensure higher order outcomes related to
reducing the EBLL and arresting the developmental slide.

Activities

These arethe actual actions mounted by the program and its staff to achieve the desired outcomesin
thetarget groups. Obviously, activitieswill vary with the program. Sometypical program activities
may include, among others, outreach, training, funding, service delivery, collaborations and
partnerships, and health communication. For example, the affordable housing program must recruit,
engage, and train the families, sponsors, and volunteers, and al so oversee construction and handle
the mechanics of home sale. The CLPP program does outreach and screening of children, and, for
those children with EBL L, does case management, referral to medical care, assessment of the home,
and referral of lead-contaminated homes for cleanup.

Outputs

Outputs arethedirect products of activities, usually some sort of tangible deliverable produced asa
result of the activities. Outputs can be viewed as activitiesredefined in tangible or countable terms.
For example, the affordable housing program’s activities of engaging volunteers, recruiting
sponsors, and selecting families have the corresponding outputs: number of volunteers engaged,
number of sponsorsrecruited and committed, and number and types of families selected. The CLPP
activities of screening, assessing houses, and referring children and houses would each have a
corresponding output: the number of children screened and referred, and the number of houses
assessed and referred.”’

Resources/Inputs

These are the people, money, and information needed—usually from others outsi de the program—to
mount program activities effectively. It isimportant to include inputs in the program description
because accountability for resourcesto funders and stakeholdersis often afocus of evaluation. Just
asimportant, thelist of inputsisareminder of thetype and level of resources on which the program
isdependent. If, infact, intended outcomes are not being achieved, the resources/inputslist reminds
you to look there for one reason that program activities could not be implemented as intended.

In the affordable housing program, for example, a supply of supervisory staff, community
relationships, land, and warehouse are al necessary inputs to activities. For the CLPP program,
funds, legal authority to screen children and houses, trained staff, and relationships with
organizationsresponsiblefor the activitiesthat the program cannot undertake—in this case, medical
treatment and clean-up of homes—are necessary inputs to mount a successful CL PP program.

7 Intrying to distinguish “ outputs” from “outcomes,” remember that an outcome is a change in someone or something
other than the program and its staff. But also remember that these definitions are guidelines and are not set in stone.
Often, there are “gray areas’ where something might be classified as an output by some programs and an outcome by
others. For example, the number of trainees attending my program is an outcome in the sense that someone other than
my program staff—the trainee—took an intentional action (attending the training), but many might classify this an
output—number of trainees attending—since there really has not been a change in the trainee.
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Stages of Development

Programs can be roughly classed into three stages of development: planning, implementation, and
mai ntenance/outcomes achievement. Aswill be seen, the stage of development playsacentral role
in setting arealistic evaluation focusin the next step. A programin the planning stagewill focusits
evaluation on avery different part of the program than will aprogram that has been in existence for
severa years.

For example, both the affordable housing and CL PP programs have been in existence for several
yearsand can be classed in the maintenance/outcomes achievement stage. Therefore, an evaluation
of these programs would probably focus on the degree to which outcomes have been achieved and
the factors facilitating or hindering the achievement of outcomes.

Context

The context isthe larger environment in which the program isimmersed. Because external factors
can present both opportunities and roadblocks, you should be aware of and understand them.
Program context includes politics, funding, interagency support, competing organizations,
competing interests, social and economic conditions, and history (of the program, agency, and past
collaborations).

For the affordable housing program, some contextual issues are the widespread beliefsin the power
of home ownership and in community-wide person-to-person contact as the best waysto transform
lives. At the same time, gentrification in low-income neighborhood drives real estate prices up,
which can make some areas unaffordabl e for the program. And some communities, while approving
of affordable housing in principle, may resist construction of these homes in their neighborhood.
For the CL PP program, some contextual issuesincludeincreasing demands on thetime and attention
of primary health care providers, the concentration of EBLL children in low-income and minority
neighborhoods, and increasing demands on housing authorities to ameliorate environmental risks.

A realistic and responsive evaluation will be sensitiveto abroad range of potentia influenceson the
program. Anunderstanding of the context also letsusersinterpret findings accurately and assessthe
findings generalizability. For example, the affordable housing program might be successful in a
small town, but may not work in an inner-city neighborhood without some adaptation.

Relating Activities and Outcomes: Developing and Using Logic
Models

Once the components of the program description have been identified, avisual depiction isoftena
hel pful way to summarize the relationship among any or all of the components. Thisclarity can help
with both strategic planning and program evaluation. While there are other ways to depict these
relationships, logic models are acommon tool employed by evaluators and the tool described most
completely in the CDC Framework.

Logic models are graphic depictions of the relationship between a program’'s activities and its
intended outcomes. Two words in this definition bear emphasizing:
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Relationship: Logic models convey not only the
activities that comprise the program and the inter-
relationship of those activities, but the link between
those components and outcomes.

Intended: Logic modelsdepict “intended” outcomes
of a program’s activities, rather than reality at any
pointintime. Asthe starting point for evaluation and
planning, the model serves as an “outcomes
roadmap” that showsthe underlying logic behind the
program, i.e., why it should work. That is, of al
activitiesthat could have been undertaken to address
this problem, these activities are chosen because, if

Other Names for a Logic Model

Theory of change

Model of change
Theoretical underpinning
Causal chain
Weight-of-evidence model
Roadmap

Conceptual map
Blueprint

Rationale

Program theory

Program hypothesis

implemented asintended, they should |lead to the outcomes depicted. Over time, evaluation,
research, and day-to-day experience will deepen the understanding of what does and does
not work, and the model will change accordingly.

The logic model requires no new thinking about the program; rather, it converts the raw material
generated in the program description into a picture of the program. The remainder of this chapter
providesthe stepsin constructing and elaborating simple logic models. The next chapter, Focusthe
Evaluation Design, shows how to use the model to identify and address issues of evaluation focus

and design.

Constructing Simple Logic Models

A useful logic model can be constructed in a few
simple steps, as shown here using the CL PP program
for illustration.

Develop alist of activities and intended outcomes.
While logic models can include all of the components
in the text box, we will emphasize using logic models
to gan clarity on the relationship between the
program’ sactivitiesand itsoutcomes. There are many
ways to develop alist of activities and outcomes that
you will incorporate into your model, and indeed you
may already have a comprehensive list from the
program description. But, to stimulate the creation of a
comprehensivelist, any of the following methods will
work.

e Review any information available on the
progran—whether  from  mission/vision
statements, strategic  plans, or key
informants— and extract items that meet the
definition of activity (something the program
and its staff does) and of outcome (some

Introduction to Program Evaluation for Public Health Programs

Logic Model Components

Logic models may depict all or only
some of the following components of
your program description, depending
on their intended use:

Inputs: Resources that go into
the program and on which it is
dependent to mount its activities.

Activities: Actual events or
actions done by the program and
its staff.

Outputs: Direct products of
program activities, often
measured in countable terms
(e.g., the number of sessions
held).

Outcomes: The changes that
result from the program’s
activities and outputs, often in a
sequence expressed as short-
term, intermediate, and long-term
outcomes.
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change in someone or something, other than the program and its staff, that you hope will
result from the activities), or

Work backward from outcomes. Thisis called “reverse logic” logic modeling and may
prove helpful when a program is given responsibility for anew or large problem or isjust
getting started. There may be clarity about the “big change” (most distal outcome) the
program isto produce, but little else. Working backward from the distal outcome by asking
“how to” will help identify the factors, variables, and actors that will be involved in
producing change, or

Work forward from activities. Thisiscalled “forward logic” logic modeling and is hel pful
when thereisclarity about activities but not about why they are part of the program. Moving
forward from activities to intended outcomes by asking, “ So then what happens?’ is often
helpful in elaborating downstream outcomes of the activities.

Logic models may depict all or only some of the elements of program description (see text box),
depending on the useto which the model isbeing put. For example, Exhibit 2.1 isasimple, generic
logic model. If relevant to the intended use, the model could include references to the remaining
components of program description, such as* context” or “stage of development.” Likewise, some
of the examples presented below focus mainly on the connection of a program’s activities to its
sequence of outcomes. Adding “inputs’ and explicit “outputs’ to these exampleswould beasimple
matter if needed.

Exhibit 2.1
Basic Program Logic Model

Short-term Intermediate
Inputs ‘ Activities ‘ Outputs ‘ Effects/ Effects/
QOutcomes Outcomes

Long-term
Effects/

QOutcomes

Note that Worksheet 2A at the end of this chapter provides a simple format for doing this
categorization of activities and outcomes, no matter what method isused. Here, for the CLPP, we
completed the worksheet using the first method.

CLPP Program: Listing Activities and Outcomes

Activities Outcomes
e Outreach e Lead source identified
e Screening e Families adopt in-home techniques
e Case management e EBLL children get medical treatment
e Referral to medical treatment e Lead source gets eliminated
e Identification of EBLL children e EBLL reduced
e Environmental assessment e Developmental “slide” stopped
e Environmental referral e Quality of Life (Q of L) improved
e Family training
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Subdividetheliststo show thelogical sequencing among activitiesand among outcomes. Logic
model s provide clarity on the order in which activitiesand outcomes are expected to occur. To help
providethat clarity, itisuseful to take the single column of activities (or outcomes) developedinthe
last step, and then distribute them across two or more columnsto show thelogical sequencing. The
logical sequencing may be the same as the time sequence, but not always. Rather, the logical
sequence says, “Before this activity (or outcome) can occur, this other one has to be in place.”

For example, if the list of activities includes a needs assessment, distribution of a survey, and
development of a survey, most would conclude that the needs assessment of content should occur
first, and that the distribution of asurvey must be preceded by devel opment of the survey. Likewise,
among the outcomes, most would generally concede that change in knowledge and attitudeswould
precede change in behavior.

Worksheet 2B provides asimpleformat for expanding theinitial two-column table. For the CLPP,
we expanded theinitial two-column tableto four columns. Notethat no activitiesor outcomes have
been added. But the original lists have been spread over several columns to reflect the logical
sequencing. For the activities, we suggest that outreach, screening, and identification of EBLL
children need to occur in order to case manage, assess the houses, and refer the children and their
houses to follow-up. On the outcomes sides, we suggest that outcomes such as receipt of medical
treatment, clean-up of the house, and adoption of housekeeping changes must precede reduction in
EBLL and elimination of the resultant slide in development and quality of life.

CLPP Program: Sequencing Activities and Outcomes

Early Activities

Later Activities

Early Outcomes

Later Outcomes

e Qutreach

e Screening

e |dentification of
EBLL children

e Case management

e Referral to medical
treatment

e Environmental
assessment

e Environmental referral

e Family training

Lead source identified
Lead source gets
eliminated

Families adopt in-
home techniques
EBLL children get
medical treatment

e EBLL reduced

e Developmental
“slide” stopped

e Q of L improved

Add any inputsand outputs. At thispoint, you may decidethat the four-column logic model adds
all the clarity that isneeded. If not, the next step is often to add columnsfor inputs and for outputs.
Theinputs are inserted to the | eft of the activities while the outputs—as products of the activities—
are inserted to the right of the activities but before the outcomes.

For the CLPP, we can easily define and insert both inputs and outputs of our efforts. Note that the
outputs are the products of our activities, but do not confuse them with outcomes. No one has
changed yet; whilewe haveidentified apool of leaded housesand referred apool of EBLL children,
the houses have not been cleaned up, nor have the children been treated yet.
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CLPP Program: Logic Model with Inputs and Outputs

with

Environmental

Referrals (#) to

Referrals (#) for
clean-up

Families adopt

organizations assessment medical in-home
Legal authority Environmental treatment techniques
referral Pool (#) of EBLL children
Familv trainin “leaded” homes | get medical
y 9 treatment

Inouts Early Later Outouts Early Later
P Activities Activities P Outcomes Outcomes
Funds Outreach Case Pool (#) of Lead source EBLL reduced
Trained staff for | Screening management eligible children | identified Developmental
screening and Identification Referral to Pool (#) of Lead source “slide” stopped
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Draw_arrows to depict intended causal relationships. The multi-column table of inputs,
activities, outputs, and outcomes that has been developed so far may contain enough detail,
depending on the purposesfor which the model will beused. Infact, for conveying in aglobal way
the components of aprogram, it almost certainly will suffice. However, when the model isused to
set the stage for planning and evaluation discussions, the logic model will benefit from adding
arrowsthat show the causal relationshipsamong activities and outcomes. These arrows may depict
avariety of relationships: from one activity to another, when the first activity exists mainly to feed
later activities, from an activity to an outcome, where the activity isintended to produce achangein
someone or something other than the program; from an early outcometo alater one, when the early
outcome is necessary to achieve the more distal outcome.

Examine the CLPP Logic Model (Exhibit 2.2) with causal arrows included. Note that no
activities/outputs or outcomes have been added. Instead, arrows were added to show the
relationships among activities and outcomes. Note also that streams of activities exist concurrently
to produce cleaned-up houses, medically “cured” children, and trained and active
households/families. Itisthe combination of thesethree streamsthat producesreductionsin EBLL,
which isthe platform for stopping the developmental slide and improving the quality of life.
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Exhibit 2.2
Lead Poisoning: “Causal” Roadmap
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More
l Productive
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Case — Lives
Management

Clean up the logic model. Early versions are likely to be sloppy, and a nice, clean one that is
intelligible to others often takes several tries.

Elaborate the Simple Model

L ogic modelsare apicture depicting your “ program theory” —why should your programwork? The
simple logic models developed in these few steps may work fine for that purpose, but often
programs benefit from elaborating their simple logic models in some of the following ways:

e Elaborating distal outcomes: Sometimes the simple model will end with the short-term
outcomes or even outputs. Whilethismay reflect aprogram’ smission, usually the program
has been created to contribute to some larger purpose, and depicting thisin the model leads
to more productive strategic planning discussionslater. Thiselaborationisaccomplished by
asking “so then what happens?’ of the last outcome depicted in the simple model, and then
continuing to ask that of all subsequent outcomes until more distal ones are included.

For example, in Exhibit 2.3, the very ssimple logic model that might result from areview of
the narrative about the home ownership program is elaborated by asking, “So then what
happens?’ Note that the origina five-box model remains as the core of the elaborated
model, but the intended outcomes now include a stream of more distal outcomesfor both the
new home-owning families and also for the communitiesin which houses are built. Aswill
be discussed later, the elaborated model can motivate the organization to think more
ambitiously about intended outcomes and whether theright activitiesarein place to produce
them.
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Exhibit 2.3
Elaborating Your Logic Models “Downstream”

Affordable Housing Program - Logic Model Based on Mission
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Affordable Housing Program - Elaborated Logic Model
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e Elaboratingintermediate outcomes. Sometimestheinitial model presentsthe program’s
activities and its most distal outcome in detail, but with scant information on how the
activitiesareto producethe outcomes. Inthiscase, the goal of elaborationisto better depict
the program logic that links activitiesto the distal outcomes. Providing such a step-by-step
roadmap to a distal destination helps with some or all of the following: identify gaps in
program logic that might not otherwise be apparent; persuade skepticsthat progressisbeing
made in the right direction, even if the destination has not yet been reached; aid program
managersin identifying what needs to be emphasized right now and/or what can be doneto
accelerate progress.

For example, the mission of many CDC programs can be displayed as asimplelogic model
that shows key clusters of program activities and the key intended changes in a health
outcome(s) (Exhibit 2.4). The process of elaboration |eadsto the more detailed depiction of
how the same activities produce the major distal outcome, i.e., the milestonesalong theway.

Exhibit 2.4
Elaborating Intermediate Outcomes in Your Logic Models

Prevention Program - Simple Logic Model

Capacity Building Change Physical
"| Environments

v

Jul

Surveillance

A 4

Communication

Prevent and
Control Problem

Partnership

Change Social
Environments

Research and
Development

i

Leadership
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Prevention Program - Elaborated Logic Model
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Setting the Appropriate Level of Detail

Logic models can be broad or specific. Thelevel of detail depends on the useto whichthemodel is
being put and the main audience for themodel. A global model worksbest for stakeholders such as
funders and authorizers, but program staff may need amore detailed model that reflects day-to-day
activities and causal relationships.

When programs need both global and specific logic models, it is helpful to develop aglobal model
first. Thedetailed modelscan be seen asmore specific “ magnification” of partsof theprogram. As
in geographic mapping programs such as Mapquest, the user can “zoom in” or “zoom out” on an
underlying map. Thefamily of related models ensuresthat all playersare operating from acommon
frame of reference. Even when some staff members are dealing with adiscrete part of the program,
they are cognizant of where their part fitsinto the larger picture.

The provider immunization program isagood example of “zooming in” on portions of amore global
model. Thefirst logic model (Exhibit 2.5) isaglobal one depicting all the activities and outcomes,
but highlighting the sequence from training activitiesto intended outcomes of training. The second
logic model magnifies this stream only, indicating some more detail related to implementation of
training activities.
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Exhibit 2.5

Focusing in on Portions of a Program

Provider Education - “Causal” Roadmap - Emphasis on Training Impacts

Introduction to Program Evaluation for Public Health Programs
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Applying Standards

Asin the previous step, you can assure that the evaluation isaquality one by testing your approach
against some or al of the four evaluation standards. The two standards that apply most directly to
Step 2: Describe the Program are accuracy and propriety. The questions presented in thefollowing
table can help you produce the best program description.

Standards for Step 2
Describe the Program

Standard Questions
Utility e Thinking about how the model will be used, is the level of detail appropriate
or is there too much or too little detail?
e |s the program description intelligible to those who need to use it to make
evaluation planning decisions?
Feasibility e Does the program description include at least some activities and outcomes
that are in control of the program?
Propriety e |s the evaluation complete and fair in assessing all aspects of the program,
including its strengths and weaknesses?
e Does the program description include enough detail to examine both
strengths and weaknesses, and unintended as well as intended outcomes?
Accuracy e Is the program description comprehensive?

Have you documented the context of the program so that likely influences
on the program can be identified?
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Checklist for Describing the Program

[]

Compile a comprehensive program description including need, targets, outcomes,
activities, and resources.

Identify the stage of development and context of the program.
Convert inputs, activities, outputs, and outcomes into a simple global logic model.

Elaborate the model as needed.

O O O o

Develop more detailed models from the global model as needed.
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Worksheet 2A
Raw Material for Your Logic Model

Activities Outcomes

What will the program and its staff actually do? What changes do we hope will result in someone or something other than the
program and its staff?
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Worksheet 2B
Sequencing Activities and Outcomes

Activities Outcomes

Early Later Early Later
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Step 3: Focus the Evaluation Design

After completing Steps 1 and 2, you and your stakehol ders should have aclear understanding of the
program and reached consensus. Now your evaluation team will need to focusthe evaluation. This
includes determining the most important evaluation questions and the appropriate design for the
evaluation. Focusing the evaluation is based on the assumption that the entire program does not
need to be evaluated at any point intime. Rather, the“right” evaluation of the program depends on
what question is being asked, who is asking the question, and what will be done with the
information.

Sinceresourcesfor evaluation are always limited, this chapter provides a series of decision criteria
to help you determine the best evaluation focus at any pointintime. Y ouwill notethat these criteria
are inspired by the evaluation standards. specifically, utility (who will use the results and what
information will be most useful to them) and feasibility (how much time and resourcesare available
for the evaluation).

Thelogic modelsdevel oped inthe prior step set the stage for determining the best eval uation focus.
The approach to evaluation focusin the CDC Evaluation Framework differsdlightly from traditional
evaluation approaches. In the past, some programs tended to assume all evaluations were
“summative” ones, conducted when the program had run its course and intended to answer the
guestion, “Did the program work?’ Consequently, a key question was, “|s the program ready for
evaluation?’

By contrast, the CDC Framework views eval uation as an ongoing activity over thelife of aprogram
that asks, “Is the program working?’ Hence, a program is aways ready for some evaluation.
Because the logic model displaysthe program from inputs through activities/outputs through to the
sequence of outcomes from short-term to most distal, it can guide a discussion of what you can
expect to achieve at this point in the life of your project. Should you focus on distal outcomes, or
only on short- or mid-term ones? Or conversely, does a process evaluation make the most sense
right now?

Types of Evaluations

Many different questions can be part of aprogram evaluation, depending on how long the program
has been in existence, who is asking the question, and why the evaluation information isneeded. In
general, evaluation questions for an existing program* fall into one of the following groups:

! Thereisanother type of evaluation—*“formative” evaluation—where the purpose of the evaluationisto gaininsightinto
the nature of the problem so that you can “formulate” a program or intervention to addressit. While many steps of the
Framework will be helpful for formative evaluation, the emphasisin thismanual ison instanceswherein the details of the
program/intervention are already known even though it may not yet have been implemented.
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Implementation/Process

Implementation evaluations (more commonly called “process evaluations’) document whether a
program has been implemented as intended—"implementation fidelity”—and why or why not? In
conducting process evaluations, you might examine whether the activities are taking place, who is
conducting the activities, who is reached through the activities, and whether sufficient inputs have
been allocated or mobilized. Process evaluation isimportant to help you distinguish the causes of
poor program performance—was the program abad idea, or wasit agood ideathat could not reach
the standard for implementation that you set? In all cases, process evaluations measure whether
actual program performance wasfaithful to someinitial plan. Thismight include contrasting actual
and planned performance on all or some of the following:

The locale where services or programs are provided (e.g., rural, urban)

The number of people receiving services

The economic status and racial/ethnic background of people receiving services
The quality of services

The actual events that occur while the services are delivered

The amount of money the project isusing

The direct and in-kind funding for services

The staffing for services or programs

The number of activities and meetings

The number of training sessions conducted

When evaluation resources are limited, only the most important issues of implementation fidelity can
beincluded. Hereare some“usual suspects’ that compromiseimplementation fidelity and should be
considered for inclusion in the process evaluation portion of the evaluation focus:

e Transfersof Accountability: Where a program’s activities cannot produce the intended
outcomes unless some other person or organization takes appropriate action, there is a
transfer of accountability.

e Dosage: The intended outcomes of program activities (e.g., training, case management,
counseling) may presume athreshold level of participation or exposure to the intervention.

e Access. Where intended outcomes require not only an increase in consumer demand but
also an increase in supply of services to meet it, then the process evaluation might include
measures of access.

e Staff Competency: Theintended outcomes may presume well-designed program activities
that are delivered by staff who are not only technically competent but also are matched
appropriately with the target audience. Measures of the match of staff and target audience
might be included in the process evaluation.

Our childhood lead poisoning logic model illustrates many of these potential process issues.
Reducing EBLL presumes the house will be cleaned, medical care referrals will be fulfilled, and
specialty medical care will be provided. All of these are transfers of accountability beyond the
program to the housing authority, the parent, and the provider, respectively. For provider trainingto
achieve its outcomes, it may presume completion of athree-session curriculum, which isadosage
issue. Case management resultsin medical referrals, but it presumes adequate access to specialty
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medical providers. And because lead poisoning tends to disproportionately affect children inlow-
income urban neighborhoods, many program activities presume cultural competence of the
caregiving staff. Each of these components might beincluded in aprocess eval uation of achildhood
lead poisoning prevention program.

Effectiveness/Outcome

Outcome eval uations assess progress on the sequence of outcomes that the program is to address.
Programs often describe this sequence using terms like short-term, intermediate, and long-term
outcomes, or proximal (close to the intervention) or distal (distant from the intervention).
Depending on the stage of devel opment of the program and the purpose of the evaluation, outcome
evaluations may include any or all of the outcomes in the sequence, including

e Changesin peopl€'s attitudes and beliefs

e Changesinrisk or protective behaviors

e Changes in the environment, including public and private policies, formal and informal
enforcement of regulations, and influence of social norms and other societal forces

e Changesintrendsin morbidity and mortality.

While process and outcome evaluations are the most common, there are several other types of
evaluation questionsthat are central to aspecific program evaluation. Theseincludethefollowing:

Efficiency: Areyour program’ sactivitiesbeing produced with minimal use of resourcessuch as
budget and staff time? What isthe volume of outputs produced by the resources devoted to your
program?

Cost-Effectiveness: Doesthe value or benefit of your program’ s outcomes exceed the cost of
producing them?

Attribution: Canthe outcomesthat are being produced be shown to berelated to your program,
as opposed to other things that are going on at the same time?

All of these types of evaluation questions relate to some part, but not al, of the logic model.
Exhibits 3.1 and 3.2 show where in the logic model each type of evaluation would focus.
Implementation evaluations would focus on the inputs, activities, and outputs boxes and not be
concerned with performance on outcomes. Effectiveness evaluations would do the opposite—
focusing on some or al outcome boxes, but not necessarily on the activities that produced them.
Efficiency evaluations care about the arrowslinking inputs to activities/outputs—how much output
is produced for agiven level of inputs/resources. Attribution would focus on the arrows between
specific activities/outputs and specific outcomes—whether progress on the outcomeisrelated to the
specific activity/output.
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Exhibit 3.1
Evaluation Domains — Boxes
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Exhibit 3.2
Evaluation Domains — Arrows
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Determining the Evaluation Focus

Determining the correct evaluation focus is a case-by-case decision. As noted, several guidelines
inspired by the “ utility” and “feasibility” evaluation standards can help determine the best focus.

Utility Considerations

1) What isthe purpose of the evaluation?
Purposerefersto the general intent of theevaluation. A clear purpose servesasthe basisfor the
evaluation questions, design, and methods. Some common purposes:

e Gain new knowledge about program activities

e Improve or fine-tune existing program operations (e.g., program processes or strategies)

e Determine the effects of a program by providing evidence concerning the program’s
contributions to along-term goal

e Affect program participants by acting as a catalyst for self-directed change (e.g., teaching)
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2)

3)

4)

Who will use the evaluation results?

Usersaretheindividuals or organizationsthat will employ the evaluation findingsin someway.
The users will likely have been identified during Step 1 during the process of engaging
stakeholders. Inthisstep, you need to securetheir input into the design of the evaluation and the
selection of evaluation questions. Support from the intended users will increase the likelihood
that the evaluation results will be used for program improvement.

How will they use the evaluation results?

Uses describewhat will be donewith what islearned from the evaluation, and many insightson
use will have been identified in Step 1. Information collected may have varying uses, which
should be described in detail when designing the evaluation. Some examples of uses of
evaluation information:

To document the level of success in achieving objectives

To identify areas of the program that need improvement

To decide how to alocate resources

To mobilize community support

To redistribute or expand the locations where the intervention is carried out
To improve the content of the program’s materials

To focus program resources on a specific population

To solicit more funds or additional partners

What do other key stakeholder s need from the evaluation?

Of course, the most important stakeholders are those who are requesting or who will use the
evaluation results. Nevertheless, in Step 1, you may also have identified stakeholders who,
while they are not the users of the findings of the current evaluation, have key questions that
may need to be addressed in the evaluation to keep them engaged. For example, a particular
stakeholder may always be concerned about costs, disparities, or attribution. If so, and if that
stakeholder isimportant long-termto credibility, implementation, or funding, then you may need
to add those questions to your evaluation focus.

Feasibility Considerations

The first four questions help identify the most useful focus of the evaluation, but you must also
determine whether it is aredlistic/feasible one. Three questions provide a “reality check” on our
desired focus:

5)

6)

What isthe stage of development of the program?

During Step 2, you will haveidentified the program’ s stage of development. Asnoted, thereare
roughly three stages in program development: planning, implementation, and maintenance.
These stages suggest different focuses. In the planning stage, atruly formative evaluation—who
is your target, how do you reach them, how much will it cost—may be the most appropriate
focus. An evaluation that included outcomeswould makelittle sense at thisstage. Conversely,
an evaluation of a program in maintenance stage would need to include some measurement of
progress on outcomes, even if it also included measurement of implementation.

How intensiveisthe program?
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Some programs are wide-ranging and multifaceted. Others may use only one approach to
address alarge problem. Some programs provide extensive exposure (“dose”) of the program,
while others involve participants quickly and superficially. Simple or superficial programs,
while potentially useful, cannot realistically be expected to make significant contributions to
distal outcomes of alarger program, even when they are fully operational.

7) What arerelevant resour ce and logistical consider ations?
Resources and | ogi stics may influence the decision about eval uation focus. Some outcomesare
quicker, easier, and cheaper to measure, while others may not be measurableat al. I1nthe short
run, at least, these facts may tilt the decision about evaluation focus toward some outcomes as
opposed to others.

Early identification of any inconsistencies between “utility” and “feasibility” is an important
purpose of the evaluation focus step. For evaluation results to be used, the focus must include
guestionsthat matter to those who will implement or otherwise usetheresults. But wemust al'so
ensure a“ meeting of theminds’ on what isarealistic focusfor program evaluation at any point
intime.

The affordable housing example shows how the desired focus might be constrained by “reality.”
The elaborated logic model was important in this case becauseit clarified that, while program staff
were focused on production of new houses, important stakeholders like community-based
organizations and faith-based donors were committed to more distal outcomes such as changesin
life outcomes of families or on the outcomes of outside investment in the community. The model
led to a discussion of reasonableness of expectations and, in the end, to expanded evaluation
indicators that included some of the more distal outcomes, but also to a greater appreciation by
stakeholders of the intermediate milestones on the way to their preferred outcomes.

Are You Ready to Evaluate Outcomes?

While it is understood that the evaluation focus of the program will shift over time, here are some
handy decision rules to decide whether it is time to shift the evaluation focus toward an emphasis
on program outcomes:

e Sustainability: Political and financial will exists to sustain the intervention while the
evaluation is conducted.

e Fidelity: Actual intervention implementation matches intended implementation. Erratic
implementation makes it difficult to know what “version” of the intervention was
implemented and, therefore, which version produced the outcomes.

e Stability: Intervention is not likely to change during the evaluation. Changes to the
intervention over time will confound understanding of which aspects of the intervention
caused the outcomes.

e Reach: Intervention reaches a sufficiently large number of clients (sample size) to employ
the proposed data analysis. For example, the number of clients needed may vary with the
magnitude of the change expected in the variables of interest (i.e., effect size) and the
power needed for statistical purposes.

e Dosage: Clients have sufficient exposure to the intervention to result in the intended
outcomes. Interventions with limited client contact are less likely to result in measurable
outcomes as compared to interventions that provide more in-depth intervention with clients.
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lllustrating Evaluation Focus Decisions

Because the appropriate evaluation focus is case-specific, let’s apply these focus issues to a few
different evaluation scenariosfor the CL PP program. Think about two scenariosand how evaluation
focus might differ for each.

e Scenario 1

At the 1-year mark, a neighboring community would like to adopt your program but
wonders, “What arewein for?” Hereyou might determinethat questions of efficiency and
implementation are central to the evaluation. Y ou would likely conclude thisisarealistic
focus, given the stage of development and the intensity of the program. Questions about
outcomes would be premature.

e Scenario 2

At the 5-year mark, the auditing branch of your government funder wantsto know, “ Did
you spend our money well?” Clearly, thisrequiresamuch more comprehensive eval uation,
and would entail consideration of efficiency, effectiveness, possibly implementation, and
cost-effectiveness. It is not clear, without more discussion with the stakeholder, whether
research studiesto determine causal attribution arealsoimplied. Isthisarealisticfocus? At
year 5, probably yes. The program isasignificant investment in resources and has beenin
existence for enough time to expect some more distal outcomes to have occurred.

Notethat in either scenario, you must also consider questions of interest to key stakeholderswho are
not necessarily intended users of theresults of the current evaluation. Herethose were defined to be
advocates, who are concerned that families not be blamed for |ead poisoning in their children, and
housing authority staff, who are concerned that amelioration include estimates of costs and
identification of less costly methods of lead reduction in homes. By year 5, these look like
reasonable questions to include in the evaluation focus. At year 1, stakeholders might need
assurance that you care about their questions, even if you cannot address them with this early
evaluation.

Defining the Specific Evaluation Questions

Thesefocuscriteriajust discussed identify the components of thelogic model that areto beincluded
in the evaluation focus, i.e., these activities, but not these; these outcomes, but not these. At this
point, you convert the components of your focus into specific questions, i.e., implementation,
effectiveness, efficiency, and attribution. Were my activities implemented as planned? Did my
intended outcomes occur? Werethe outcomes dueto my activities as opposed to something else? If
the outcomes occurred at some but not all sites, what barriers existed at | ess successful locationsand
what factors were related to success? At what cost were my activities implemented and my
outcomes achieved?
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Deciding On the Evaluation Design

Besides determining the evaluation focus and specific evaluation questions, at this point you also
need to determine the appropriate evaluation design. There are many types of evaluation designs.
Of chief interest in choosing the evaluation design is whether you are being asked to monitor
progress on outcomes or whether you are also asked to show “attribution”—that progress on
outcomesisrelated to your program efforts. These* attribution” questions may more appropriately
beviewed as“research” asopposed to “program evaluation” depending onthelevel of scrutiny with
which they are being asked.

Three general types of research designs are commonly recognized: experimental, quasi-
experimental, and non-experimental/observational. Traditional program evaluation typically uses
the third type, but al three are presented here because, over the life of the program, traditional
eval uation approaches may need to be supplemented with other studiesthat ook morelike research.

Experimental designs use random assignment to compare the outcome of an intervention on one or
more groups with an equivalent group or groupsthat did not receive theintervention. For example,
ayou could select agroup of similar schools, and then randomly assign some schools to receive a
prevention curriculum and other schoolsto serve as controls. All schools have the same chance of
being selected as an intervention or control school. Because of the random assignment, you reduce
the chances that the control and intervention schools vary in any way that could influence
differencesin program outcomes. Thisallowsyou to attribute changein outcomesto your program.

For example, if the students in the intervention schools delayed onset or risk behavior longer than
students in the control schools, you could attribute the success to your program.

However, in community settings it is hard, or sometimes even unethical, to have a true control
group. While there are some solutions that preserve the integrity of experimental design, another
option is to use a quasi-experimental design. These designs make comparisons between
nonequivalent groups and do not involve random assignment to i ntervention and control groups. An
example would be to assess adults' beliefs about the harmful outcomes of environmental tobacco
smoke (ETS) intwo communities, then conduct amediacampaign in one of the communities. After
the campaign, you would reassess the adults and expect to find a higher percentage of adults
believing ETSis harmful in the community that received the mediacampaign. Critics could argue
that other differences between the two communities caused the changesin beliefs, soit isimportant
to document that the intervention and comparison groups are similar on key factors such as
population demographics and related current or historical events.

Related to quasi-experimental design, comparing outcomes/outcome dataamong states and between
one state and the nation as awhol e are common and important waysto evaluate public health efforts.
Such comparisons will help you establish meaningful benchmarks for progress. States can also
comparetheir progresswith that of stateswith asimilar investment in their area of public health, or
they can contrast their outcomes with the results that could be expected if their programs were
similar to those of states with alarger investment.

Comparison data are also useful for measuring indicators in anticipation of new or expanding
programs. For example, noting a “lack of change” in key indicators over time prior to program
implementation helps demonstrate the need for your program and highlights the comparative
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progress of stateswith comprehensive public health programsalready in place. A lack of changein
indicators may continue for several years and is useful as ajustification for greater investment in
evidence-based, well-funded, and more comprehensive programs. There are many opportunitiesfor
between-state comparisons, which can be highlighted with time-series analyses. For example,
guestions on many of the larger national surveillance systems have not changed in several years, so
you can make comparisons with other states and over time, using specific indicators. Program
managers are encouraged to collaborate with state epidemiol ogists, surveillance coordinators, and
statisticians to make state and national comparisons an important component of your evaluation.

Observational designs are common in program evauation. These include, but are not limited to,
time—series analysis, cross-sectional surveys, and case studies. Periodic cross-sectional surveys
(e.g..,theYTSor BRFSS) caninformyour evaluation. Case studiesmay be particularly appropriate
for assessing changes in public health capacity in disparate population groups. Case studies are
often applicablewhen the program isunique, when an existing programisused in adifferent setting,
when aunique outcomeis being assessed, or when an environment isespecially unpredictable. Case
studies can also allow for an exploration of community characteristics and how these may influence
program implementation, as well asidentifying barriers to and facilitators of change.

Thisissue of “causal attribution,” while often a central research question, may or may not need to
supplement traditional program evaluation. Thefield of public health isunder increasing pressureto
demonstrate that programs are worthwhile, effective, and efficient. During the last two decades,
knowledge and understanding about how to eval uate complex programs have increased significantly.
Nevertheless, because programs are so complex, these traditional research designs described here
may not be agood choice. Asthe World Health Organization notes, “the use of randomized control
trials to evaluate health promotion initiatives is, in most cases, inappropriate, misleading, and
unnecessarily expensive.”?

Therefore, before choosing experimental or even quasi-experimental designs to supplement more
traditional program evaluation, consider the appropriatenessand feasibility of lesstraditional designs
(e.g., smple before—after [pretest—posttest] or posttest-only designs). Depending on your program’s
objectivesand theintended use(s) for the eval uation findings, these designs may be more suitablefor
measuring progress toward achieving program goals. Even when thereisdesire or need to “ prove”
that the program was responsible for progress on outcomes, traditional research designs may not be
the only or best alternative. Depending on how rigorous the proof needs to be, proximity in time
between theimplementation of the program and the progress on outcomes, or systematic elimination
of other alternative explanations may be enough to persuade key stakeholders that the program is
making acontribution. While these design alternatives often cost lessand require lesstime, keepin
mind that saving time and money should not be the main criterion when selecting an evaluation
design. Itisimportant to choose adesign that will measure what you need to measure and that will
meet both your immediate and long-term needs.

Another aternative to experimental and quasi-experimental models is a goal-based evaluation
model, which uses predetermined program goals and the underlying program theory asthe standards
for evaluation, thus hol ding the program accountableto prior expectations. The CDC Framework’s
emphasis on program description and the construction of alogic model setsthe stagefor strong goal -

2 WHO European Working Group on Health Promotion Evaluation. op cit.
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based evaluations of programs. In such cases, evaluation planning focuses on the activities; outputs;
and short-term, intermediate, and long-term outcomes outlined in a program logic model to direct
the measurement activities.

The design you select influences the timing of data collection, how you analyze the data, and the
types of conclusions you can make from your findings. A collaborative approach to focusing the
evaluation provides a practical way to better ensure the appropriateness and utility of your
evaluation design.

Standards for Step 3
Focus the Evaluation Design

Standard Questions
Utility e What is the purpose of the evaluation?
¢ Who will use the evaluation results and how will they
use them?

e What are special needs of any other stakeholders
that must be addressed?

Feasibility e What is the program’s stage of development?

e How intense is the program?

e How measurable are the components in the
proposed focus?

Propriety e Will the focus and design adequately detect any
unintended consequences?

e  Will the focus and design include examination of the
experience of those who are affected by the
program?

Accuracy e |Is the focus broad enough to detect success or
failure of the program?

¢ Is the design the right one to respond to the
guestions—such as attribution—that are being asked
by stakeholders?
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Checklist for Focusing the Evaluation Design

Define the purpose(s) and user(s) of your evaluation.
Identify the use(s) of the evaluation results.

Consider stage of development, program intensity, and logistics and resources.

O O 0O O

Determine the components of your logic model that should be part of the focus given
these “utility and “feasibility” considerations.

[l

Formulate the evaluation questions to be asked of the program components in your
focus, i.e., implementation, effectiveness, efficiency, and attribution questions.

[]

Review evaluation questions with stakeholders, program managers, and program staff.

[] Review optionsfor the evaluation design, making sure that the design fits the
evaluation questions.
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Worksheet 3A

Focusing the Evaluation in the Logic Model

# If this is the situation ...

Then these are the parts of the logic model,
| would include in my evaluation focus:

1 | Who is asking evaluation questions of the program?

2 | Who will use the evaluation results and for what purpose?

3 | In Step 1, did we identify interests of other stakeholders that we must
take into account?
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Worksheet 3B

“Reality Checking” the Evaluation Focus

# | If this is my answer to these questions...

Then | would conclude the questions in my evaluation focus
are/are not reasonable ones to ask right now.

1 | How long has the intervention been underway?

2 How intensive/ambitious is the intervention? Multi-faceted effort or
simple intervention?

3 | How much resources (time and money) are able to be devoted to
evaluation of this effort?
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Step 4. Gather Credible Evidence

Now that you have developed a logic model, chosen an evauation focus, and selected your
evaluation questions, your next task is to gather the evidence. The gathering of evidence for an
eval uation resemblesthe gathering of evidencefor any research or data-oriented project, with afew
exceptions noted below.

What's Involved in Gathering Evidence?
Evidence gathering must include consideration of each of the following:

Indicators

Sources of evidence/methods of data collection
Quality

Quantity

Logistics

Developing Indicators

Because the components of our programs are often expressed in global or abstract terms, indicators
are specific, observable, and measurable statements that help define exactly what we mean or are
looking for. For example, the CLPP model includes global statements such as “Children receive
medical treatment” or “ Families adopt in-hometechniques.” Themedical treatment indicator might
specify the type of medical treatment, the duration, or perhaps the adherence to the regimen.
Likewise, thefamily indicator might indicate the in-home techniques or the intensity or duration of
their adoption. For example, “Familieswith EBLL children clean all window sills and floors with
the designated cleaning solution each week” or “Families serve leafy green vegetables at three or
more meals per week.” Outcome indicators such as these indicators provide clearer definitions of
the global statement and help guide the selection of data collection methods and the content of data
collection instruments.

Theactivitiesin your focus may also include global statementssuch as*good coalition,” * culturally
competent training,” and “appropriate quality patient care.” These activities would benefit from
elaboration into indicators, often called “ processindicators.” What does “good”’ mean, what does
“quality” or “appropriate’ mean?

Keep the following tips in mind when selecting your indicators:

¢ Indicatorscan bedeveloped for activities (processindicators) and/or for outcomes (outcome
indicators).?
e There can be more than one indicator for each activity or outcome.

% Notethat if you are developing your eval uation after completing an evaluation plan, you may already have devel oped
process or outcome objectives. |If the objectives were written to be specific, measurable, action-oriented, realistic, and
time-bound (so-called “SMART” objectives), then they may serve as indicators as well.
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e Theindicator must be focused and must measure an important dimension of the activity or
outcome.

e Theindicator must be clear and specific in terms of what it will measure.

e The change measured by the indicator should represent progress toward implementing the
activity or achieving the outcome.

Consider CDC’ simmunization program, for example. The table below lists the components of the
logic model that were included in our focus in Step 3. Then each of these components has been
defined in one or more indicators.

Table 4.1
Provider Immunization Program:
Indicators for Program Component in Our Evaluation Focus

Program Component Indicator(s)

Provider training A series of 3 trainings will be conducted in all 4
regions of the state

Nurse educator LHD presentations Nurse educators will make presentations to 10
largest local health departments (LHDs)

Physicians peer ed rounds Physicians will host peer ed rounds at 10 largest
hospitals

Providers attend trainings and rounds Trainings will be well attended and reflect good mix
of specialties and geographic representation

Providers receive and use tool kits 50%+ of providers who receive tool kit will report

use of it (or “call to action” cards will be received
from 25% of all providers receiving tool kit)

LHD nurses conduct private provider consults Trained nurses in LHDs will conduct provider
consults with largest provider practices in county

Provider KAB increases Providers show increases in knowledge, attitudes,
and beliefs (KAB) on selected key immunization
items

Provider motivation increases Provider intent to immunize increases

Y ou may need to develop your own indicators or you may be able to draw on existing indicators
developed by others. Somelarge CDC programs have devel oped indicator inventoriesthat aretied
to major activities and outcomes for the program. Advantages of these indicator inventories:

e They may have been pre-tested for “relevance’ and accuracy.

e They define the best data sources for collecting the indicator.

e Thereareoften many potential indicatorsfor each activity or outcome, ensuring that at |east
one will be appropriate for your program.

e Because many programs are using the same indicator(s), you can compare performance
across programs or even construct a national summary of performance.
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Selecting Data Collection Methods and Sources

Now that you have determined the activities and outcomes you want to measure and the indicators
you will use to measure progress on them, you need to select data collection methods and sources
from which to gather information on your indicators.

A key decision iswhether there are existing data sources—secondary data collection—to measure
your indicators or whether you need to collect new data—primary data collection.

Depending on your evaluation questions and indicators, some secondary data sources may be
appropriate data collection sources. Some existing data sources that often come into play in
measuring outcomes of public health programs:

e Current Population Survey and other U.S. Censusfiles

e Behavioral Risk Factor Surveillance System (BRFSS)

e Youth Risk Behavior Survey (YRBYS)

e Pregnancy Risk Assessment Monitoring System (PRAMYS)
e Cancer registries

e Statevital statistics

e Various surveillance databases

e National Hedth Interview Survey (NHIS)

Before using secondary data sources, ensure that they meet your needs. Although large ongoing
surveillance systems have the advantages of collecting dataroutinely and having existing resources
and infrastructure, some of them (e.g., Current Population Survey [CPS]) havelittleflexibility with
regard to the questions asked in the survey, making it nearly impossible to use these systems to
collect the special datayou may need for your evaluation. By contrast, other surveyssuch asBRFSS
or PRAMS are moreflexible. For example, you might be ableto add program-specific questions, or
you might expand the sample size for certain geographic areas or target populations, allowing for
more accurate estimates in smaller populations.

The most common primary data collection methods also fall into several broad categories. Among
the most common are:

e Surveys, including persona interviews, telephone, or instruments completed in person or
received through the mail or e-mail

e Group discussions/focus groups

e Observation

e Document review, such as medical records, but also diaries, logs, minutes of meetings, etc.

Choosing the “right” method from the many secondary and primary data collection choices must
consider both the context in which it is asked (How much money can be devoted to collection and
measurement? How soon are results needed? Arethere ethical considerations?) and the content of
the question (Isit asensitive issue? Isit about a behavior that is observable? Isit something the
respondent is likely to know?).
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Some methods yield qualitative data and some yield quantitative data. 1f the question involves an
abstract concept or one where measurement is poor, using multiple methods is often helpful.
Insightsfrom stakeholder discussionsin Step 1 and the clarity on purpose/user/use obtained in Step
3 will usually help direct the choice of sourcesand methods. For example, stakeholders may know
which methods will work best with some intended respondents and/or have a strong bias toward
guantitative or qualitative datacollection that must be honored if theresultsareto be credible. More
importantly, the purpose and use/user may dictate the need for valid, reliable datathat will withstand
close scrutiny or may allow for less rigorous data collection that can direct managers.

Each method comes with advantages and di sadvantages depending on the context and content of the

data collection (see Table 4.2).

Table 4.2

Advantages and Disadvantages of Various Survey Methods

homeless people.

Method Advantages Disadvantages
Personal e Least selection bias: can interview Most costly: requires trained
interviews people without telephones—even interviewers and travel time and costs.

o Greatest response rate: people are
most likely to agree to be surveyed
when asked face to face.

¢ Visual materials may be used.

Least anonymity: therefore, most likely
that respondents will shade their
responses toward what they believe is
socially acceptable.

their work.

random.

interviews.

surveys.

Telephone ¢ Most rapid method.

interviews e Most potential to control the quality of
the interview: interviewers remain in
one place, so supervisors can oversee

e Easy to select telephone numbers at

o Less expensive than personal

o Better response rate than for mailed

Most selection bias: omits homeless
people and people without
telephones.

Less anonymity for respondents than
for those completing instruments in
private.

As with personal interviews, requires a
trained interviewer.

respondent.

Instruments to | ¢ Most anonymity: therefore, least bias
be completed toward socially acceptable responses.
by respondent | e Cost per respondent varies with
response rate: the higher the
response rate, the lower the cost per

e Less selection bias than with
telephone interviews.

Least control over quality of data.
Dependent on respondent’s reading
level.

Mailed instruments have lowest
response rate.

Surveys using mailed instruments
take the most time to complete
because such instruments require
time in the mail and time for
respondent to complete.

The text box below lists possible sources of information for evaluations clustered in three broad

categories: people, observations, and documents.

Introduction to Program Evaluation for Public Health Programs

Page 53



Some Sources of Data

Who might you survey or interview?
e Clients, program participants, nonparticipants
Staff, program managers, administrators
Partner agency staff
General public
Community leaders or key members of a community
Funders
Representatives of advocacy groups
Elected officials, legislators, policymakers
Local and state health officials

What might you observe?
e Meetings
e Special events or activities
e On the job performance
e Service encounters

Which documents might you analyze?
e Meeting minutes, administrative records
Client medical records or other files
Newsletters, press releases
Strategic plans or work plans
Registration, enrollment, or intake forms
Previous evaluation reports
Records held by funders or collaborators
Web pages
Graphs, maps, charts, photographs, videotapes

When choosing data collection methods and sources, select those that meet your project’s needs.
Try to avoid choosing adata method/source that may befamiliar or popular but does not necessarily
answer your questions. Keep in mind that budget issues alone should not drive your evaluation
planning efforts.

Thefour evaluation standards can hel p you reduce the enormous number of data collection options
to a more manageable number that best meet your data collection situation. Hereis achecklist of
issues — based on the evaluation standards — that will help you choose appropriately:

Utility
e Purpose and use of data collection: Do you seek a “point in time’ determination of a
behavior, or to examine the range and variety or experiences, or to tell an in-depth story?
e Usersof data collection: Will some methods make the data more credible with skeptics or
key users than others?
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Feasibility

e Resources available: Which methods can you afford?

e Time: How long until the results are needed?

e Frequency: How often do you need the data?

e Your background: Are you trained in the method, or will you need help from an outside
consultant?

Propriety

e Characteristics of the respondents. Will issues such as literacy or language make some

methods preferable to others?

e Degree of intrusion to program/participants. Will the data collection method disrupt the
program or be seen as intrusive by participants?

e Other ethical issues: Arethereissuesof confidentiality or safety of the respondent in seeking
answers to questions on this issue?

Accuracy
e Nature of theissue: Isit about a behavior that is observable?
e Senditivity of the issue: How open and honest will respondents be in responding to the
guestions on this issue?
e Respondent knowledge: Isit something the respondent is likely to know?

Using Multiple Methods and Mixed Methods

Sometimes a single method is not sufficient to accurately measure an activity or outcome because
the thing being measured is complex and/or the data method/source does not yield data that are
reliable or accurate enough. Employing multiple methods (sometimes called “ triangulation™) helps
increase the accuracy of the measurement and the certainty of your conclusions when the various
methods yield similar results. Mixed data collection methods refers to gathering both quantitative
and qualitative data. Mixed methods can be used sequentially, when one method is used to prepare
for the use of another, or concurrently, when both methods are used in parallel. An example of
sequential use of mixed methods is when focus groups (qualitative) are used to develop a survey
instrument (quantitative), and then personal interviews (qualitative and quantitative) are conducted
to investigate issues that arose during coding or interpretation of survey data. An example of
concurrent use of mixed methodswould be using focus groups or open-ended personal interviewsto
help affirm the response validity of a quantitative survey.

Different methods reveal different aspects of the program. Consider some interventionsrelated to
tobacco control:

e Youmight includeagroup assessment of aschool-based tobacco control programto hear the
group’s viewpoint, aswell asindividual student interviews to get a range of opinions.

e You might conduct a survey of all legislatorsin a state to gauge their interest in managed
care support of cessation services and products, and you might also interview certain
legidatorsindividually to question them in greater detail.
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e Youmight conduct afocus group with community |eadersto assesstheir attitudesregarding
tobacco industry support of cultural and community activities. Y ou might follow the focus
group with individual structured or semistructured interviews with the same participants.

When the outcomes under investigation are very abstract or no one quality data source exists,
combining methods maximizes the strengths and minimizes the limitations of each method. Using
multiple or mixed methods can increase the cross-checks on different subsets of findings and
generate increased stakeholder confidence in the overall findings.

llustrations from Cases

Consider the provider immunization education and the childhood lead poisoning examples. Table
4.3 presents data collection methods/sources for each of the indicators presented earlier for the
provider immunization education program. Table 4.4 shows both theindicators and the data sources
for key components of the CLPP effort presented earlier. Note in both cases that the
methods/sources can vary widely and that in some cases multiple methods will be used and
synthesized.

Table 4.3
Provider Immunization Education Program:

Data Collection Methods and Sources for Indicators

Indicator(s)

Data Collection Methods/Sources

A series of 3 trainings will be conducted in all 4 regions Training logs
of the state
Nurse educators will make presentations to 10 largest Training logs

local health departments (LHDs)

Physicians will host peer ed rounds at 10 largest
hospitals

Training logs

Trainings will be well-attended and reflect good mix of
specialties and geographic representation

Registration information

50%+ of providers who receive tool kit will report use of
it (or “call to action” cards will be received from 25% of
all providers receiving tool kit)

Survey of providers
Analysis/count of call-to-action cards

Trained nurses in LHDs will conduct provider consults
with largest provider practices in county

Survey of nurses, survey of providers, or
training logs

Providers show increases in knowledge, attitudes, and
beliefs (KAB) on selected key immunization items

Survey of providers, or focus groups, or
intercepts

Provider intent to immunize increases

Survey of providers, or focus groups, or
intercepts
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CLPP:

Table 4.4

Indicators and Data Collection Methods/Sources

Logic Model Element

Indicator(s)

Data Source(s) and Method(s)

Outreach

High-risk children and families in
the district have been reached with
relevant information

Logs of direct mail and health fair
contacts

Demographic algorithm

Geographic Information System
(GIS) algorithm

Screening

High-risk children have completed
initial and follow-up screening

Logs and lab data

Environment assessment

Environments of all children over
EBLL threshold have been
assessed for lead poisoning

Logs of environmental health staff

Case management

All children over EBLL threshold
have a case management plan
including social, medical, and
environmental components

Case file of EBLL child

Family training

Families of all children over EBLL
threshold have received training on
household behaviors to reduce
EBLL

Logs of case managers

Survey of families

“Leaded” houses referred

All houses of EBLL children with
evidence of lead have been
referred to housing authority

Logs and case files

“Leaded” houses cleaned

All referred houses have been
cleaned up

Follow-up assessment by
environmental health staff

Logs of housing authority

Quality of Data

A quality evaluation producesdatathat arereliable, valid, and informative. Anevauationisreliable
to the extent that it repeatedly produces the same results, and it is valid if it measures what it is
intended to measure. The advantage of using existing data sources such asthe BRFSS, YRBS, or
PRAMSisthat they have been pretested and designed to produce valid and reliable data. If you are
designing your own evaluation tools, you should be aware of the factorsthat influence data quality:

e Thedesign of the data collection instrument and how questions are worded
e The data collection procedures
e Training of data collectors

e The selection of data sources

e How the data are coded

e Datamanagement

e Routine error checking as part of data quality control
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A key way to enhance quality of primary data collection isthrough a pretest. The pretest need not
be elaborate but should be extensive enough to determine issues of logistics of data collection or
intelligibility of instrumentsprior to rollout. Obtaining quality datainvolvestrade-offs(i.e., breadth
vs. depth). Thus, you and stakehol ders must decide at the beginning of the eval uation process what
level of quality is necessary to meet stakeholders' standards for accuracy and credibility.

Quantity of Data

Y ouwill also need to determine the amount of datayou want to collect during the evaluation. There
are caseswhere you will need data of the highest validity and reliability, especially when traditional
program eval uation is being supplemented with research studies. But there are other instanceswhere
the insights from afew cases or a convenience sample may be appropriate. If you use secondary
data sources, many issues related to quality of data—such as sample size—have aready been
determined. If you are designing your own data collection tool and your examination of your
program includes research as well as evaluation questions, the quantity of data you need to collect
(i.e., samplesizes) will vary with thelevel of detail and the types of comparisonsyou hopeto make.
Y ou will also need to determine the jurisdictional level for which you are gathering the data (e.g.,
state, county, region, congressional district). Counties often appreciate and want county-level
estimates; however, thisusually means|arger sample sizesand more expense. Finally, consider the
size of the change you are trying to detect. In general, detecting small amounts of change requires
larger sample sizes. For example, detecting a 5% increase would require alarger sample size than
detecting a 10% increase. Y ou may need the help of a statistician to determine adequate sample
size.

Logistics and Protocols

L ogistics are the methods, timing, and physical infrastructure for gathering and handling evidence.
Peopl e and organi zations have cultural preferencesthat dictate acceptable ways of asking questions
and collecting information, and influence who is perceived as an appropriate person to ask the
questions (i.e., someone known within the community versusastranger from alocal health agency).
The techniques used to gather evidence in an evauation must be in keeping with a given
community’s cultural norms. Data collection procedures should also protect confidentiality.

In outlining procedures for collecting the evaluation data, consider these issues:

e Whenwill you collect the data? Y ou will need to determine when (and at what intervals) it
ismost appropriateto collect theinformation. 1f you are measuring whether your objectives
have been met, your objectives will provide guidance as to when to collect certain data. If
you are evaluating specific program interventions, you might want to obtain information
from participants before they begin the program, upon completion of the program, and
several months after the program. If you are assessing the effects of acommunity campaign,
you might want to assess community knowledge, attitudes, and behaviorsamong your target
audience before and after the campaign.

e Who will be considered a participant in the evaluation? Are you targeting a relatively
specific group (African-American young people), or are you assessing trends among amore
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general population (all women of childbearing age)?

e Are you going to collect data from all participants or a sample? Some programs are
community-based, and surveying asample of the population participating in such programs
is appropriate. However, if you have a small number of participants (such as students
exposed to a curriculum in two schools), you may want to survey all participants.

e Who will collect the information? Are those collecting the data trained and trained
consistently? Will the data collectors uniformly gather and record information? Y our data
collectorswill need to be trained to ensure that they all collect information in the same way
and without introducing bias. Preferably, interviewers should betrained together and by the
same person.

e How will the security and confidentiality of the information be maintained? It isimportant
to ensure the privacy and confidentiality of the evaluation participants. Y ou can do this by
collecting information anonymously and making sure you keep data stored in alocked and
secure place.

e |f your examination of your program includesresearch aswell asevaluation studies: Do you
need approval from an institutional review board (IRB) before collecting the data? What
will be your informed consent procedures?

You may aready have answered some of these questions while selecting your data sources and
methods.

Agreements: Affirming Roles and Responsibilities

Agreements summarize the eval uation procedures, clarify everyone srole and responsibilities, and
describe how the evaluation procedures will be implemented. Elements of an agreement include
statements concerning theintended users, uses, purpose, questions, design, and methods, aswell asa
summary of the deliverables, timeline, and budget. An agreement might be a legal contract, a
memorandum of understanding, or adetailed protocol. Creating an agreement establishes amutual
understanding of the activities associated with the evaluation. It aso provides a basis for
modification if necessary.
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Standards for Step 4: Gather Credible Evidence

Standard

Questions

Utility

e Have key stakeholders been consulted who can assist with
access to respondents?

e Are methods and sources appropriate to the intended purpose
and use of the data?

e Have key stakeholders been consulted to ensure there are no
preferences for or obstacles to selected methods or sources?

o Are there specific methods or sources that will enhance the
credibility of the data with key user and stakeholders?

Feasibility

¢ Can the data methods and sources be implemented within the
time and budget for the project?

¢ Does the evaluation team have the expertise to implement the
chosen methods?

¢ Are the methods and sources consistent with the culture and
characteristics of the respondents, such as language and literacy
level?

¢ Are logistics and protocols realistic given the time and resources
that can be devoted to data collection?

Propriety

¢ Will data collection be unduly disruptive?

o Are there issues of safety of respondents or confidentiality that
must be addressed?

o Are the methods and sources appropriate to the culture and
characteristics of the respondents—uwiill they understand what
they are being asked?

Accuracy

e Are appropriate QA procedures in place to ensure quality of
data collection?

e Are enough data being collected,—i.e., to support chosen
confidence levels or statistical power?

¢ Are methods and sources consistent with the nature of the
problem, the sensitivity of the issue, and the knowledge level of
the respondents?
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Checklist for Gathering Credible Evidence

[ 1 Identify indicators for activities and outcomes in the eval uation focus.

[ ] Determinewhether existing indicators will suffice or whether new ones must be
developed.

[]

Consider the range of data sources and choose the most appropriate one.

[]

Consider the range of data collection methods and choose those best suited to your
context and content.

Pilot test new instruments to identify and/or control sources of error.
Consider a mixed-method approach to data collection.

Consider quality and quantity issues in data collection.

O O 0O O

Develop adetailed protocol for data collection.
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Worksheet 4A
Evaluation Questions, Indicators, and Data Collection Methods/Sources

Logic Model Components in Indicator(s) or
Evaluation Focus Evaluation Questions Data Method(s)/Source(s)

10
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Worksheet 4B
Data Collection Logistics

Data Collection
Method/Source

From whom will
these data be
collected

By whom will these
data be collected
and when

Security or
confidentiality
steps

10
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Step 5: Justify Conclusions

Whether your evaluation is conducted to show program effectiveness, help improve the program, or
demonstrate accountability, you will need to analyze and interpret the evidence gathered in Step 4.
Step 5 encompasses analyzing the evidence, making claims about the program based on theanalysis,
and justifying the claims by comparing the evidence against stakeholder values.

Why Is It Important to Justify Conclusions?

Why isn't this step called “ analyze the data’ ? Because as central as dataanalysisisto evaluation,
evaluators know that the evidence gathered for an eval uation does not necessarily speak for itself.
As the figure below notes, conclusions become justified when analyzed and synthesized findings
(“theevidence’) areinterpreted through the“prism” of values (* standards”) that stakeholdersbring,
and then judged accordingly. Justification of conclusions is fundamental to utilization-focused
evaluation. When agencies, communities, and other stakeholders agree that the conclusions are
justified, they will be more inclined to use the evaluation results for program improvement.

Analyze and
Synthesize
Findings

Interpret Findings Make Judgments

Identify Program
Standards

The complicating factor, of course, is that different stakeholders may bring different and even
contradictory standards and valuesto the table. Asthe old adage states, “where you stand depends
on where you sit.” Fortunately for those using the CDC Framework, the work of Step 5 benefits
fromthe efforts of the previous steps: Differencesin valuesand standardswill have been identified
at the during stakehol der engagement in Step 1. Those stakeholder perspectiveswill also have been
reflected in the program description and evaluation focus.

Analyzing and Synthesizing The Findings

Data analysis is the process of organizing and classifying the information you have collected,
tabulating it, summarizing it, comparing the results with other appropriate information, and
presenting the results in an easily understandable manner. The five steps in data analysis and
synthesis are straightforward:

e Enter the data into a database and check for errors. If you are using a surveillance system
such as BRFSS or PRAMS, the data have already been checked, entered, and tabulated by
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those conducting the survey. If you are collecting datawith your own instrument, you will
need to select the computer program you will use to enter and analyze the data, and
determine who will enter, check, tabulate, and analyze the data.

Tabulatethedata. The dataneed to betabulated to provide information (such asanumber or
%) for each indicator. Some basic calculations include determining

0 Thenumber of participants
0 Thenumber of participants achieving the desired outcome
0 The percentage of participants achieving the desired outcome.

Analyze and stratify your data by various demographic variables of interest, such as
participants' race, sex, age, income level, or geographic location.

Make comparisons. When examination of your program includes research as well as
evaluation studies, use statistical tests to show differences between comparison and
intervention groups, between geographic areas, or between the pre-intervention and post-
intervention status of the target population.

Present your datain a clear and understandable form. To interpret your findings and make
your recommendations, you must ensure that your results are easy to understand and clearly
presented. Data can be presented in tables, bar charts, pie charts, line graphs, and maps.

In evaluations that use multiple methods, patterns in evidence are detected by isolating important
findings (analysis) and combining different sources of information to reach alarger understanding
(synthesis).

Setting Program Standards for Performance

“Program standards’ as the term is used here—and not to be confused with the four evaluation
standards discussed throughout this document—are the “benchmarks’ that will be used to judge
program performance. They reflect stakeholders' values about the program and are fundamental to
sound evaluation. The program and its stakeholders must articulate and negotiate the values that
will be used to consider aprogram “ successful,” “adequate,” or “ unsuccessful.” Possible standards
that might be used in determining these benchmarks:

Needs of participants

Community values, expectations, and norms
Program mission and objectives

Program protocols and procedures
Performance by similar programs
Performance by a control or comparison group
Resource efficiency

Mandates, policies, regulations, and laws
Judgments of participants, experts, and funders
Institutional goals

Social equity

Human rights.
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When stakehol ders disagree about standards/values, it may reflect differencesin which outcomesare
deemed most important. Or, stakeholders may agree on outcomes but disagree on the amount of
progress on an outcome necessary to judge the program asuccess. Thisthreshold for each indicator,
sometimes called a“benchmark” or “performanceindicator,” is often based on an expected change
from aknown baseline. For example, all CL PP stakeholders may agreethat reductionin EBLL for
program participants and provider participation in screening are key outcomesto judge the program
asuccess. But, do they agree on how much of an EBLL decrease must be achieved for the program
to be successful, or how many providers need to undertake screening of children for the program to
be successful? In Step 5, you will negotiate consensus on these standards and compare your results
with these performance indicators to justify your conclusions about the program. Performance
indicators should be achievable but challenging, and should consider the program’s stage of
development, the logic model, and the stakeholders expectations. Identifying and addressing
differences in stakeholder values/standards early in the evaluation is helpful. If definition of
performance standards is done while data are being collected or analyzed, the process can become
acrimonious and adversarial.

Interpreting the Findings and Making Judgments

Judgments are statements about a program’ s merit, worth, or significance. They are formed when
findings are compared against one or more selected program standards. 1n forming judgments about
aprogram:

e Multiple program standards can be applied
e Stakeholders may reach different or even conflicting judgments.

Conflicting claims about a program’ s quality, value, or importance often indicate that stakeholders
are using different program standards or values in making their judgments. This type of
disagreement can prompt stakeholders to clarify their values and reach consensus on how the
program should be judged.
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Tips To Remember When Interpreting Your Findings

e Interpret evaluation results with the goals of your program in mind.
e Keep your audience in mind when preparing the report. What do they need and want to know?

e Consider the limitations of the evaluation:
o Possible biases
o Validity of results
0 Reliability of results
e Are there alternative explanations for your results?
e How do your results compare with those of similar programs?

e Have the different data collection methods used to measure your progress shown similar
results?

e Are your results consistent with theories supported by previous research?

e Are your results similar to what you expected? If not, why do you think they may be different?

Source: US Department of Health and Human Services. Introduction to program evaluation for comprehensive
tobacco control programs. Atlanta, GA: US Department of Health and Human Services, Centers for Disease
Control and Prevention, Office on Smoking and Health, November 2001.

llustrations from Cases

Let’s use the affordable housing program to illustrate the main points of this chapter about the
sources of stakeholder disagreements and how they may influence an evaluation. For example, the
various stakeholders may disagree about the key outcomes for success. Maybe the organization’s
staff, and even the family, deem the completion and sale of the house as most important. By
contrast, the civic and community associations that sponsor houses and supply volunteers or the
foundations that fund the organization’ s infrastructure may demand that home ownership produce
improvement in life outcomes, such as better jobs or academic performance. Even when
stakehol ders agree on the outcomes, they may disagree about the amount of progressthat needsto be
made on these outcomes. For example, while churches may want to seeimproved life outcomes just
for the individual families they sponsor, some foundations may be attracted to the program by the
chance to change communities as a whole by changing the mix of renters and homeowners. As
emphasized earlier in the chapter, it isimportant to identify these values and disagreements about
values early in the evaluation so that consensus can be negotiated and so that program description
and evaluation design and focus reflect the needs of the stakehol derswho need and will usethe data.
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Standards for Step 5
Justify Conclusions

Standard Questions

Utility Have you carefully described the perspectives, procedures, and rationale used to
interpret the findings?
Have stakeholders considered different approaches for interpreting the findings?

Feasibility Is the approach to analysis and interpretation appropriate to the level of expertise
and resources?

Propriety Have the standards and values of those less powerful or those most affected by
the program been taken into account in determining standards for success?

Accuracy Can you explicitly justify your conclusions?

Are the conclusions fully understandable to stakeholders?
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Checklist for Justifying Your Conclusions

Analyze data using appropriate techniques.
Check datafor errors.
Consider issues of context when interpreting data.

Assess results against available literature and results of similar programs.

I T R I R N R

If multiple methods have been employed, compare different methods for consistency in
findings.

[]

Consider alternative explanations.

[]

Use existing standards (e.g., Healthy People 2010 objectives) as a starting point for
comparisons.

Compare program outcomes with those of previous years.
Compare actual with intended outcomes.

Document potential biases.

O O 0O O

Examine the limitations of the evaluation.
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Worksheet 5
Justify Conclusions

Question

Response

Who will analyze the data (and who will
coordinate this effort)?

How will data be analyzed and displayed?

Against what “standards” will you compare
your interpretations in forming your
judgments?

Who will be involved in making
interpretations and judgments and what
process will be employed?

How will you deal with conflicting
interpretations and judgments?

Are your results similar to what you
expected? If not, why do you think they
are different?

Are there alternative explanations for your
results?

How do your results compare with those of
similar programs?

What are the limitations of your data
analysis and interpretation process (e.g.,
potential biases, generalizability of results,
reliability, validity)?

10

If you used multiple indicators to answer
the same evaluation question, did you get
similar results?

11

Will others interpret the findings in an
appropriate manner?
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Step 6: Ensure Use of Evaluation Findings and
Share Lessons Learned

The ultimate purpose of program evaluation is to use the information to improve programs. The
purpose(s) you identified early in the evaluation process should guide the use of the evaluation
results. The evaluation results can be used to demonstrate the effectiveness of your program,
identify waysto improve your program, modify program planning, demonstrate accountability, and
justify funding.

Additional usesinclude the following:

e Todemonstrate to legislators or other stakeholders that resources are being well spent and
that the program is effective.

To aid in forming budgets and justify the allocation of resources.
To compare outcomes with those of previous years.

To compare actual outcomes with intended outcomes.

To suggest realistic intended outcomes.

To support annual and long-range planning.

To focus attention on issues important to your program.

To promote your program.

To identify partners for collaborations.

To enhance the image of your program.

To retain or increase funding.

To provide direction for program staff.

To identify training and technical assistance needs.

What's involved in ensuring use and sharing lessons learned? Five elements are important in
making sure that the findings from an evaluation are used:

Recommendations
Preparation
Feedback
Follow-up
Dissemination

Making Recommendations

Recommendations are actions to consider as a result of an evaluation. Recommendations can
strengthen an evaluation when they anticipate and react to what users want to know, and may
undermine an evaluation’s credibility if they are not supported by enough evidence, or are not in
keeping with stakeholders' values.
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Y our recommendationswill depend on the audience and the : :
purpose of the evaluation (see text box). Remember, you Sig‘reR'De%tgrrT‘]tr's'eﬁég'ii’;‘;es
identified many or all of these key audiencesin Step 1, and

have engaged many of them throughout as stakeholders. e Local programs
Hence, you have maximized the chances that the | * I:hte state hlea'th department
recommendationsthat you eventually mekearerelevantand | T S councrs

. . . tate legislators
useful to them. Y ou know theinformation your stakeholders e Schools
want and what isimportant to them. Their feedback early on e Workplace owners
in the evaluation makes their eventual support of your e Parents

e Police departments or

recommendations more likely.
enforcement agencies

Health care providers
Contractors

Health insurance agencies
Advocacy groups

llustrations from Cases

Here are some examples, using the case illustrations, of
recommendations tailored to different purposes and for
different audiences:

Audience: Local provider immunization program.

Purpose of Evaluation: Improve program efforts.

Recommendation: Thirty-five percent of providersin Region 2 recalled the content of the monthly
provider newsletter. To meet the current objective of a50% recall rate among this population group,
we recommend varying the media messages by specialty, and increasing the number of messages
targeted through journals for the targeted specialties.

Audience: Legidators.

Purpose of Evaluation: Demonstrate effectiveness.

Recommendation: Last year, atargeted education and media campaign about the need for private
provider participation in adult immunization was conducted across the state. Eighty percent of
providers were reached by the campaign and reported a change in attitudes towards adult
immuni zation—atwofold increase from the year before. We recommend the campai gn be continued
and expanded to include an emphasis on minimizing missed opportunities of providersto conduct
adult immunizations.

Audience: County health commissioners.

Purpose of Evaluation: Demonstrate effectiveness of CLPP efforts.

Recommendation: In this past year, county staff identified all homes with EBLL children in
targeted sections of the county. Data indicate that only 30% of these homes have been treated to
eliminate the source of thelead poisoning. Werecommend that you incorporate compliance checks
for the lead ordinance into the county’s housing inspection process and apply penalties for
noncompliance by private landlords.

Audience: Foundation funding source for affordable housing program.

Purpose of Evaluation: Demonstrate fiscal accountability.

Recommendation: For the past 5 years, the program has worked through local coalitions,
educational campaigns, and mediaeffortsto increase engagement of volunteers and sponsors, and to
match them with 300 needy families to build and sell ahouse. More than 90% of the families are
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still in their homes and making timely mortgage payments. But, while families report satisfaction
with their new housing arrangement, we do not yet see evidence of changes in employment and
school outcomes. We recommend continued support for the program but expansion to include an
emphasis on tutoring and life coaching by the volunteers.

Preparation

Preparation refersto the stepstaken to get ready to eventually usethe evaluation findings. Through
preparation, stakeholders can:

e Strengthen their ability to translate new knowledge into appropriate action.

e Discuss how potential findings might affect decision-making.

e Explorepositive and negative implications of potential resultsand identify different options
for program improvement.

Feedback

Feedback isthe communication that occurs among everyoneinvolved in the evaluation. Feedback,
necessary at all stages of the eval uation process, creates an atmosphere of trust among stakeholders.
Early in an evaluation, the process of giving and receiving feedback keeps an evaluation on track by
keeping everyoneinformed about how the program isbeing implemented and how the evaluationis
proceeding. Astheevaluation progresses and preliminary results become available, feedback helps
ensure that primary intended users and other stakeholders have opportunities to comment on
evaluation decisions. Vauable feedback can be obtained by holding discussions and routinely
sharing interim findings, provisional interpretations, and draft reports.

Follow-up

Although follow-up refersto the support that many users need throughout the eval uation process, in
thisstep, in particular, it refersto the support that isneeded after usersreceive eval uation results and
begin to reach and justify their conclusions. Active follow-up can achieve the following:

e Remind users of the intended uses of what has been learned.

e Help to prevent misuse of results by ensuring that evidence is applied to the questions that
were the evaluation’ s central focus.

¢ Prevent lessonslearned from becoming lost or ignored in the process of making complex or
political decisions.

Dissemination: Sharing the Results and the Lessons Learned From
Evaluation

Dissemination isthe process of communicating eval uation procedures or lessons|earned to relevant
audiences in atimely, unbiased, and consistent manner. Regardless of how communications are
structured, the goal for disseminationisto achievefull disclosure and impartial reporting. Planning
effective communications requires
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e Advance discussion of the reporting strategy with intended users and other stakeholders
e Maitching the timing, style, tone, message source, vehicle, and format of information

products to the audience.

Some methods of getting the information to your audience include

e Mailings

e Websites

e Community forums

e Media (television, radio, newspaper)
e Personal contacts

e Listservs

e Organizational newdetters.

If a formal evaluation report is the chosen format, the
evaluation report must clearly, succinctly, and impartially
communicate all parts of the evaluation (see text box).
The report should be written so that it is easy to
understand. It need not be lengthy or technical. You
should also consider oral presentationstailored to various
audiences. An outline for atraditional evaluation report
might look like this:

e Executive Summary

e Background and Purpose
o Program background
o Evaluation rationale
o Stakeholder identification and engagement
0 Program description
0 Key evaluation questions/focus

e Evaluation Methods

o Design
Sampling procedures
Measures or indicators
Data collection procedures
Data processing procedures
Analysis
o Limitations

OO0 O0O0O0

e Results

e Discussion and Recommendations

Introduction to Program Evaluation for Public Health Programs

Tips for
Writing Your Evaluation Report

e Tailor the report to your
audience; you may need a
different version of your report for
each segment of your audience.

e Present clear and succinct
results.

e Summarize the stakeholder roles
and involvement.

e Explain the focus of the
evaluation and its limitations.

e Summarize the evaluation plan
and procedures.

e List the strengths and
weaknesses of the evaluation.

e List the advantages and
disadvantages of the
recommendations.

e Verify that the report is unbiased
and accurate.

e Remove technical jargon.

e Use examples, illustrations,
graphics, and stories.

e Prepare and distribute reports on
time.

¢ Distribute reports to as many

ctalkkahnldare ac nnecihla
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Applying Standards

Thethree standards that most directly apply to Step 6—Ensure Use and Share Lessons L earned—are
utility, propriety, and accuracy. Asyou useyour own evaluation results, the questions presented in
Table 6.1 can help you to clarify and achieve these standards.

Table 6.1
Standards for Step 6:
Ensure Use and Share Lessons Learned

Standard Questions

Utility ¢ Do reports clearly describe the program, including its context, and the evaluation’s
purposes, procedures, and findings?

e Have you shared significant mid-course findings and reports with users so that the
findings can be used in a timely fashion?

e Have you planned, conducted, and reported the evaluation in ways that encourage
follow-through by stakeholders?

Feasibility e Is the format appropriate to your resources and to the time and resources of the
audience?
Propriety e Have you ensured that the evaluation findings (including the limitations) are made

accessible to everyone affected by the evaluation and others who have the right to

receive the results?

Accuracy ¢ Have you tried to avoid the distortions that can be caused by personal feelings and other
biases?

o Do evaluation reports impartially and fairly reflect evaluation findings?

Evaluationisapractical tool that states can useto inform programs’ efforts and assesstheir impact.
Program evaluation should be well integrated into the day-to-day planning, implementation, and
management of public health programs. Program evaluation complements CDC's operating
principlesfor public health, which include using science as abasis for decision-making and action,
expanding the quest for social equity, performing effectively asaservice agency, and making efforts
outcome-oriented. These principleshighlight the need for programsto devel op clear plans, inclusive
partnerships, and feedback systems that support ongoing improvement. CDC is committed to
providing additional tools and technical assistanceto statesand partnersto build and enhancetheir
capacity for evaluation.
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Checklist for Ensuring That Evaluation Findings Are Used and

Sharing Lessons Learned

OO0 odobodonodndgndnodg o d

Identify strategiesto increase the likelihood that evaluation findings will be used.

Identify strategies to reduce the likelihood that information will be misinterpreted.

Provide continuous feedback to the program.

Prepare stakeholders for the eventual use of evaluation findings.
Identify training and technical assistance needs.

Use evaluation findings to support annual and long-range planning.
Use evaluation findings to promote your program.

Use evaluation findings to enhance the public image of your program.

Schedul e follow-up meetings to facilitate the transfer of evaluation conclusions.

Disseminate procedures used and lessons learned to stakeholders.
Consider interim reports to key audiences.

Tailor evaluation reports to audience(s.)

Revisit the purpose(s) of the evaluation when preparing recommendations.
Present clear and succinct findingsin atimely manner.

Avoid jargon when preparing or presenting information to stakeholders.

Disseminate evaluation findings in several ways.

Introduction to Program Evaluation for Public Health Programs
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Worksheet 6A
Communicating Results

This format would be This channel(s) would
| need to communicate to this audience most appropriate be most effective

Worksheet 6B
Ensuring Follow-up

The following will follow up with This support is available
users of the evaluation findings In this manner for follow-up
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Glossary

Accountability: The responsibility of program managers and staff to provide evidence to
stakehol ders and funding agenciesthat aprogram iseffective and in conformance with its coverage,
service, legal, and fiscal requirements.

Accuracy: The extent to which an evaluation istruthful or valid in what it says about a program,
project, or material.

Activities. The actual events or actions that take place as a part of the program.

Attribution: The estimation of the extent to which any results observed are caused by a program,
meaning that the program has produced incremental effects.

Breadth: The scope of the measurement’ s coverage.

Case study: A data collection method that involves in-depth studies of specific cases or projects
within a program. The method itself is made up of one or more data collection methods (such as
interviews and file review).

Causal inference: Thelogical process used to draw conclusions from evidence concerning what
has been produced or “caused” by aprogram. To say that a program produced or caused a certain
result means that, if the program had not been there (or if it had been there in a different form or
degree), then the observed result (or level of result) would not have occurred.

Comparison group: A group not exposed to aprogram or treatment. Also referred to asacontrol
group.

Comprehensiveness. Full breadth and depth of coverage on the evaluation issues of interest.

Conclusion validity: The ability to generalize the conclusions about an existing program to other
places, times, or situations. Both internal and external validity issues must be addressed if such
conclusions are to be reached.

Confidence level: A statement that the true value of a parameter for a population lies within a
specified range of values with a certain level of probability.

Control group: In quasi-experimental designs, a group of subjects who receive all influences
except the program in exactly the same fashion as the treatment group (the latter called, in some
circumstances, the experimental or program group). Also referred to as a non-program group.

Cost-benefit analysis: An analysis that combines the benefits of a program with the costs of the
program. The benefits and costs are transformed into monetary terms.
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Cost-effectiveness analysis: An anaysis that combines program costs and effects (impacts).
However, the impacts do not have to be transformed into monetary benefits or costs.

Cross-sectional data: Data collected at one point in time from various entities.

Data collection method: The way facts about a program and its outcomes are amassed. Data
collection methods often used in program evaluationsinclude literature search, file review, natural
observations, surveys, expert opinion, and case studies.

Depth: A measurement’s degree of accuracy and detail.

Descriptive statistical analysis: Numbers and tabulations used to summarize and present
guantitative information concisely.

Diffusion or imitation of treatment: Respondentsin one group get the effect intended for the
treatment (program) group. Thisisathreat to internal validity.

Direct analytic methods. Methods used to process datato provide evidence on the direct impacts
or outcomes of a program.

Evaluation design: Thelogica model or conceptua framework used to arrive at conclusions about
outcomes.

Evaluation plan: A written document describing the overall approach or design that will beusedto
guide an evaluation. It includeswhat will be done, how it will be done, who will doit, when it will
be done, why the evaluation is being conducted, and how the findings will likely be used.

Evaluation strategy: The method used to gather evidence about one or more outcomes of a
program. An evaluation strategy is made up of an evaluation design, adata collection method, and
an analysis technique.

Ex ante cost-benefit or cost-effectivenessanalysis. A cost-benefit or cost-effectiveness analysis
that does not estimate the actual benefits and costs of aprogram but that uses hypothesized before-
the-fact costs and benefits. This type of analysis is used for planning purposes rather than for
evaluation.

Ex post cost-benefit or cost-effectivenessanalysis: A cost-benefit or cost-effectiveness analysis
that takes place after a program has been in operation for sometime and that is used to assess actual
costs and actual benefits.

Executivesummary: A nontechnical summary statement designed to provide aquick overview of
the full-length report on which it is based.
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Experimental (or randomized) designs. Designsthat try to ensuretheinitial equivalenceof oneor
more control groupsto atreatment group by administratively creating the groups through random
assignment, thereby ensuring their mathematical equivalence. Examples of experimental or
randomized designs are randomized block designs, Latin square designs, fractional designs, and the
Solomon four-group.

Expert opinion: A data collection method that involves using the perceptions and knowledge of
experts in functional areas as indicators of program outcome.

External validity: The ability to generalize conclusions about a program to future or different
conditions. Threats to external validity include selection and program interaction, setting and
program interaction, and history and program interaction.

Filereview: A datacollection method involving areview of program files. There are usually two
types of program files: general program filesand filesonindividual projects, clients, or participants.

Focusgroup: A group of people selected for their relevance to an evaluation that is engaged by a
trained facilitator in aseries of discussionsdesigned for sharing insights, ideas, and observationson
atopic of concern.

History: Events outside the program that affect the responses of those involved in the program.

History and program interaction: The conditions under which the program took place are not
representative of future conditions. Thisisathreat to external validity.

Ideal evaluation design: The conceptual comparison of two or more situations that are identical
except that in one case the program is operational. Only one group (the treatment group) receives
the program; the other groups (the control groups) are subject to all pertinent influences except for
the operation of the program, in exactly the same fashion as the treatment group. Outcomes are
measured in exactly the same way for both groups and any differences can be attributed to the
program.

Implicit design: A design with no formal control group and where measurement is made after
exposure to the program.

Indicator: A specific, observable, and measurabl e characteristic or change that showsthe progress
aprogram is making toward achieving a specified outcome.

Inferential statistical analysis: Statistical analysis using models to confirm relationships among
variables of interest or to generalize findings to an overall population.

I nformal conver sational interview: Aninterviewing techniquethat relieson the natural flow of a

conversation to generate spontaneous questions, often as part of an ongoing observation of the
activities of a program.
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Inputs. Resourcesthat go into a program in order to mount the activities successfully.

Instrumentation: The effect of changing measuring instruments from one measurement to another,
aswhen different interviewers are used. Thisisathreat to internal validity.

I nteraction effect: Thejoint net effect of two (or more) variables affecting the outcome of aquasi-
experiment.

Internal validity: The ability to assert that a program has caused measured results (to a certain
degree), in the face of plausible potentia aternative explanations. The most common thrests to
internal validity are history, maturation, mortality, selection bias, regression artifacts, diffusion, and
imitation of treatment and testing.

Interview guide: A list of issues or questionsto be raised in the course of an interview.

Interviewer bias: The influence of the interviewer on the interviewee. This may result from
several factors, including the physical and psychological characteristics of the interviewer, which
may affect the interviewees and cause differential responses among them.

List sampling: Usually inreferenceto telephoneinterviewing, atechnique used to select asample.
Theinterviewer starts with asampling frame containing telephone numbers, selectsaunit fromthe
frame, and conducts an interview over the telephone either with a specific person at the number or
with anyone at the number.

Literature search: A data collection method that involves an identification and examination of
research reports, published papers, and books.

Logic model: A systematic and visual way to present the perceived relationships among the
resources you have to operate the program, the activities you plan to do, and the changes or results
you hope to achieve.

Longitudinal data: Datacollected over aperiod of time, sometimesinvolving astream of datafor
particular persons or entities over time.

Macr o-economic model: A model of theinteractions between the goods, labor, and assets markets
of an economy. The model is concerned with the level of outputs and prices based on the
interactions between aggregate demand and supply.

Main effects. The separate independent effects of each experimental variable.

Matching: Dividing the populationinto “blocks’ in terms of one or more variables (other than the
program) that are expected to have an influence on the impact of the program.

Maturation: Changesin the outcomes that are a consequence of time rather than of the program,
such as participant aging. Thisisathreat to internal validity.
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M easur ement validity: A measurement isvalid to the extent that it representswhat it isintended
and presumed to represent. Valid measures have no systematic bias.

Measuring devicesor instruments. Devicesthat are used to collect data (such as questionnaires,
interview guidelines, and observation record forms).

Micro-economic model: A model of the economic behavior of individual buyersand sellers, ina
specific market and set of circumstances.

Monetary policy: Government action that influences the money supply and interest rates. May
also take the form of a program.

Mortality: Treatment (or control) group participants dropping out of the program. It can
undermine the comparability of the treatment and control groups and isathreat to internal validity.

Multiple lines of evidence: The use of several independent evaluation strategies to address the
same evaluation issue, relying on different data sources, on different analytical methods, or on both.

Natural observation: A data collection method that involves on-site visits to locations where a
programisoperating. It directly assessesthe setting of aprogram, itsactivities, and individualswho
participate in the activities.

Non-probability sampling: When the units of a sample are chosen so that each unit in the
population does not have a cal culable non-zero probability of being selected in the sample.

Non-response: A situation in which information from sampling unitsis unavailable.
Non-responsebias. Potential skewing because of non-response. The answersfrom sampling units
that do produceinformation may differ onitemsof interest from the answersfrom the sampling units
that do not reply.

Non-sampling error: The errors, other than those attributable to sampling, that arise during the
course of amost all survey activities (even a complete census), such as respondents different

interpretation of questions, mistakes in processing results, or errorsin the sampling frame.

Objective data: Observations that do not involve personal feelings and are based on observable
facts. Objective data can be measured quantitatively or qualitatively.

Objectivity: Evidence and conclusions that can be verified by someone other than the original
authors.

Order bias. A skewing of results caused by the order in which questions are placed in a survey.

Outcome effectivenessissues: A class of evaluation issues concerned with the achievement of a
program’ s objectives and the other impacts and effects of the program, intended or unintended.
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Outcomeevaluation: The systematic collection of information to assess the impact of aprogram,
present conclusions about the merit or worth of aprogram, and make recommendations about future
program direction or improvement.

Outcomes. The results of program operations or activities; the effects triggered by the program.
(For example, increased knowledge, changed attitudes or beliefs, reduced tobacco use, reduced TB
morbidity and mortality.)

Outputs: Thedirect products of program activities, immediate measures of what the program did.

Plausible hypotheses: Likely alternative explanations or ways of accounting for program results,
meaning those involving influences other than the program.

Population: The set of units to which the results of a survey apply.

Primary data: Data collected by an evaluation team specifically for the evaluation study.
Probability sampling: The selection of units from a population based on the principle of
randomization. Every unit of the population has a calculable (non-zero) probability of being

sel ected.

Process evaluation: The systematic collection of information to document and assess how a
program was implemented and operates.

Program evaluation: The systematic collection of information about the activities, characteristics,
and outcomes of programs to make judgments about the program, improve program effectiveness,
and/or inform decisions about future program devel opment.

Program goal: A statement of the overall mission or purpose(s) of the program.
Propriety: The extent to which the evaluation has been conducted in a manner that evidences
uncompromising adherence to the highest principlesand ideals (including professional ethics, civil

law, moral code, and contractual agreements).

Qualitative data: Observations that are categorical rather than numerical, and often involve
knowledge, attitudes, perceptions, and intentions.

Quantitative data: Observations that are numerical.
Quasi-experimental design: Study structuresthat use comparison groupsto draw causal inferences
but do not use randomization to create the treatment and control groups. The treatment group is

usually given. The control group is selected to match the treatment group as closely as possible so
that inferences on the incremental impacts of the program can be made.
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Random digit dialing: Intelephoneinterviewing, atechnique used to select asample. A computer,
using a probability-based dialing system, selects and dials a number for the interviewer.

Randomization: Use of a probability scheme for choosing a sample. This can be done using
random number tables, computers, dice, cards, and so forth.

Regression artifacts: Pseudo-changesin program results occurring when persons or treatment units
have been selected for the program on the basis of their extreme scores. Regression artifactsarea
threat to internal validity.

Reliability: The extent to which a measurement, when repeatedly applied to a given situation
consistently produces the same results if the situation does not change between the applications.
Reliability can refer to the stability of the measurement over time or to the consistency of the
measurement from place to place.

Replicate sampling: A probability sampling technique that involves the selection of a number of
independent samples from a popul ation rather than one single sample. Each of the smaller samples
istermed areplicate and isindependently selected on the basis of the same sample design.

Resources. Assets available and anticipated for operations. They include people, equipment,
facilities, and other things used to plan, implement, and evaluate programs.

Sample size: The number of unitsto be sampled.
Sample size formula: An equation that varies with the type of estimate to be made, the desired
precision of the sample and the sampling method, and which is used to determine the required

minimum sample size.

Samplingerror: Theerror attributed to sampling and measuring aportion of the population rather
than carrying out a census under the same general conditions.

Sampling frame: Complete list of all people or households in the target population.

Sampling method: The method by which the sampling units are selected (such as systematic or
stratified sampling).

Sampling unit: Theunit used for sampling. The population should be divisibleinto afinite number
of distinct, non-overlapping units, so that each member of the population belongs to only one
sampling unit.

Secondary data: Data collected and recorded by another (usually earlier) person or organization,
usually for different purposes than the current evaluation.
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Selection and program interaction: The uncharacteristic responsiveness of program participants
becausethey are aware of beingin the program or being part of asurvey. Thisinteractionisathreat
to internal and externa validity.

Selection bias: When the treatment and control groups involved in the program are initially
statistically unequal in terms of one or more of the factors of interest. Thisisathreat to internal
validity.

Setting and program interaction: When the setting of the experimental or pilot project is not
typical of the setting envisioned for the full-scale program. Thisinteraction isathreat to external
validity.

Stakeholders: People or organizationsthat areinvested in the program or that are interested in the
results of the evaluation or what will be done with results of the evauation.

Standard: A principle commonly agreed to by expertsin the conduct and use of an evaluation for
the measure of the value or quality of an evaluation (e.g., accuracy, feasibility, propriety, utility).

Standard deviation: The standard deviation of a set of numerical measurements (on an “interval
scale”). Itindicates how closely individual measurements cluster around the mean.

Standardized format interview: An interviewing technique that uses open-ended and
closed-ended interview questionswritten out before theinterview in exactly the way they are asked
later.

Statistical analysis: The manipulation of numerical or categorical datato predict phenomena, to
draw conclusions about relationships among variables or to generalize results.

Statistical model: A model that isnormally based on previousresearch and permitstransformation
of aspecificimpact measureinto another specific impact measure, one specific impact measureinto
a range of other impact measures, or a range of impact measures into a range of other impact
measures.

Statistically significant effects: Effects that are observed and are unlikely to result solely from
chance variation. These can be assessed through the use of statistical tests.

Stratified sampling: A probability sampling technique that divides a population into relatively
homogeneous layers called strata, and selects appropriate samples independently in each of those
layers.

Subjectivedata: Observationsthat involve personal feglings, attitudes, and perceptions. Subjective
data can be measured quantitatively or qualitatively.
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Surveys. A data collection method that involves a planned effort to collect needed data from a
sample (or acompl ete census) of therelevant population. Therelevant population consists of people
or entities affected by the program (or of similar people or entities).

Testing bias:. Changes observed in a quasi-experiment that may be the result of excessive
familiarity with the measuring instrument. Thisisa potential threat to internal validity.

Treatment group: In research design, the group of subjects that receives the program. Also
referred to as the experimental or program group.

Utility: The extent to which an evaluation produces and disseminates reports that inform relevant
audiences and have beneficial impact on their work.

Introduction to Program Evaluation for Public Health Programs Page 87



Program Evaluation Resources

Some Web-based Resources

Centersfor Disease Control and Prevention: http://www.cdc.gov/eval/

Community Tool Box, University of Kansas: http://ctb.ku.edu/

Harvard Family Research Project: http://www.gse.harvard.edu/hfrp/

Innovation Network: http://innonet.org

University of Wisconsin Cooperative Extension:

- Evaluation Resources: http://www.uwex.edu/ces/pdande/

- Logic Model Course: http://www1.uwex.edu/ces/Imcourse

W.K. Kellogg Foundation: http://www.wkkf.org/Programming/Overview.aspx?CID=281
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Nationa Center for Chronic Disease Prevention and Health Promotion, 1995.

Fetterman DM, Kaftarian SJ, Wandersman A. Empowerment eval uation: Knowledge and toolsfor
self-assessment and accountability. Thousand Oaks, CA: Sage Publications, 1996,

Patton M Q. Utilization-focused evaluation. Thousand Oaks, CA: Sage Publications, 1997.

Rossi PH, Freeman HE, Lipsey MW. Evaluation: A systematic approach. Newbury Park, CA: Sage
Publications, 1999.

Shadish WR, Cook TD, Leviton L C. Foundations of program evaluation. Newbury Park, CA: Sage
Publications, 1991.

Taylor-Powell E, Steele S, Douglas M. Planning aprogram evaluation. Madison, WI: University of
Wisconsin Cooperative Extension, 1996 (see Web-based entry on page 66).

University of Toronto, Health Communication Unit at the Center for Health Promotion. Evaluating
health promotion programs (see Web-based entry on page 66).
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