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Abstract

This paper presents some research developments in primitive equation ocean models which could impact
the ocean component of realistic global coupled climate models aimed at large-scale, low frequency climate
simulations and predictions. It is written primarily to an audience of modellers concerned with the ocean
component of climate models, although not necessarily experts in the design and implementation of ocean
model algorithms. Ó 2001 Elsevier Science Ltd. All rights reserved.

1. Introduction

The purpose of this paper is to present some developments in primitive equation ocean models
which could impact the ocean component of realistic global climate models aimed at large-scale,
low frequency climate simulations and predictions. It is written primarily to an audience of
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modellers concerned with the ocean component of climate models, although not necessarily ex-
perts in the design and implementation of ocean model algorithms.

The authors of this paper comprise the World Climate Research Programme (WCRP)/World
Ocean Circulation Experiment (WOCE) Working Group on Ocean Model Development
(WGOMD) (see http://www.ifremer.fr/lpo/WGOMD/ for details). There are various
``Terms of Reference'' for this working group, of which the following three provide motivation for
the preparation of this document: (1) To stimulate the development of ocean models for research
in climate and related ®elds, with a focus on decadal and longer timescales at mid- and high-
latitudes. (2) To encourage investigations of the e�ects of model formulation on the results of
ocean models, making use of sensitivity studies and intercomparisons. (3) To publicize develop-
ments in ocean models amongst the climate modelling community.

Given these mandates, we aim with this document to provide a readable account of what the
authors consider to be a selected number of ``Best Practices'' in ocean climate modelling. We have
attempted to be fair, thorough, and objective in our presentation. Given our limitations, we
certainly will fail in some aspects. It is our hope that this paper will nonetheless be of use for a
broad range of climate modellers, including those with minimal knowledge of ocean modelling.
Quite generally, we feel it to be vital for the development of sound climate models that such e�orts
at communication between the various climate sub-®elds be encouraged and fostered.

1.1. Representation and parameterization

Ocean climate models are tools used to numerically simulate the large space-time scales which
characterize the ocean climate system. Realizing simulations of physical integrity requires both an
ability to accurately represent the various phenomena which are resolved, and an ability to pa-
rameterize those scales of variability which are not resolved. For example, the representation of
transport falls under the class of problems addressed by numerical advection schemes, whereas
parameterizing sub-grid-scale transport is linked to turbulence closure considerations. Although
there are often areas of overlap between representation and parameterization, the distinction is
useful to make and it generally lies at the heart of various model development issues.

1.2. Vertical coordinates

A key characteristic of rotating and strati®ed ¯uids, such as the ocean, is the dominance of
lateral over vertical transport. Hence, it is traditional in ocean modelling to orient the two hor-
izontal coordinates orthogonal to the local vertical direction as determined by gravity. The more
di�cult choice is how to specify the vertical coordinate. Indeed, as noted by various ocean
modelling studies such as DYNAMO (DYNAMO Group, 1997; Willebrand et al., 2000) and
DAM�EE (Chassignet and Malanotte-Rizzoli, 2000; Chassignet et al., 2000), the choice of vertical
coordinate system is the single most important aspect of an ocean model's design. The practical
issues of representation and parameterization are often directly linked to the vertical coordinate
choice. It is here where details are crucial. Currently, there are three main vertical coordinates in
use, none of which provide universal utility. Hence, many developers have been motivated to
pursue research into hybrid approaches, some of which are mentioned in this paper.
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1.3. Contents

This paper starts in Section 2 with an overview of vertical coordinates and introduces some
advantages and disadvantages of the di�erent choices. We then discuss further numerical and
physical issues of importance to ocean climate modelling. In particular, Section 3 discusses
horizontal coordinates (spherical and/or generalized orthogonal), horizontal grids (Arakawa A,
B, C, D, or E), and time stepping schemes in use amongst the various models. The time stepping
schemes are closely tied to the discretized barotropic dynamics, which are presented in Section 4.
Section 5 summarizes some developments in parameterizing the planetary boundary layer (PBL).
Section 6 presents advances in representing bottom topography in z-coordinate models. Section 7
discusses the crucial problem of representing and parameterizing over¯ow processes in climate
models. Section 8 highlights issues relevant for incorporating a realistic equation of state. Section
9 comments on the di�culties of faithfully simulating tracer transport in the ocean interior with
non-isopycnal models. Section 10 points out some issues with discretizing momentum transport.
Section 11 comments on research aimed at parameterizing mesoscale eddies in coarse resolution
models. Section 12 summarizes the various methods used to dissipate linear momentum. Finally,
Section 13 o�ers some closing remarks regarding trends and the need to employ higher resolution
for climate modelling.

1.4. Limitations

As mentioned above, we have aimed here to present a fair treatment of the many diverse areas
of activity ongoing in the ocean climate modelling community. Unfortunately, various limitations
kept us from doing justice to all developments. Notably, we have chosen to focus on ocean model
developments alone; the formidable issues of coupling to other component models, initialization,
data assimilation, forcing, etc., are beyond our scope. Additionally, we concentrate on issues
central to decadal to centennial problems, although many of the topics will be of interest for high
resolution modelling as well as ocean models for coupled seasonal to interannual forecasting.
Finally, we fail to provide a thorough discussion of developments with terrain following r-co-
ordinate models. The central reason is the absence of examples of global climate models in use
with a r-coordinate ocean. Further elaboration is given in Section 2.

As we hope to show, the ®eld of ocean climate modelling is currently in a healthy stage of
adolescence. The maturation of a ®eld is arguably paralleled by the publication of textbooks
which help to establish an intellectual base. Some books are highlighted here as they provide
added discussions of many points which we can only touch on the surface. The numerical geo-
physical ¯uids book by Durran (1999) and the numerical ocean modelling books by Kowalik and
Murty (1993) and Haidvogel and Beckmann (1999) are recommended for a more detailed over-
view of numerical modelling. Additionally, the books edited by O'Brien (1986) and Chassignet
and Verron (1998) provide valuable sources of pedagogical articles on various fundamental and
applied aspects of ocean climate modelling and parameterization. Finally, the recent publication
of the massive two volume series by Kantha and Clayson (2000a,b) provide a signi®cant and
valuable contribution to the ®eld.

Even with omissions and partial treatments, this paper is quite long and dense with informa-
tion. To help alleviate the burden on the reader, each section is generally independent, save for a
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common dependence on the vertical coordinate Section 2. Additionally, the conclusion of each
section provides an itemized summary of its main points. The accumulation of these summary
items, as well as the points highlighted in Section 2, can serve as an ``executive summary'' for the
document.

2. Vertical coordinate

Fig. 1 illustrates the three regimes of the ocean germane to the considerations of an appropriate
vertical coordinate. First, there is the surface mixed layer. This is a region which is generally
turbulent and dominated by transfers of momentum, heat, freshwater, and tracers with the
overlying atmosphere, sea ice, rivers, etc., which makes it of prime importance for climate system
modelling. It is typically very well-mixed in the vertical through three-dimensional convective/
turbulent processes. These processes involve non-hydrostatic physics which requires very high
horizontal and vertical resolution (i.e., a vertical to horizontal grid aspect ratio near unity) to
explicitly represent. A parameterization of these processes is therefore necessary in primitive
equation ocean models. In contrast, tracer transport processes in the ocean interior predomi-
nantly occur along constant density directions (more precisely, along neutral directions as de-
scribed by McDougall, 1987a). Therefore, water mass properties in the interior tend to be
preserved over large space and time scales (e.g., basin and decade scales). The ocean's bottom
topography acts as a strong forcing on the overlying currents and so directly in¯uences dynamical
balances. In an unstrati®ed ocean, the ¯ow generally follows lines of constant f =H , where f is the
Coriolis parameter and H ocean depth. In a strati®ed ocean the e�ective vertical scale is reduced
(see Hogg, 1973), and so control over the dynamics is also reduced. Finally, there are several
regions where density driven currents (over¯ows) and turbulent bottom boundary layer (BBL)
processes act as a strong determinant of water mass characteristics. Many such processes are
crucial for the formation of deep water properties in the World Ocean.

Fig. 1. Schematic of an ocean basin illustrating the three regimes of the ocean germane to the considerations of an

appropriate vertical coordinate. The surface mixed layer is naturally represented using z-coordinates; the interior is

naturally represented using isopycnal q-coordinates; and the bottom boundary is naturally represented using terrain

following r-coordinates.
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Fig. 1 represents an idealization. For example, in continental shelf regions and in the vicinity of
islands, the distinction between the three regimes is blurred. Nonetheless, this picture provides a
useful conceptual basis from which to formulate the dynamical equations describing the ocean,
and hence to design ocean models.

Another general consideration relevant to coordinate choice relates to the importance of the
hydrostatic and geostrophic balances for geophysical ¯uids. For numerical accuracy and analytic
simplicity, it is useful to describe these balances with a convenient set of coordinates. In particular,
measuring vertical distances in the direction parallel to gravity, and horizontal distances per-
pendicular to gravity, yields simple equations. Ocean models based on z, r and q vertical coor-
dinates are canonical examples. These three choices represent speci®c generalized vertical
coordinate systems, which are discussed by Starr (1945), Sutcli�e, 1947, Phillips (1957), Bleck
(1978), Haltiner and Williams (1980) and others (see in particular the appendix to McDougall,
1995). An alternative approach is to make ``vertical'' measurements perpendicular to surfaces of
the constant generalized vertical coordinate (i.e., perpendicular to r or q surfaces). The result,
however, is a cumbersome set of dynamical equations which are not used in practice for large-
scale ocean models.

2.1. Z-models

The simplest choice of vertical coordinate is z, which represents the vertical distance from a
resting 1 ocean surface at z � 0, with z positive upwards and z � ÿH�x; y� the topography. Z-
models have been around for many decades, with the pioneering work of Bryan (1969a), and then
Semtner (1974) and Cox (1984) leading to the development of the ®rst ocean model used for
studies of global climate (e.g., Bryan, 1969b; Bryan et al., 1975). The latest incarnation in this
lineage is version 3 of the GFDL Modular Ocean Model (MOM), which is extensively docu-
mented in the MOM manual of Pacanowski and Gri�es (1999). Southampton Oceanography
Centre's MOMA (Webb, 1996) and ocean circulation and climate advanced modelling project
(OCCAM) (Webb et al., 1997, 1998a), their derivative SEA (The Southampton-East Anglia
Parallel Ocean Circulation Model), the Los Alamos Parallel Ocean Program (POP; Smith et al.,
1992; Dukowicz and Smith, 1994), and the Hadley Centre's ocean model (Gordon et al., 2000) are
also directly linked to the Bryan±Cox±Semtner model. Other z-models less directly tied to this
lineage include the Canadian CANDIE model (Sheng et al., 1998; Lu et al., 2000), which is a
modi®cation of the DieCAST model of Dietrich et al. (1987), the Center for Climate System
Research (Tokyo) Ocean COmponent (COCO) model (Hasumi, 2000), the Goddard Institute for
Space Studies (GISS) model (Russell et al., 1995), the Hamburg Ocean Primitive Equation
(HOPE) model (Wol� et al., 1997), the LODYC's OPA model (Madec et al., 1998), and the MIT
model (Marshall et al., 1997a,b). The MIT model is notable for its hydrostatic and non-hydro-
static capabilities, thus allowing for systematic tests of the validity of the hydrostatic approxi-
mation for climate modelling. Table 1 provides a summary of these models and how they can be
accessed.

1 That is, a static ocean under hydrostatic balance.
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Some key advantages of z-models are the following:
· The simplest of numerical discretization approaches have been used, to some success, in this

framework. This has allowed z-models to be used for climate purposes soon after their initial
development, thus providing valuable years of experience with this class of model.

· For a Boussinesq ¯uid, the horizontal pressure gradient can be easily represented.
· The equation of state for ocean water, which is highly non-linear and important for determin-

ing water mass properties, can be cleanly and accurately represented.
· The surface mixed layer is naturally parameterized using a z-coordinate. In general, a z-coor-

dinate provides a useful framework for representing diabatic processes.
Some of the disadvantages are

· The representation of tracer advection and di�usion along inclined density surfaces in the ocean
interior is cumbersome.

· Representation and parameterization of the BBL is unnatural.
· Representation of bottom topography is di�cult.

These aspects of z-models will be discussed at more length in the following sections. As might
be expected, much of the research into z-model development has focused on remedying the
cumbersome aspects.

Table 1

Summary of z-coordinate ocean models currently developed and supported with applications to climate related studiesa

Model/Institute/Language Documentation Web site

CANDIE/Dalhousie/F77 Sheng et al. (1998),

Lu et al. (2000)

www.phys.ocean.dal.ca/programs/CANDIE

COCO/CCSR/F77 Hasumi (2000) www.ccsr.u-tokyo.ac.jp/�hasumi/COCO/
GISS/GISS/F77 Russell et al. (1995) www.giss.nasa.gov/gpol/abstracts/

1995.RussellMiller.html

Hadley/Hadley/F77 Gordon et al. (2000)

HOPE/DKRZ/F77 Wol� et al. (1997) www.dkrz.de/forschung/reports.html

MIT/MIT/F77 Marshall et al. (1997a,b) mitgcm.lcs.mit.edu

MOM/GFDL/F77-F90 Pacanowski and Gri�es (1999) www.gfdl.gov/MOM.html

MOMA/SOC/F77 Webb et al. (1997, 1998a) www.mth.uea.ac.uk/ocean/SEA

SEA/EA/F77 Webb (1996) www.mth.uea.ac.uk/ocean/SEA

OCCAM/SOC/F77 Webb et al. (1997, 1998a) www.soc.soton.ac.uk/JRD/OCCAM/

OPA/LODYC/F77 Madec et al. (1998) www.ipsl.jussieu.fr/�gmlod/OPA_web

POP/LANL/F90 Smith et al. (1992) www.acl.lanl.gov/climate/models/pop

a Given here are the model names, their main supporting institutions, their computer language (F77�Fortran 77,

F90�Fortran 90), their documentation source, and a web site describing how to obtain the code. Acronyms represent

the following: CANDIE�Canadian DieCAST ocean model, DieCAST�Dietrich/Center for Air-Sea Technology,

Dalhousie�Dalhousie University (Halifax, Canada), COCO�CCSR Ocean COmponent model, CCSR�Center for

Climate System Research (Tokyo), GISS�Goddard Institute for Space Sciences, Hadley�Hadley Centre,

HOPE�Hamburg Ocean Primitive Equation, DKRZ�Deutsche Klimarechenzentrum, MIT�Massachusetts Insti-

tute of Technology, MOM�Modular Ocean Model, GFDL�Geophysical Fluid Dynamics Laboratory,

MOMA�Modular Ocean Model-Array processor version, SEA�The Southampton-East Anglia Parallel Ocean

Circulation Model, EA�University of East Anglia, OCCAM�Ocean Circulation and Climate Advanced Modelling

Project, SOC� Southampton Oceanography Centre, OPA�Oc�ean PArall�elis�e, LODYC�Laboratoire d' Oc�eanog-

raphie Dynamique et de Climatologie, POP�Parallel Ocean Program, LANL�Los Alamos National Laboratory.
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2.2. q-models

Another choice for vertical coordinate is the potential density q referenced to a given
pressure. This coordinate is a close analog to the atmosphere's entropy or potential tempera-
ture. In a stably strati®ed adiabatic ocean, potential density is materially conserved and de®nes
a monotonic layering of the ocean ¯uid. Examples of isopycnal ocean models are the Miami
Isopycnal Coordinate Model (MICOM; Bleck et al., 1992), the Hallberg Isopycnal Model
(HIM; Hallberg, 1995, 1997), the OPYC (Oberhuber, 1993) from the Max Planck Institute in
Hamburg, and the Parallel Oregon State University Model (POSUM). Two hybrid models
which share much in common with isopycnal models are HYCOM, which is a pressure±density
hybrid originating from MICOM, and POSEIDON (Schopf and Loughe, 1995), which is a
generalized vertical coordinate model that combines an explicit turbulent mixed layer, a sigma-
based bu�er layer, and a quasi-isopycnal interior. Table 2 summarizes the q-models currently
supported and developed for purposes of regional and/or global climate related studies. Al-
though used extensively for coupled climate simulations (e.g., Lunkeit et al., 1996; Roeckner
et al., 1996; Timmermann et al., 1999), the OPYC model is no longer supported, hence its
absence from this table.

Some key advantages of q-models are the following:
· Tracer transport in the ocean interior has a strong tendency to occur along directions de®ned

by locally referenced potential density (i.e., neutral directions), rather than across. Hence, q-
models are well suited for representing the dynamics in this regime, so long as isopycnals are
reasonably parallel to neutral directions.

· The bottom topography is represented in a piecewise linear fashion, hence avoiding the need to
distinguish bottom from side as traditionally done with z-models.

· Current research into the physics of over¯ows suggests that the q-models may provide some
advantage over z-models in the representation of these processes.

Table 2

Summary of q-coordinate ocean models currently developed and supporteda

Model/Institute/Language Documentation Web site

HIM/GFDL/C Hallberg (1995, 1997) www.gfdl.gov/�rwh/HIM/HIM.html
MICOM (HYCOM)/Miami,

LANL, Stennis/F77

Bleck et al. (1992) panoramix.rsmas.miami.edu/micom/

POSEIDON/COLA,

George Mason/F90-F95

Schopf and Loughe (1995) grads.iges.org/poseidon

POSUM/Oregon State/F77 de Szoeke & Springer posum.oce.orst.edu/

a Some have been used for climate related studies, although such is generally at its early stages relative to z-coordi-

nate models. Given here are the model names, their main supporting institutions, their computer language (F77�
Fortran 77, F90�Fortran 90, F95�Fortran 95, C�C), their documentation source, and a web site describing how to

obtain the code. Acronyms represent the following: HIM�Hallberg Isopycnal Model, GFDL�Geophysical Fluid

Dynamics Laboratory, MICOM�Miami Isopycnal Coordinate Ocean Model, NRL-Stennis�Naval Research Labo-

ratory, Stennis Space Center, Mississippi, COLA�Center for Ocean, Land, and Atmospheres, Geogre Mason�George

Mason University, HYCOM�HYbrid Coordinate Ocean Model. Note that HYCOM is a hybrid pressure±density

model and POSEIDON is written in generalized vertical coordinates; their inclusion in this table arises from their having

much in common with other isopycnal models.
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· For an adiabatic ¯uid, the horizontal pressure gradient can be easily represented.
· For an adiabatic ¯uid, the volume (for a Boussinesq ¯uid) or mass (for a non-Boussinesq ¯uid)

between isopycnals is conserved.
Some of the disadvantages are

· Representing the e�ects of a realistic (non-linear) equation of state is cumbersome.
· A q-coordinate is an inappropriate framework for representing the surface mixed layer or BBL,

since these boundary layers are mostly unstrati®ed.
These aspects of q-models will be discussed at more length in the following sections. As with the
z-models, much of the research into q-model development has focused on remedying its
cumbersome aspects.

2.3. r-models

A terrain following r-coordinate was introduced to the atmospheric modelling community by
Phillips (1957). For ocean modelling, it is usually de®ned as

r � zÿ g
H � g

; �1�

where g�x; y; t� is the displacement of the ocean surface from its resting position z � 0, and
z � ÿH�x; y� is the ocean bottom. Note that r � 0 at the ocean surface and r � ÿ1 at the bottom.
r is monotonic, and so the relation (1) de®nes a unique mapping between depth z and r, thus
allowing for r to be a valid vertical coordinate. The Princeton Ocean Model (POM) has tradi-
tionally employed a sigma-coordinate as its vertical coordinate, and it has been used extensively
for coastal engineering applications, prediction (see the review by Greatbatch and Mellor (1999)
for coastal prediction models), as well as regional and basin-wide studies. Other r-models include
those developed by the Rutgers-UCLA groups (e.g., SPEM, ROMS, and relatives), with many
variants in use. Table 3 summarizes the r-models currently supported and developed for purposes
of regional studies.

Some key advantages of r-models are the following:
· They provide a smooth representation of the ocean bottom topography, with coordinate iso-

lines concentrated in regions where BBL processes are most important. Hence, they allow
for a natural framework to parameterize BBL processes.

· Thermodynamic e�ects associated with the equation of state are well represented.

Table 3

Summary of r-coordinate ocean models currently developed and supporteda

Model/Institute/Language Documentation Web site

POM/Princeton, GFDL/F77 Blumberg and Mellor (1987) www.aos.princeton.edu/WWW-

PUBLIC/htdocs.pom

SPEM (ROMS)/Rutgers, UCLA/F77 Haidvogel et al. marine.rutgers.edu/po/

a Most applications are for coastal and regional modelling, with no examples of global r-models. Given here are the

model names, their main supporting institutions, their computer language (F77�Fortran 77), their documentation

source, and a web site describing how to obtain the code. Acronyms represent the following: POM�Princeton Ocean

Model, GFDL�Geophysical Fluid Dynamics Laboratory, SPEM� S-coordinate Primitive Equation Model,

ROMS�Regional Ocean Modelling System.
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Some of the disadvantages are
· The surface mixed layer can be less well represented using r than with the z-coordinate. The

reason is that the vertical distance between grid points generally increases upon moving away
from the continental shelf regions, hence leaving the surface layer with potentially less than
ideal vertical resolution in the middle of an ocean basin (e.g., see Fig. 4.2 of Haidvogel and
Beckmann, 1999). This problem is overcome via a variant of the r coordinate, commonly called
the s-coordinate, in which resolution in the mixed layer away from coasts can be maintained
(e.g., Song and Haidvogel, 1994; Mellor et al., 2000; Haidvogel and Beckmann, 1999; Haidvogel
et al., 2000).

· As with the z-models, the representation of advection and di�usion along inclined density sur-
faces in the ocean interior is cumbersome. Additionally, the ability of z-models to ``reorient''
the sub-grid-scale physics to lie along neutral directions, as explained in Section 9, is more dif-
®cult. The reason is that r coordinate surfaces can cross neutral directions at large angles when
topography is steep. In contrast, neutral and z surfaces are typically quite close within the
ocean interior, where neutral slopes relative to the horizontal typically do not reach much
above 1/100.

· r-models have di�culty accurately representing the horizontal pressure gradient (e.g., Janji�c,
1977; Mesinger, 1982; Beckmann and Haidvogel, 1993; Mellor et al., 1994, 1998; Chu and
Fan, 1997; Song and Wright, 1998a,b,c). Because the surfaces of constant sigma are not gen-
erally horizontal, the horizontal pressure gradient, which is perpendicular to the local vertical
direction as de®ned by gravity, will have a projection along and across sigma surfaces. The re-
sult is a horizontal pressure gradient consisting of two terms

rp � �rr ÿrrzoz�p;
� rrp � qgrrz; �2�

where the hydrostatic balance ozp � ÿqg was used to reach the second relation. In these
equations, rp the horizontal pressure gradient taken along surfaces of constant depth z, rrp
the pressure gradient along surfaces of constant r, and rrz is the slope of the sigma surface
relative to the constant depth surfaces. In the ocean, especially next to the continental shelves,
the slope of sigma surfaces can reach 1/100 to 1/10, at which point the ``sigma coordinate
correction term'' qgrrz can be on the order of rrp. In this case, the horizontal pressure
force becomes the result of two sizable terms, each having separate numerical errors that
generally do not cancel. The result can be spurious pressure forces that drive non-trivial
unphysical currents.

Although there are encouraging research e�orts aimed at resolving the problematic issues
(e.g., see Song and Wright, 1998a,b,c for advances in representing the horizontal pressure
gradient), and regional models are now more common with r-models (e.g., Ezer and Mellor,
1997; Barnier et al., 1998; Marchesiello et al., 1998; Ezer, 1999; Beckmann et al., 1999;
Hakkinen, 1999, 2000), there are presently no published global r-models in use for climate
modelling purposes. Given the limitations inherent in any paper, and our aim to focus on
global ocean climate modelling, we limit the discussion in the following to developments in
z- and q-models.
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2.4. Computer language and computational platforms

The previous tables also indicate the computer language used in the various codes. Notably,
HIM is the only model written in C, whereas all others are written in Fortran. Most of the Fortran
models use Fortran 77, though some use mixtures of Fortran 77/90 or Fortran 90/95. Most
models have been run on both vector and parallel machines, although some have run only on one
or the other. Further details about platform dependencies are best found by going to the re-
spective web site.

2.5. Summary items

The main points from this section include the following:
· The depth or z-coordinate provides the simplest and most established framework for ocean cli-

mate modelling. It is well suited for situations with strong vertical/diapycnal mixing and/or low
strati®cation, yet is cumbersome in the ocean interior and bottom.

· The density or q-coordinate is less well established for climate modelling applications, but it has
strong foundations in idealized con®gurations. It is well suited to modelling the observed ten-
dency for tracer transport to be along neutral directions. Signi®cant advances are being made
which show promise for future climate models, especially when used within a hybrid coordinate
approach.

· The terrain following or r-coordinate provides a suitable framework in situations where cap-
turing the dynamical and/or boundary layer e�ect associated with topography is important.
It is particularly well-suited for modelling ¯ows over the continental shelf and slope, but re-
mains unproven in a global coupled climate modelling context. Progress is being made with
some hopes that it will be of use for climate modelling in the near future.

· Most of the codes are written in Fortran, with HIM being the only C ocean model discussed
here. Most have also run on both vector and parallel supercomputer platforms.

3. Horizontal coordinates, horizontal grids, and time stepping

3.1. Horizontal coordinates

Spherical coordinates are a natural set of orthogonal curvilinear coordinates for representing
geophysical ¯ow. However, the convergence of the meridians and the associated polar singular-
ity 2 leads to numerous numerical problems with the CFL condition. 3 Hence, spherical coordi-
nates require one to either take globally small time steps based on the very small zonal grid
spacing near the pole, or to use polar ®ltering such as Fourier (Bryan et al., 1975) or ®nite impulse

2 A well known theorem of topology (e.g., Nakahara, 1990) states that there will be at least one singularity when

covering the sphere with a single set of coordinates.
3 For stability purposes with explicit time stepping schemes, the CFL number cDt=Dx must on the order of unity, or

smaller, with details of the time stepping scheme determining the precise value. The velocity c is the fastest wave speed

or advective velocity, Dt is the model time step, and Dx is the local grid size.
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response ®ltering (Pacanowski and Gri�es, 1999) within some region around the pole, in order to
remove small zonal scale structures. The ®rst option is often prohibitively costly. Thus, many have
chosen to ®lter, using ®lters based largely on those used by atmospheric modellers.

The main computational problem with polar ®lters in the ocean is related to the complicated
land±sea boundaries, thus making each latitude row consist of numerous broken ocean segments,
many of which consist of only a few ocean points. In contrast, grid-point atmospheric models,
which are commonly based on a r-coordinate, encounter no meridional boundaries. Filtering
each ocean segment separately is the only option, since otherwise water properties could be
transported through land±sea boundaries via the action of the ®lter. This approach leads to some
computational ine�ciencies. Additionally, ®lters have been found to introduce signi®cant
amounts of noise to ®elds, such as the vertical velocity, largely because of the e�ect ®ltering the
prognostic variables has on pressure gradients (see Pacanowski and Gri�es, 1999 for discussion).
More generally, ®ltering the dynamic and thermodynamics ®elds separately can destroy geos-
trophic and thermodynamic balances, which in turn can lead to ``noisy'' adjustments. Therefore,
polar ®ltering introduces a very unphysical component to the simulation. Those even remotely
interested in polar ocean dynamics ®nd it to be quite unsatisfying.

For these reasons, modellers have chosen to generalize the spherical grid to allow arbitrary
orthogonal curvilinear coordinates so that the coordinate singularity can be moved from the
ocean domain and placed over land (e.g., Haidvogel et al., 1991; Smith et al., 1995; Mellor, 1996;
Madec and Imbard, 1996; Murray, 1996; Murray and Reason, 1999; Bentsen et al., 1999). HIM,
MICOM/HYCOM, OPA, POM, POP, POSUM, and ROMS all have generalized orthogonal
grids, and MIT and MOM plan to have such available by 2001. OCCAM has addressed the
problem in a slightly di�erent manner by using two spherical grids, one with its poles at the
Earth's equator, which are matched on the equator in the Atlantic. A one-dimensional channel
model is used to link the two grids through the Bering Strait. Table 4 summarizes these coordi-
nates.

Coupling a spherical coordinate atmosphere to a generalized ocean grid requires an interpo-
lation scheme to conservatively pass data between the models. Two algorithms have been de-
veloped for this purpose: The Spherical Coordinate Remapping and Interpolation Package
(SCRIP) from Los Alamos (Jones, 1999) (http://climate.acl.lanl.gov/software/
SCRIP/), and the OASIS scheme from the French CERFACS laboratory (http://
www.cerfacs.fr/globc/software.html). NCAR's climate modelling group uses SCRIP
and French coupled models use OASIS. In principle, the packages should allow coupling between
component models using arbitrarily di�erent grids, with some care exercised at the boundaries
between the component models.

3.2. Horizontal grids

Fig. 2 presents a schematic of the placement of model variables on the staggered horizontal
Arakawa (Arakawa, 1966; Mesinger and Arakawa, 1976; Arakawa and Lamb, 1981) grids used in
ocean models, and Table 4 presents the choices made by the various ocean models. Most use
either the B or C grid (POSEIDON has an option for either). Notable exceptions include the
following: CANDIE has both A and C grid versions; HOPE was originally formulated on the E
grid but recently converted to C grid (M. Latif, personal communication 2000); and the MIT
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model allows for either the standard C grid or the C/D grid of Adcroft et al. (1999). This section
aims to summarize some of the practical properties of the more commonly used B and C grids
when used in ocean models (Section 3.1 of Haidvogel and Beckmann (1999) provides a more
complete summary).

3.2.1. B and C grid representations
There are many issues which prompt one to choose one sort of a grid over another. This

subsection provides a brief account of the relevant topics.
A preference for B grid at coarse resolution and C grid at ®ne resolution is based on the

superior representation of poorly resolved inertia±gravity waves by the B grid, whereas the C
grid is superior for well resolved waves (Arakawa and Lamb, 1977; Hsieh et al., 1983). Re-
latedly, geostrophy is well simulated on the B grid because of the co-location of velocity
points, but inviscid gravity wave dynamics can be a�icted with a computational checkerboard
mode (e.g., Mesinger, 1973; Janji�c, 1974; Killworth et al., 1991; Deleersnijder and Campin,
1995; Pacanowski and Gri�es, 1999). In contrast, the C grid handles resolved gravity wave
dynamics well, yet must rely on well-resolved features in the velocity ®eld to simulate geos-
trophy due to the o�-set between the horizontal velocity components. This o�-set a�icts the C
grid with a computational checkerboard mode at low resolution (see Adcroft et al., 1999 for
discussion).

The preferred behavior of the B grid for coarsely resolved ¯ows prompted Bryan (1969a,b) to
employ the B grid, with direct z-model successors also following this practice. In contrast, iso-
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Fig. 2. Schematic of the placement of model variables on the staggered horizontal Arakawa grids used in ocean models.

T refers to tracer and density, u; v refer to horizontal velocity components, h refers to layer thickness, and w refers to

horizontal streamfunction or surface height. This ®gure is taken from Fig. 3.1 of Haidvogel and Beckmann (1999).
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pycnal models have traditionally been used under more idealized situations in which the Rossby
radius is better resolved. Additionally, many isopycnal models share their fundamental discreti-
zations with the shallow water equations as discussed by Sadourny (1975) who chose a C grid.
Thus, most isopycnal models use the C grid.

In addition to the properties of geostrophy and gravity waves, it is useful to consider ®nite
di�erence Rossby waves. Dukowicz (1995) (see also Wajsowicz, 1986), provides a discussion of the
properties of unbounded ®nite di�erence Rossby waves, where he shows the B-grid to be superior
for both resolved and under-resolved Rossby waves. This behavior is consistent with the pref-
erence of the B grid for geostrophic ¯ows mentioned above. From a di�erent perspective, Janji�c
(1984) points out that as the resolution is re®ned, the C grid provides a superior handling of the
energy cascade associated with baroclinic eddies. More generally, as there will always be unre-
solved higher baroclinic radii, some argue (e.g., Webb et al., 1998a) that the B grid will remain
advantageous for representing fronts and currents with small vertical extent that have a non-
trivial projection onto higher baroclinic modes. Equatorial currents are a good example where
higher modes are clearly important.

The above comparisons between horizontal grids focus on the representation of waves on
unbounded domains. An additional di�erence between the B and C grid concerns the represen-
tation of boundary waves, especially in coarse resolution models (Hsieh et al., 1983; Wajsowicz
and Gill, 1986, R. Hallberg, personal communication 2000). Notably, C grid models readily admit

Table 4

Summary of horizontal coordinates, horizontal grids, and time stepping schemes used in the various ocean modelsa

Model Horz coordinates Horz grid Tracer Baroclinic Barotropic

CANDIE Spherical A and C LF w/TF LF w/EB IFS

COCO Spherical B LF w/EB LF w/EB RL±LF

GISS Spherical C LF LF EFS

Hadley Spherical B LF w/EB LF w/EB RL±LF

HOPE General C IM IM IFS

MIT Spherical C/D AB AB IFS w/CN or EB

MOM Spherical B LF w/TF LF w/TF RL±LF, IFS,

EFS±FB

OCCAM Patched B LF w/EB LF w/EB EFS±LF

OPA General C LF w/TF LF w/TF RL±LF, IFS

POP General B LF w/TA LF w/TA IFS

HIM General C F PC EFS±FB

MICOM/HYCOM General C LF w/TF LF w/TF EFS±FB

POSEIDON General B/C LF w/TF LF w/TF EFS±FB

POSUM General C F FB EFS±FB
a For the horizontal coordinates, ``spherical'' refers to the traditional spherical coordinates, ``general'' refers to gen-

eralized orthogonal curvilinear coordinates, and ``patched'' refers to patched spherical coordinates with non-analytic

overlapping regions. For the horizontal grids, A, B, C, D, and E refer to Arakawa and Lamb (1977) scheme. The tracer,

baroclinic, and barotropic columns distinguish time stepping schemes for these portions of the model. The remaining

acronyms represent the following: F� forward, LF� leap-frog, EB�Euler±backward, FB� forward±backward,

AB�Adams±Bashforth, PC� predictor±corrector, CN�Crank±Nicholson, TF�Robert±Asselin time ®lter, TA�
time averaging as described by Dukowicz and Smith (1994), EFS� explicit free surface, IFS� implicit free surface,

RL� rigid lid streamfunction, RL(sp)� rigid lid/surface pressure, IM� implicit.
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a ®nite di�erence representation of a Kelvin wave, thus allowing density perturbations to be
transmitted parallel to a solid boundary in a realistic manner. In contrast, for the same pertur-
bation, the B grid can also admit a geostrophically balanced ¯ow consisting of a vertical over-
turning cell in the o�-slope direction adjacent to the boundary. Such overturning cells are
commonly seen in coarse B grid simulations, such as idealized thermohaline models. For example,
Park and Bryan (2000) present a comparison between a B grid z-level model and a C grid q-model
which illustrates this point (see especially their Fig. 9).

Side boundaries on the B grid are naturally implemented using a no-slip condition, since both
velocity points lie on the solid boundary. A general formulation of a free-slip on the B grid does
not exist, although idealized channel models have been run with free-slip.

In contrast, side boundary conditions are naturally implemented via the free-slip condition with
the C grid. However, no-slip side conditions are also available (e.g., MICOM/HYCOM, OPA),
but typically at the cost of losing one degree of formal order of accuracy at the boundary when
implementing a Laplacian friction operator (R. Hallberg, personal communication 2000).

Coastlines are typically incorporated via a mask array rather than with the coordinate lines
paralleling the coasts. Hence, side boundaries are represented as steps, much like the z-coordinate
representation of bottom topography discussed in Section 6. It is conceivable that with a gen-
eralized orthogonal curvilinear coordinate system, one can generate coordinate lines that roughly
parallel the coasts, but this has proved impractical in large and convoluted ocean basins like the
North Atlantic.

Issues of step-wise coastlines were investigated by Adcroft and Marshall (1998) (see also
Haidvogel and Beckmann, 1999). They found that on a C grid with a 45° coastline, the no-¯ow
condition provides all the needed values for the zonal and meridional velocities (at least for a
Laplacian friction operator), and such is equivalent to a partial slip boundary condition. More
generally, the boundary stress is erroneous with piecewise constant coastlines, and in particular
the magnitude of the stress is dependent on the coastline's orientation.

As mentioned previously, the presence of spatial computational modes, or null modes, provide
ready sources of anguish to developers when trying to discretize the equations of motion. On the B
grid, a computational mode exists when discretizing inviscid gravity waves, and this mode often
manifests as checkerboard patterns in the surface height or barotropic streamfunction (e.g.,
Mesinger, 1973; Janji�c, 1974; Killworth et al., 1991, Deleersnijder and Campin, 1995; Pacanowski
and Gri�es, 1999). These papers present methods aimed at suppressing this noise, each of which
amounts to adding dissipation. On the C grid, the Coriolis force must be computed via a spatial
averaging since the velocity points are not co-located. Such averaging, unfortunately, often results
in the presence of a computational mode which manifests again as checkerboard patterns, with
the amplitude of the patterns enhanced at coarse resolutions. Adcroft et al. (1999) provide a
summary of the C grid problem, discussion of previous approaches for resolving the issue, and a
new proposal which involves the use of a combined C/D grid.

3.2.2. Comments on unstructured grids
The Arakawa grids used in ocean models are examples of structured grids, which means the grid

cells have the same number of sides and same number of neighboring cells. Unstructured grids
allow one to tile a domain using more general geometrical shapes (e.g., triangles, squares, pen-
tagons, hexagons, etc.) that are pieced together to optimally ®t details of the geometry. Because of
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such generality, the algorithmic details are more complex than with structured grids; for example,
the number of neighboring grid cells need not be unique throughout the domain. Nonetheless, the
idea of unstructured grids in principle is attractive for ocean modelling since the domain geometry
is indeed very complicated.

An example of an ocean model with unstructured grid capabilities is Spectral Element Ocean
Model (SEOM) (see Haidvogel and Beckmann, 1999 for discussion). Unstructured grids have
proven very useful for coastal and tidal modelling with engineering applications in mind.
However, there are two general problems which have arisen when attempting to use unstruc-
tured grids in climate models. The ®rst is that it is di�cult to represent the geostrophic balance
correctly (i.e., represent both the Coriolis term and the pressure gradient without loss of ac-
curacy). The second is that every change in grid spacing provides an opportunity for unphysical
wave scattering. Unstructured grids are widely used in engineering to solve the steady-state
problem where such scattering is less crucial. It is notable, however, that some ongoing e�ort by
various groups is aimed at dispelling the notion that unstructured grids are impractical for
climate models.

3.3. Time stepping schemes

Time stepping schemes used by the various models for the tracer and baroclinic momentum
equations are given by Table 4. The treatment of the barotropic dynamics is discussed in Section
4. For more complete presentations of time stepping schemes, the reader is referred to the ocean
modelling books by O'Brien (1986) or Haidvogel and Beckmann (1999), the atmospheric mod-
elling book by Haltiner and Williams (1980), or the numerical geophysical ¯uid dynamics book of
Durran (1999).

3.3.1. Standard time stepping methods
Most of the z-models use a three-time level ``leap-frog'' scheme for both the tracer and baro-

clinic momentum equations. To remove the time splitting computational mode, the leap-frog
scheme must be combined with a Robert±Asselin time ®lter (Robert, 1966; Asselin, 1972), a pe-
riodic Euler backward step, or some other form of time ®ltering such as the time averaging ap-
proach of Dukowicz and Smith (1994). Both time ®ltering and the periodic use of an Euler
backward step reduce the leap-frog time discretization accuracy from second-order to ®rst-order.
Additionally, use of the Euler backward step has been found in some cases to cause problems with
the representation of sub-grid-scale processes such as convection (Marotzke, 1991). Such di�-
culties with the Euler backward step have prompted modellers to favor time ®ltering approaches
in which all time steps are treated the same.

Because of the often di�erent numerical time step constraints placed on the baroclinic and
tracer equations (see next subsection), use of di�erent time stepping schemes for the tracer and
baroclinic schemes have been considered in isopycnal models. For example, HIM uses a two-time
level forward scheme for tracers and a predictor±corrector approach (Hallberg, 1997) for the
baroclinic momentum equations. MICOM/HYCOM and POSEIDON use a leap-frog with the
time ®lter for both baroclinic and tracers, and POSUM uses the scheme described by Higdon and
de Szoeke (1997) and Higdon (1999).
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3.3.2. Methods for taking longer time steps
An approach for extending the range of stability for baroclinic time steps with a leap-frog

scheme is the pressure gradient averaging approach of Brown and Campana (1978). Pressure
gradient averaging is commonly used in POP and is available in MOM and OPA. POP experience
indicates that the technique allows for a doubling of the baroclinic time step, provided the time
step is controlled by internal gravity waves and not by some other mechanism (John Dukowicz,
personal communication 2000).

The barotropic, baroclinic, and thermodynamic adjustment processes in the ocean have quite
di�erent characteristic time scales. Barotropic adjustment occurs on the order of days, it takes
years for the adjustment of slow planetary waves in the mid-latitude, and it requires centuries to
millennia to reach thermodynamic equilibrium. Motivated by this time scale split, Bryan
(1969a,b) and Semtner (1974) introduced the idea of di�erential time stepping of the barotropic,
baroclinic, and tracer equations. As described by Bryan (1984) (see also Killworth et al., 1984), to
help to reduce the computational cost required to reach thermodynamic equilibrium, it has been
found useful to ``accelerate'' the slower adjustments by using longer time steps for the slower
evolving tracers than for the baroclinic components (the barotropic component is discussed in
Section 4). For example, tracer time steps of a day and baroclinic time steps of an hour are
common in four degree z-coordinate ocean models. 4 At a steady equilibrium, the tendency terms
are near zero, so the use of di�erent time steps becomes irrelevant.

So long as the focus is on the steady solution in coarse models, ``accelerating'' the tracer time
step has proven to be quite useful. However, when allowing for a seasonal cycle, coupling to a
dynamical atmosphere, or when interested in ocean waves and eddies, the approach can be
problematic. For example, the relative times for heat advection versus Rossby wave propagation
versus vertical subduction are important for seasonal balances. Therefore, if interested in tran-
sients, it is important to use the same tracer and baroclinic time step. In particular, as discussed by
Danabasoglu et al. (1996), a period of ocean acceleration must be followed by roughly one to two
decades of equal tracer and baroclinic time steps prior to coupling in order to synchronize phases
of the seasonal cycle (see also Huang and Pedlosky, 2000).

Further acceleration techniques have been used where the acceleration factor is depth depen-
dent, with the deeper ocean, having even more sluggish velocities, a�ording much longer e�ective
time steps than the surface (Bryan, 1984). However, this ``acceleration with depth'' method has
become less common due to questions regarding its e�ects on convection.

As mentioned previously, acceleration ``tricks'' are problematic when transients are of interest.
When moving to high resolution, ocean eddies introduce a new form of transience which typically
prompts modellers to avoid splits between the tracer and baroclinic time steps. Pragmatically, this
split becomes less feasible as the advective speeds in the model approach the ®rst baroclinic
gravity wave speed, thus making the advective CFL constraint comparable to the gravity wave
CFL. The resulting expense has resulted in no global eddying model having been spun-up to
thermodynamic equilibrium. Systematic and e�cient methods for initializing eddying ocean

4 We emphasize that the tracer time step is simply taken longer than the baroclinic velocity step; there is no sub-

cycling of the baroclinic equations. The model remains computationally stable with long tracer time steps due to the

sluggish advective speeds present in coarse models.
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models for use in coupled climate simulations hence remains an important outstanding problem.
Furthermore, to our knowledge, acceleration approaches have not been pursued in q-models,
even when run at coarse resolution.

3.4. Summary items

The main points from this section include the following:
· Most ocean climate models have, or are presently implementing, generalized orthogonal coor-

dinates. The purpose is to allow for the movement of the coordinate singularity at the North
Pole to a more convenient land location.

· Structured grids (e.g., Arakawa grids) remain the norm in ocean modelling. The Arakawa C
grid is commonly used in q-models, whereas the B grid, with some notable exceptions (see
Table 4), is commonly used in z-models. Unstructured grids have proven to be impractical
for climate modelling.

· Most z- and q-models use a leap-frog time stepping scheme for the baroclinic and tracer equa-
tions, with some sort of time ®ltering or periodic Euler backward to suppress the time splitting
mode. Notable exceptions exist (see Table 4), which include fully implicit schemes and two time
level explicit schemes.

· Coarse resolution z-models have traditionally employed longer tracer than baroclinic momen-
tum time steps when spinning-up the model to thermodynamic equilibrium.

4. Barotropic dynamics

As discussed by Gill (1982), the orthogonal eigenmodes of a density strati®ed ¯uid in a ¯at
bottom ocean determine the simplest examples of what oceanographers call the barotropic and
in®nite number of baroclinic gravity wave modes. In the deep ocean, the barotropic gravity wave
propagates at roughly two orders of magnitude faster than the fastest baroclinic gravity wave.
Additionally, interactions between the barotropic and baroclinic waves are thought to be unim-
portant from a climate perspective, at least in so far as one needs to explicitly and accurately
resolve them. 5 For these reasons, there is strong motivation to exploit the time scale di�erence
when developing algorithms for solving the hydrostatic primitive equations.

For a rotating and strati®ed ocean with non-trivial topography, the fastest mode resembles the
barotropic gravity mode of the ¯at bottom ocean. However, it is much more di�cult to provide an
orthogonal decomposition of the fast and slow modes in this general case. Nonetheless, it is
possible to approximate the fast mode by ¯uctuations of the depth averaged ¯uid, and the slow
modes by deviations from the depth average. By analogy to the ¯at bottom case, these ``ocean
model modes'' are also called the barotropic and baroclinic modes. Although depth averaging
provides an approximation to the barotropic mode, its orthogonality from the depth dependent
modes is not guaranteed, notably because there has been no eigenvalue problem solved when

5 The role of tidal and internal gravity waves for ocean mixing is quite important, yet these small scale processes are

thought to be parameterizable via a diapycnal mixing scheme. See Toole (1998) for discussion and references.
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de®ning these ocean model modes. For example, in a rigid lid ocean model, vertical averaging
does provide a clean split between the fast and slow modes ± there is no overlap. In contrast,
vertical averaging does not completely separate out the fast dynamics in a free surface model,
since in this case the true barotropic gravity mode actually has a weak depth dependence whereas
the depth averaged mode is, by de®nition, depth independent.

The overlap between the fast and slow ocean model modes has proven to be of some practical
concern when aiming to provide a numerically stable split between the modes in realistic ocean
models. The papers by Killworth et al. (1991), Dukowicz and Smith (1994), Higdon and Bennett
(1996), Higdon and de Szoeke (1997), Hallberg (1997), and Dukowicz (1999) provide discussions
of these issues. The purpose of this section is to survey developments in this area.

4.1. Rigid lid streamfunction method

Again, the goal is to separately solve the fast and simpler two-dimensional depth averaged
dynamics and the slower and more complicated three-dimensional depth dependent dynamics. An
early and popular split between fast and slow dynamics was provided by the rigid lid stream-
function method of the Bryan±Cox±Semtner z-model (Bryan, 1969a). In this approach, the ocean
surface is held ®xed in time, thus eliminating barotropic gravity waves. The residual dynamics
includes the baroclinic and slower barotropic modes, which are of central interest for climate
modelling purposes. Such models assume that the vertically integrated transport is divergence-
free, thus allowing for a two-dimensional scalar streamfunction to specify the transport. Alter-
natively, a surface pressure formulation has been introduced by Dukowicz et al. (1993), in which
the vertically integrated transport remains divergence-free yet the surface pressure is directly
solved for instead of the streamfunction.

Although used extensively for ocean climate modelling with z-models over the past three decades,
rigid lid models are steadily becoming obsolete, with free surface methods growing in popularity.
Notably, free surface methods have been the norm in q-modelling (e.g., Bleck and Smith, 1990;
Hallberg, 1995; Hallberg, 1997). The advantages of the free surface method are the following.
1. The rigid lid streamfunction method involves an elliptic problem with Dirichlet boundary con-

ditions for the barotropic streamfunction, and the rigid lid surface pressure method involves an
elliptic problem with Neumann boundary conditions. In general, elliptic problems in climate
modelling are di�cult to solve, with the following issues causing the most trouble in practice:
· In simulations with complicated geometry (e.g., multiple islands), topography, time varying

surface forcing, and many space-time scales of variability (i.e., the World Ocean), achieving a
good ®rst guess for the iterative elliptic solver is often quite di�cult to achieve. This makes it
di�cult for elliptic solvers to converge to a solution within a reasonable number of itera-
tions. For this reason, many climate modellers limit the number of elliptic solver iterations
used, even if the solver has not converged. This approach is very unsatisfying.

· Rigid lid streamfunction models are prone to numerical instabilities near regions of steep to-
pographic slopes (Killworth, 1987). The cause is a factor of 1=H in the elliptic operator
which is ill-behaved in these regions (Dukowicz et al., 1993). Such behavior has prompted
some modellers to arti®cially smooth topographic features, especially in the high latitudes.
Reformulation into the rigid lid surface pressure approach removes this problem since the
elliptic operator is now proportional to H instead of 1=H .
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· Many elliptic solvers with their associated non-local and time dependent boundary condi-
tions (be they Neumann or Dirichlet) do not project well onto parallel computers, which acts
to hinder their scaling properties (Dukowicz et al., 1993; Webb, 1996; Webb et al., 1997;
Gri�es et al., 2000b). However, solvers specially designed for parallel machines, such as
the one by Guyon et al. (1999, 2000), have shown some improvements.

2. As traditionally formulated, rigid lid models preclude the introduction of fresh water to the
ocean since the total model volume is ®xed. Mathematically, one sees this fact via the volume
budget within a vertical column of Boussinesq ¯uid

otg � ÿr �U� qw; �3�
where U � R g

ÿH u dz is the vertically integrated horizontal velocity, z � g the ocean surface
height relative to a resting ocean at z � 0, and qw is the volume ¯ux per unit area (units of
velocity) of fresh water passing across the ocean surface (qw > 0 represents an input of fresh
water to the ocean). The rigid lid approximation sets otg � 0 in order to eliminate the fast
surface gravity waves, and r �U � 0 is necessary in order to determine U via a single scalar
streamfunction U � ẑ ^ rw. With otg � 0 and r �U � 0, the ocean volume budget (3) pre-
cludes a non-zero fresh water ¯ux qw, thus keeping the total amount of water in the ocean
constant. 6

Virtual salt ¯uxes must then be used in order to indirectly introduce the e�ects of a hydro-
logical cycle on ocean salinity and seawater density (Huang, 1993; Gordon et al., 2000). This
approach assumes the ocean salinity is close to some global averaged value S0. However, devi-
ations from S0 are common in climate models including realistic hydrological cycles, especially
near river mouths. Such salinity deviations increase upon moving to re®ned model resolution
where grid cells become smaller and fresh water perturbations increase the amplitude of local-
ized salinity deviations.

3. The rigid lid distorts the dispersion relation for barotropic Rossby waves (see e.g., Dukowicz
and Smith, 1994).

4. Rigid lid models preclude the direct incorporation of tidal processes. Such processes are impor-
tant for regional models, and recently have become of interest to climate modellers due to the
provocative ideas of Munk and Wuncsh (1998).

Free surface methods can, in principle, resolve each of the above limitations of the rigid lid
method. However, in practice there are a number of assumptions which are built into the various
free surface methods, and these limit the particular method's range of applicability.

4.2. Implicit free surface methods

The implicit free surface method was introduced into the z-models by Dukowicz and Smith
(1994) (used currently in POP) and later employed, with some variations, by the MIT model of

6 Huang (1993) sets otg � 0 yet allows for the balance r �U � qw 6� 0. In turn, he must solve for both a scalar

streamfunction and velocity potential, each of which involve the solution of an elliptic problem.
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Marshall et al. (1997a,b) and the HOPE model of Wol� et al. (1997). This approach solves the
two-dimensional depth averaged momentum equations implicitly in time, hence allowing for the
model's barotropic time step to equal the baroclinic time step. It does so by employing numerical
damping to suppress the fast barotropic waves. Limitations of the implicit approach include the
following:
1. Because of the large barotropic time step and associated numerical damping, it is not useful for

tidal studies. A smaller time step can be used, but then one does not take full advantage of the
approach.

2. It involves an elliptic problem with Neumann boundary conditions. The diagonal term in the
elliptic operator that comes from the temporal change in surface elevation allows for the oper-
ator to be better conditioned than that arising in the rigid lid streamfunction approach (Du-
kowicz and Smith, 1994). Nevertheless, the remarks on elliptic problems in Section 4.1 apply
here as well.

3. As currently implemented, the above mentioned z-models using an implicit free surface method
employ a linearized shallow water approximation. In particular, in the barotropic continuity
equation (3), undulations of the surface height are assumed small relative to the total ocean
depth: jgj � H . Doing so avoids the need to solve a non-linear elliptic problem. This assump-
tion is likely quite good for climate purposes, yet becomes questionable when resolving shallow
coastal regions.

4. For purposes of solving the baroclinic velocity and tracer equations, the above mentioned z-
models using an implicit free surface assume that the top model grid cell is much thicker than
the surface height deviations: jgj � Dz. This assumption becomes less accurate as the vertical
grid resolution is re®ned. Furthermore, it generally results in the use of an ocean which has
a constant volume in so far as the tracer and baroclinic momentum budgets are concerned.
In particular, such models su�er from the same problems with tracer conservation in the pres-
ence of a hydrological cycle as described in Section 4.1 for rigid lid models (see Roullet and
Madec, 2000 and Gri�es et al., 2000b for discussion).

The ®ltering method of Roullet and Madec (2000), recently implemented in the OPA model,
has similar properties to the above implicit approaches, because the ®ltering operator must be
solved implicitly. However, their method does not assume a constant top cell thickness (see
Section 4.4). Developers of POP are also implementing a variable top-layer (R. Smith, personal
communication 2000).

4.3. Explicit free surface methods

Explicit free surface methods involve a direct integration of the barotropic equations with
gravity waves resolved using small time steps. This approach involves the fewest assumptions of
the three approaches, and so it has the potential to be of greatest utility. Explicit free surface
methods were introduced to the z-models by Killworth et al. (1991) and to q-models by Bleck and
Smith (1990).

As mentioned earlier, Killworth et al. (1991), Higdon and Bennett (1996), Higdon and de
Szoeke (1997), Hallberg (1997), Higdon (1999), and Dukowicz (2000) detail the rather subtle
issues involving the di�culty of cleanly separating the fast and slow dynamical modes in a free
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surface ocean model. In particular, the Higdon and Bennett, Higdon and de Szoeke, and Hallberg
papers document a linear instability present in the Bleck and Smith (1990) scheme that is currently
used in MICOM and HYCOM. These papers propose new methods which should eliminate the
Bleck and Smith instability. HIM uses the Hallberg method and POSUM uses the Higdon et al.,
method.

For z-models, Webb et al. (1998a) and Gri�es et al. (2000b) indicate that the Killworth et al.
(1991) method can be unstable under various situations. Both papers provide similar methods to
stabilize the scheme via time averaging over the barotropic sub-cycle. Notably, such time aver-
aging is typically used in the q-models for stability reasons, although it is not always su�cient to
suppress the instabilities noted by the Higdon et al., and Hallberg studies.

Although seemingly less computationally e�cient than implicit methods due to the use of short
barotropic time steps, explicit methods have actually proven to be competitive for the following
reasons.
· The ratio of baroclinic to barotropic time steps is ®xed by the ratio of baroclinic to barotropic

gravity wave speeds, and this ratio does not change with grid resolution. Hence, for example, a
doubling of horizontal model resolution will require an eight-fold increase in computational
load (four from the added spatial resolution and two from the smaller time step). However,
when solving an elliptic problem, experience has found that the number of elliptic solver scans
increases proportional to the largest of the two horizontal grid dimensions (in addition to in-
creases which may arise via the presence of more transients). Doubling the resolution using the
implicit free surface method therefore picks up the same factor of eight as for the explicit ap-
proach, but this factor is also multiplied by another ``elliptic solver factor'' that is larger than
unity. Furthermore, as mentioned earlier, the question of whether one has converged to the op-
timal solution of the elliptic problem is absent in the explicit approach; the true solution is al-
ways found, by construction.

· The implicit and rigid lid approaches involve non-local boundary conditions via their elliptic
problems, whereas the explicit free surface methods do not. Hence, explicit approaches provide
enhanced computational performance on parallel computers (see further comments on elliptic
problems in Section 4.1).

4.4. Variable top cell thickness in z-models

A natural means to handle undulations of the surface height is to discretize the vertical into
pressure layers, or deviation of pressure from the atmospheric pressure. This is the approach used
with HYCOM and the new prototype model of Huang et al. (2000). For the traditional z-models,
there are two approaches taken. First, the free surface methods of Killworth et al. (1991),
Dukowicz and Smith (1994), Wol� et al. (1997) and Marshall et al. (1997a,b) assume that the top
model grid cell has a constant thickness for purposes of formulating the tracer and baroclinic
velocity equations. This approach strictly precludes conservation of total tracer amount, espe-
cially in the presence of surface water ¯uxes. This limitation may become an issue for century to
millenial time-scale integrations (Gri�es et al., 2000b; Roullet and Madec, 2000).

A modi®cation to the Killworth et al. (1991) scheme used by OCCAM accounts for the time
varying top cell thickness in the tracer and baroclinic equations. Gri�es et al. (2000b) detail an
implementation of time dependent top cells with a related explicit free surface method in MOM.
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Roullet and Madec (2000) have done likewise for the OPA model using their implicit time
stepping scheme.

The introduction of variable top cells in z-models generally introduces some subtleties which
are important to consider, yet easily handled, when aiming for tracer conservation, energetic
consistency, and numerical stability. As shown by Gri�es et al. (2000b), the MOM approach has
utility for coarse resolution climate models, since the method remains stable upon the use of
baroclinic and tracer time steps compatible with those commonly used in rigid lid models (see
Section 3.3 for details).

4.5. Summary items

The main points from this section include the following:
· The rigid lid method is becoming obsolete for purposes of ocean climate modelling. The reasons

include an inability to directly input fresh water to the ocean model, and di�culties solving el-
liptic problems with realistic surface forcing, topography, and variability.

· Computationally tractable implicit free surface methods exist which overcome some of the
problems with the rigid lid, although they still involve the solution of an elliptic problem.

· Explicit free surface methods are used by all q-models and some z-models. They eliminate the
elliptic problem and so provide a more straightforward numerical algorithm and added e�cien-
cy when implemented on parallel computers as compared to the rigid lid or implicit free surface
approaches.

· In z-models, special care must be taken to incorporate the e�ects of an undulating thickness of
the top model grid cell. Such is necessary for conservation of total tracer content in the presence
of a hydrological cycle where water is naturally input to the ocean.

5. Surface mixed layer

The surface mixed layer, or oceanic PBL, is that part of the upper ocean which directly interacts
with the overlying atmosphere and sea ice. In addition, external sources such as fresh water
out¯ows from rivers are usually input to the surface mixed layer. Complex physical and ther-
modynamical processes govern the evolution of the surface layer as well as the ¯uxes of heat,
freshwater, and other tracers into the interior via subduction. Accurate surface boundary layer
models (for the atmosphere as well as the ocean) are thought to be crucial for coupled ocean±
atmosphere models to converge to a realistic mean climate state, and to accurately simulate the
variability about this mean state.

A ``perfect'' surface mixed layer parameterization for ocean climate models must simulate
mixing driven by wind stirring at the sea surface, unstable buoyancy forcing, current shear in-
stability, advection of turbulence, and non-local mixing such as the penetration of dense plumes
into a strati®ed ¯uid and breaking internal gravity waves. All present mixed layer parameter-
izations assume one-dimensional physics in the vertical, using empirical constants and further
parameterizations to represent the three-dimensional structure of the sub-grid-scale processes.
The parameterizations are of two basic kinds: the bulk mixed layer models and continuous
models. Bulk models assume that the surface mixed layer is fully turbulent and so velocity and
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tracers in the model are uniform over the mixed layer depth; continuous models allow for vertical
structure.

5.1. Bulk oceanic PBLs

As shown in Fig. 1, the mixed layer is naturally represented with z or pressure coordinates.
Isopycnal models, therefore, have di�culties in representing well-mixed regions of the ocean such
as the surface PBL. Bleck et al. (1989) coupled a bulk mixed layer at the top of the q layers with
entrainment/detrainment governed by the vertically integrated turbulence kinetic energy balance
(Kraus and Turner, 1967; Gaspar, 1988). Although this approach has proven useful (e.g., Bleck
et al., 1989; Chassignet et al., 1996; Bleck, 1998), the capability of bulk mixed layer models is
limited by their inability to resolve vertical structure within the PBL. Such resolution is critical in
subpolar regions where the PBL extends over hundreds of meters, as well as in regions where
density is vertically mixed yet momentum is not (see Gnanadesikan and Weller, 1995 for example).

When coupled to q models, bulk mixed layers are also prone to numerous di�culties in im-
plementation, with one often forced to introduce unphysical processes such as un-mixing. Ex-
tensive experience has proven that seemingly minor di�erences in how one decides to formulate
the coupling between the component models can strongly a�ect the overall solution (Rainer Bleck,
personal communication 1999).

There are two general approaches to address the problems with coupling bulk mixed layers to
q-interiors. One approach is to insert a variable density ``bu�er layer'' between the bulk mixed
layer and the isopycnal interior (Murtugudde et al., 1995). This approach has been adopted by
HIM and MICOM. A second more general approach uses a hybrid pressure-q coordinate
structure with pressure used in regions of low strati®cation such as the mixed layer. This enables
non-bulk, pressure coordinate mixed layer models to be naturally incorporated. This approach
has been adopted by HYCOM. POSEIDON's approach is somewhat in between these two, in
which a bulk mixed layer and isopycnal interior are matched via the model's generalized vertical
coordinate.

Another class of vertical mixing scheme is represented by the quasi-slab model of Price et al.
(1986) (PWP). In the PWP model, instantaneous mixing occurs if any of the following three
criteria are satis®ed: (1) the water column is gravitationally unstable; (2) the bulk Richardson
number is <0.65; and (3) the gradient Richardson number is <0.25. Unlike bulk models of the
Kraus±Turner type, the depth of the mixed layer base is not a prognostic variable, and the density
increase at the mixed layer base is spread out over a ®nite depth range.

5.2. K theory and turbulence closure approaches

The bulk mixed layer models are de®cient in some of the requirements described earlier that are
desirable for a perfect mixed layer model. For example, PWP model does not account for the
direct e�ects of wind stirring. The Kraus±Turner bulk models cannot explicitly represent the
vertical structure of dynamical (such as velocity shear) and thermodynamical �T ; S� variables, as
well as of biochemical constituents. None of these schemes account for non-local mixing. Fur-
thermore, the PWP parameterization tends to only work well on a high-resolution vertical grid
which limits its usefulness for basin-scale and global ocean models.
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In an e�ort to overcome some of the limitations, Chen et al. (1994) proposed a hybrid mixing
scheme. Their approach combines the Kraus±Turner bulk model with the gradient Richardson
number mixing criterion from the PWP model. The resulting scheme can therefore account for the
joint in¯uence of wind stirring, buoyancy forcing, and shear instability. However, it still lacks a
parameterization of non-local mixing.

The most common class of vertical mixing scheme employed in ocean models involves K
theory, which parameterizes vertical mixing as a function of eddy di�usivity and viscosity co-
e�cients �K� times the vertical gradients of mean quantities. Some models prescribe these co-
e�cients as functions of the gradient Richardson number (e.g., Munk and Andersan, 1948;
Pacanowski and Philander, 1981 ). Others employ variants of the turbulence work of Mellor and
Yamada (MY) (Mellor and Yamada, 1982; see also Mellor, 2000 and Ezer, 2000 for the most
recent version of MY). The MY approach introduces a hierarchy of prognostic equations used
to solve for various turbulence ®elds. Turbulent mixing length and velocity scales are computed
which are then used to determine the vertical di�usivity and viscosity. Such formulations are
e�ective in regimes with high current shear and/or regimes where advection of turbulence be-
comes a factor (e.g., coastal models such as Mellor, 1996), tropical ocean models (e.g., Rosati
and Miyakoda, 1988; Blanke and Delecluse, 1993), and basin models (e.g., Ezer and Mellor,
1997; Hakkinen, 1999, 2000).

Large et al. (1994) (see also Large, 1998 for a pedagogical review) introduced to the ocean
modelling community the K-pro®le parameterization (KPP) scheme, which is an approach often
used in the atmospheric community (Holtslag and Boville, 1993). This development e�ort was
designed to create a mixing scheme that accounts for all important processes, including non-
local mixing, and that will perform well on a relatively coarse vertical grid. This approach can
be summarized by the equation for vertical diapycnal transport of a tracer or velocity com-
ponent /

ot/ � oz �joz/ÿ c�; �4�

where j is a space-time dependent vertical di�usivity, and c is a non-local transport term. The
means to determine j are analogous to other approaches. For example, j is large in regions of
small Richardson number to account for shear instability, it reduces to the internal wave back-
ground of roughly 0:1±0:2 cm2 sÿ1 in the ocean interior, and it allows for double di�usive type
e�ects which can locally result in di�erent salinity and temperature di�usivities (see Schmitt, 1998
for a pedagogical review). Large di�usivities and viscosities in the surface PBL result from surface
wind stirring and unstable surface buoyancy forcing. The non-local term is more novel, as it aims
to parameterize non-local (or non-di�usive) processes in the PBL which are well known from
large-eddy simulations.

Studies such as Large et al. (1997) and Gent et al. (1998) show favorable behavior of KPP,
which has prompted it to be implemented in the HYCOM, MIT, MOM, and POP ocean models,
amongst others. Further testing of KPP is important in order for it to be used with con®dence in
global ocean models, and indeed for use in BBL physics (see Section 7).

Simulation of the full range of boundary layer physics is a tall order for any scheme to
satisfy, thus prompting some to consider alternatives. One such scheme is that of Canuto
and Dubovikov (1996) that has been extensively tested against laboratory data. A group at

146 S.M. Gri�es et al. / Ocean Modelling 2 (2000) 123±192



NASA Goddard Institute for Space Studies (GISS) in New York, and the HYCOM group
have plans to test this approach, though neither have results from large-scale simulations at
this time.

5.3. Comments on convective adjustment

Because of the hydrostatic approximation, convective processes must be parameterized in
primitive equation models. A method commonly used in ocean climate models for neutralizing
gravitationally unstable water columns is the ``convective adjustment'' scheme. An early method
for convective adjustment is that of Cox (1984), whereby a series of iterations act to homogenize
vertically adjacent boxes if they are unstable. This scheme converges to a gravitationally stable
column only after an uncertain number of iterations (in®nite number required in some cases).
Furthermore, as vertical resolution is re®ned, the scheme requires more iterations in order to
reach the same level of stability as on the coarser vertical grid. An alternative convective ad-
justment scheme by Rahmstorf (1993) (similar to that of Marotzke, 1991) completely stabilizes a
vertical column in one iteration of the algorithm. 7 Notably, this approach will instantaneously
mix a heavy water parcel throughout a column, and so it can be thought of as using an in®nite
vertical di�usivity.

Another method to stabilize a gravitationally unstable column of water is to employ a large, but
®nite, vertical di�usivity in regions of gravitational instability. The use of implicit time stepping
schemes for the vertical processes a�ords one the ability to perform such mixing. The study by
Klinger et al. (1996) indicates that results of a hydrostatic model using this approach compare well
with non-hydrostatic models that explicitly resolve convection.

In general, the use of ®nite vertical di�usivities is more satisfying computationally than the
convective adjustment approach of Cox (1984) due to its lack of dependence on the vertical grid
resolution of the di�usion approach. Furthermore, as resolution is re®ned and time steps reduced,
instantaneously mixing a parcel from the surface to the bottom within a single time step, as with
the Rahmstorf (1993) scheme, is unphysical. It is for these reasons that most of the newer mixed
layer schemes employ a ®nite vertical di�usivity in regions of vertically unstrati®ed water, instead
of relying on convective adjustment.

5.4. Summary items

The main points from this section include the following:
· All mixed layer schemes are based on one-dimensional ``column physics'' paradigms.
· Bulk mixed layer models are well-suited to z-coordinate con®gurations and have been adapted

to q-models. This coupling to q-models, however, has proven to be cumbersome and somewhat
ad hoc. One approach to overcome the problems is to insert a ``bu�er layer'' between the bulk
layer and isopycnal interior. Another is to employ a hybrid pressure±density coordinate.

7 Rahmstorf's ocean convection method is analogous to the Manabe et al. (1965) moist convective adjustment scheme

used in some atmospheric models.
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· In either depth or pressure representations of the mixed layer, various continuously formulated
surface mixed layer parameterizations are available based either on turbulence closure ideas
(e.g., Mellor±Yamada) or ``K'' pro®le schemes (e.g., KPP). The KPP scheme has grown in pop-
ularity with climate modellers as it provides a ready framework to parameterize mixing driven
by wind stirring at the sea surface, unstable buoyancy forcing, current shear instability, and
non-local processes, but without the overhead of turbulence closure models.

· Gravitationally stabilizing vertical columns using large, but ®nite, vertical di�usivities com-
pares well with results from non-hydrostatic models, where convection is explicitly resolved.
Ocean climate modellers are tending towards this approach rather than the older convective
adjustment schemes.

6. Bottom topography

The representation of bottom topography in q and r models is quite accurate, and neither
imposes a distinction between bottom and sides, hence allowing for a faithful representation of
f =H contours, in particular. Z-models, in contrast, traditionally impose a distinction due to the
use of ®xed thickness rectangular bottom cells. Recent improvements with topography in
z-models, however, have largely overcome the egregious aspects of this representation, and such is
the topic of this section.

6.1. Bottom grid cells in z-models

The most general approach in z-models is that of Adcroft et al. (1997), in which ®nite volume
methods 8 are used to fully contour the bottom cell to conform piecewise linearly to the actual
topography (Fig. 3). This shaved cell approach brings the bottom cell representation in line with
that of the q- and r-models.

A less complete method, but one which is signi®cantly cheaper on memory, is to keep the
bottom cell rectangular, yet to allow its thickness to be a function of latitude and longitude as
determined by the observed bottom topography. Adcroft et al. (1997) show that this partial cell
approach achieves much of the shaved cell improvements. An early version of partial cells was
developed by Cox and used, for example, by Huppert and Bryan (1976). However, it never was
o�cially released as part of Cox's code.

Prompted by the work of Adcroft et al. (1997), e�orts for MOM by Pacanowski and
Gnanadesikan (1998) have provided a general implementation of the partial cell ideas for a B grid.
The partial cell approach, rather than the shaved cells, is used in practice by the MIT group for
their large-scale ocean modelling, as its simulations are nearly as good as the shaved cells, and it is
more e�cient (A. Adcroft, personal communication 2000). Additionally, the Los Alamos group
has recently ported partial cells into POP. Table 5 summarizes the representations available in the
various z-models.

8 Finite volume methods are naturally formulated on a C grid.
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There are two characteristics of shaved and/or partial cells which are worth highlighting.
First, when re®ning the horizontal resolution without altering the vertical resolution, a full cell
representation of the bottom does not improve, whereas a partial or shaved cell representation
does (see Figs. 1 and 2 of Pacanowski and Gnanadesikan, 1998). Second, as the vertical

Table 5

Summary of methods available to represent the bottom topography in the various z-models

Z-model Available bottom representation

CANDIE Partial & full

COCO Full

GISS Full

Hadley Full

HOPE Partial

MIT Shaved, partial, & full

MOM Partial & full

OCCAM Full

OPA Full

POP Partial & full

Fig. 3. Example of three representations of the ocean bottom available in z-models. Top: The old-fashioned ``full cell''

approach in which vertical thicknesses of all cells are independent of latitude and longitude. Middle: The ``partial cell''

approach in which vertical thicknesses of the bottom cells can vary according to the topographic features. Bottom: The

``shaved cell'' approach, in which the bottom cell is a piece-wise linear ®t to the topography. Both full and partial cells

have discontinuous representations of the bottom, whereas the shaved cell has continous depth, but discontinuous

gradient. This ®gure is based on Fig. 4 from Adcroft et al. (1997).
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resolution is re®ned, but the horizontal grid is held ®xed, model solutions using partial cells
show much less change relative to the full cells (see Fig. 12 of Pacanowski and Gnanadesikan).
That is, the partial cell simulation is more robust than those with the full cell, because the
representation of the bottom is basically unaltered when only the vertical resolution changes.
Such added robustness of the model solution towards re®nements in vertical resolution can be
quite important, especially given the sensitivity of over¯ow processes to seemingly small
changes in the representation of the bottom (see Roberts and Wood, 1997; Ferron et al., 2000
and Section 7).

Both Adcroft et al. (1997) and Pacanowski and Gnanadesikan (1998) papers provide examples
of the changes in simulations realized with the improved representations of topography. Notably,
simulations in steep sloped regions show minor di�erences between the full cells and partial/
shaved cells. However, di�erences are clear in areas of shallow topographic slope, where full cells
tend to produce plateaus with abrupt drop-o�s, whereas partial or shaved cells more accurately
represent the shallow slope. Correspondingly, the propagation of topographic waves is superior
with the partial or shaved cell approach relative to the full cells.

Nonetheless, with partial cells the imperfect representation of the kinematic bottom
boundary condition can still lead to signi®cant errors in the propagation of topographic waves
(Gerdes, 1993a especially Fig. 1 and corresponding discussion). Experience with the CANDIE
model indicates a superior representation of coarsely resolved bottom trapped topographic
Rossby waves when implementing partial cells on an A grid rather than their original C grid
used by Sheng et al. (1998). The results with the revised A grid formulation are similar to
those presented by Pacanowski and Gnanadesikan based on the B grid MOM code. These
results, and further experience with the DieCAST model have prompted the CANDIE de-
velopers to switch from their original C grid as discussed by Sheng et al. (1998) to the A grid
(Dan Wright, personal communication 2000).

Because of the ``r-nature'' of partial or shaved cells, two terms appear when computing the
horizontal pressure gradient in the model's bottom cells (see Eq. (2) and discussion). However, in
contrast to r-coordinate models, di�culties attributed to this term have been found to be minor
in z-models. Notably, the extra pressure gradient term occurs only in the bottom grid cells.
Careful treatments (e.g., Pacanowski and Gnanadesikan, 1998; Song and Wright, 1998a,b,c)
have thus resulted in a negligible ``pressure gradient error'' for partial cell z-coordinate ocean
models.

6.2. Summary items

The main points arising from this section include:
· Density coordinate models provide a piecewise linear representation of the ocean topography.

They impose no distinction between bottom and sides.
· Depth coordinate models have traditionally employed constant thickness, or ``full cells'', for

representing topography, and so distinguish bottom from sides. Development of shaved cells
brings the z-model topography representation in line with q-models. The partial cell represen-
tation is an abbreviation of the shaved cell, and it garners a great deal of the shaved cell advan-
tages yet with less computational burden. Partial cells impose a distinction between bottom and
sides.
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7. Over¯ow representation

The representation of dense out¯ows from marginal seas has received increased attention in
recent years. Out¯ows play a key role in both the long-term, thermohaline equilibrium
structure of the ocean (by setting the properties of much of the ocean's deep water masses) and
by a�ecting the decadal-scale, dynamical response of ocean transport patterns to changes in
high-latitude buoyancy forcing. With regard to the latter aspect, the out¯ow through Denmark
Straits of Nordic Sea water, which is the source for the densest component of North Atlantic
Deep Water, has been found to be of particular importance (e.g., D�oscher and Redler, 1997;
Lohmann, 1998).

A realistic simulation of out¯ow phenomena is faced with a number of delicate physical pro-
cesses, with the following three of crucial importance. First, the formation of dense water masses
in the marginal seas involves, for the case of the Nordic Seas, complex sea ice and shelf dynamics.
Second, the sill over¯ows typically involve passages through the ridge and are under the control of
hydraulic e�ects, each of which are highly dependent on topographic details. Third, the downs-
lope ¯ow of dense water, typically in thin (100 m or less) turbulent layers near the bottom, may
strongly entrain ambient waters and are modulated by mesoscale eddies generated near the sill
(e.g., Price and Baringer, 1994; Baringer and Price, 1997; K�ase and Oschlies, 2000; Junclaus and
Mellor, 2000; Ferron et al., 2000).

Development e�orts in recent years have primarily concentrated on the downslope ¯ow of
dense water, and a summary is given below. In contrast, there has been little progress concerning
the question of how to parameterize the physics of through¯ows in large-scale ocean models.
While process models with very ®ne resolution have become quite realistic (e.g, K�ase and Oschlies,
2000), there is no obvious parameterization of rotating strati®ed ¯ows over sills for models using
grid resolutions practical for climate studies. For references describing such ¯ows, see those listed
in the Report of the WOCE/CLIVAR Workshop on Ocean Modelling for Climate Studies,
WOCE Report No. 165/99, as well as Pratt and Lundberg (1991), Killworth (1995) and White-
head (1998).

7.1. The DYNAMO experience

The simulation of downslope ¯ows of dense water di�ers strongly between ocean models
based on di�erent vertical coordinate schemes. A major problem of z-models arises from the
stepwise discretization of topography which tends to produce gravitationally unstable water
parcels that rapidly mix with the ambient ¯uid as they ¯ow down the slope. The result is a
strong numerically induced mixing of the out¯ow water downstream of the sill (e.g., Roberts
et al., 1996; Winton et al., 1998). This problem is avoided in both r- and q-models. However,
r-models require a large amount of topographic smoothing in order to alleviate pressure
gradient errors (see Section 2.3). Such smoothing distorts passage topographies. Additional
problems also arise from spurious diapycnic mixing e�ects depending on the local orienta-
tion of the mixing tensor, and from reduced BBL resolution in deep water. In contrast,
downslope ¯ows of dense water in q-models will not mix with surrounding water masses
unless diapycnal mixing is prescribed in regions of strong entrainment (see Hallberg, 2000 for
a discussion).
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A systematic comparison of model behaviors in the Greenland±Iceland±Scotland ridge re-
gime, and their consequences for the meridional overturning in the North Atlantic, was per-
formed in the European Union project DYNAMO (DYNAMO Group, 1997). The chosen
model con®guration was an attempt to isolate the performance in the downslope ¯ow regime.
All models used horizontal resolution at 1/3° Mercator 9 and speci®ed the northern water
masses by a relaxation to a given climatology. In particular, potential densities (in r0 units) of
28.00±28.05 and net out¯ows of 4-5 Sv were set at the Denmark Strait sill. A strong divergence
in the out¯ow characteristics was noted, especially for the ®rst few grid boxes south of the sill.
While the q-model basically kept the density of the over¯ow (which resulted in an overly dense
North Atlantic Deep Water), both the r- and z-models exhibited rapid mixing in this region.
The result was a much too buoyant (density of about 27.90) out¯ow compared to observations
(density about 27.95) south of Cape Farewell. This relatively localized problem was identi®ed as
a leading cause of model de®cits in important aspects of the large-scale meridional overturning
circulation (Willebrand et al., 2000).

7.2. Over¯ow representation in z-models

During the last few years, parameterizations have emerged that attempt to minimize the
often sizable levels of spurious diapycnal mixing associated with ¯ows over stepped topogra-
phy. As shown by Roberts et al. (1996) and Winton et al. (1998), and as mentioned above,
such mixing can result in the premature loss of a dense water signal as it moves down the
slope. One means to view the problem is to note that coarse resolution models are unable to
produce relative vorticity on the order of the Coriolis parameter. Such large relative vorticity
values are experienced in potential vorticity conserving ¯ows undergoing large changes in water
column thickness seen in the over¯ow regions. Instead, potential vorticity in coarse models can
be spuriously altered via friction and diapycnal di�usion (Gerdes, 1993b), usually degrading the
properties of the over¯owing water. The introduction of partial and shaved cells (see Section 6)
somewhat reduces the degree of such mixing, yet there are still problems especially in the steep
sloped regions. In general, maintaining negligible levels of spurious mixing with downslope
¯ows, along with parameterization of unresolved physics such as entrainment, remains a dif-
®cult problem with z-models.

Among the proposed schemes is that of Beckmann and D�oscher (1997), with variations sug-
gested by Campin and Goosse (1999), in which they introduce a terrain-following BBL. Hori-
zontal velocity and tracer ®elds in the boundary layer are taken from the z-coordinate model,
while the boundary layer returns modi®ed tracer tendencies to the bottommost and adjacent
tracer boxes of the z-coordinate model. These schemes provide a representational framework for
getting the dense water down the slope, rather than a physical parameterization. More physically
ambitious, yet technically elaborate, schemes are those of Gnanadesikan and Pacanowski (1997)
and Gnanadesikan (1999) (implemented in MOM), Killworth and Edwards (1999) and Nurser
et al. (2000). Notably, these schemes take account of lateral pressure gradients within the BBL.

9 With a Mercator grid, the latitudinal grid spacing decreases as the poles are reached so that the grid cells remain

square. Since eddies exhibit both strong zonal and meridional gradients, Mercator grids are favored for eddying models.
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Doing so, however, necessitates great care in representing these gradients in order to avoid serious
problems with pressure gradient errors familiar from r-models (see Section 2.3). The approaches
of Song and Chao (2000) and Nurser et al. (2000) aim to reduce these errors in a manner anal-
ogous to the method of Song and Wright (1998a,b,c) used for r-models.

Early tests with these schemes have usually been run in idealized process con®gurations (e.g.,
downslope ¯ow of dense water on a wedge of constant slope). As yet, there are few examples of
their performance in more realistic global settings, with the study of Nurser et al. (2000) a recent
exception. North Atlantic basin experiments with Beckmann and D�oscher (1997) scheme indicate
that the properties of Denmark Straits Over¯ow Water can indeed be improved with this simple
parameterization (Dengg et al., 1999). Unfortunately, the optimal parameters setting the details of
this scheme will likely require re-tuning for di�erent over¯ows.

7.3. Over¯ow representation in q-models

Gravity plumes are naturally represented in q-coordinates. Additionally, there is no spurious
numerical mixing as the dense water ¯ows down a steep slope, nor is there a pressure gradient
error problem. Hence, in the absence of a parameterization of the unresolved physics (i.e., en-
trainment), the over¯ow water basically keeps its density and does not mix with the surrounding
waters. Such was a systematic problem with the MICOM contribution to DYNAMO. In the real
ocean, diapcynal mixing becomes large in regions of strong entrainment and so needs to be pa-
rameterized. Until recently, diapycnal mixing algorithms in q-coordinates were implemented via
explicit time stepping schemes (Hu, 1996; McDougall and Dewar, 1998). Unfortunately, nu-
merical stability constraints limit the levels of mixing which can be simulated, often to levels far
below those needed to represent the strong and fast mixing observed in such regions.

However, Hallberg (2000) recently proposed an implicit time stepping approach for diapycnal
mixing that permits arbitrarily large levels of mixing, thus allowing for the needed rates of water
mass transformation. Notably, implicit vertical mixing in an isopycnal model is non-trivial due to
the non-linear nature of diapycnal processes in such models. The Hallberg scheme was success-
fully implemented in HIM and MICOM, and various parameterizations of the entrainment are
presently being evaluated with these codes.

7.4. Bottom boundary layer

The BBL is the well-mixed layer (analog of the surface mixed layer) that is present at the ocean
bottom (Armi and Millard, 1976). Its thickness is of the order of several tens of meters, depending
on the topographic roughness and the velocity of the ¯uid. It is generally agreed that this layer
plays an important role in the entrainment process associated with the dense over¯ows.

Neither the z- nor the q-coordinate models are well suited for an accurate representation of the
BBL. Typically, its e�ects are parameterized via a simple quadratic friction law. In contrast, r-
models can accurately represent this bottom mixed layer through the use of a turbulence closure
scheme, such as those used in the surface mixed layer. Unfortunately, high vertical resolution
close to a sloping bottom, without relatively high horizontal resolution (Mellor et al., 1994), is
prone to large pressure gradient errors in r-models.
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There is currently no compelling evidence that an OGCM needs to resolve the BBL everywhere
in the World Ocean to address the goals of ocean climate modelling. However, since a correct
representation of the over¯ow is crucial, a good understanding of the BBL's role is of central
importance.

7.5. The dynamics of over¯ow, mixing, and entrainment (DOME) project

Improvements in the representation and parameterization of out¯ow dynamics are of high
priority in ocean model development. In general, simulations have been found to be strongly
dependent on choices of vertical coordinate schemes, resolution, entrainment parameterization,
and BBL dynamics. Because of this large range of factors, the Workshop on Ocean Modelling for
Climate Studies in Boulder, 1998, called for ``coordinated studies on the representation of
downslope ¯ows [...], ®rst of all in the North Atlantic (especially Denmark Strait out¯ow and Gulf
of Cadiz) where the data coverage is best. Model intercomparisons need to be complemented by
exploration of sensitivites to bottom friction, newly developed submodels for the BBL, and mixing
schemes.''

Prompted by this mandate, an international over¯ow intercomparison study (``DOME'') has
been initiated in 1999, under coordination of the GFDL ocean modelling group. The initial focus
is on model behaviors in an idealized out¯ow scenario. This study will be followed by experiments
with realistic con®gurations for the Denmark Strait and Mediterranean Out¯ow, and ®nally,
quasi-global simulations. Information can be found at the website: www.gfdl.gov/�rwh/
DOME/dome.html.

7.6. Summary items

The main points from this section include the following:
· Over¯ow processes are crucial for climate modelling as they set much of the properties of deep

water masses of the World Ocean.
· The z-models typically allow too much mixing of dense water masses as they move downslope

(large amounts of entrainment produces too light deep waters), whereas q-models typically do
not mix enough (small amounts of entrainment produces too heavy deep waters).

· Concerted e�orts are underway to remedy these problems. In z-coordinates, preliminary ap-
proaches have shown some improvements in deep water properties. In q-models, a recent meth-
od allowing implicit vertical mixing, which permits physically large mixing via entrainment, has
also shown much promise.

· Signi®cant e�ort remains to test the current schemes in realistic climate models, to develop new
approaches based on idealized process studies, and to assess the degree to which the variety of
over¯ow and BBL processes are crucial for climate modelling.

8. Equation of state

In the primitive equation system, density is a diagnostic variable. The in situ density is
needed to compute pressure gradients, and locally referenced potential density is needed to
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calculate vertical stability (to parameterize convection) and neutral directions (to parameterize
eddy mixing). Density is determined by the equation of state, which for seawater is a com-
plicated non-linear function of pressure, salinity, and temperature, with the UNESCO equation
the standard form (e.g., Appendix 3 of Gill, 1982). Notably, this equation encompasses many
important physical processes such as cabbeling and thermobaricity (e.g., McDougall, 1987b).
Z- and q-models handle the equation of state quite di�erently, prompting separate discussions
here.

8.1. Z-models

The treatment of the equation of state in z-models is straightforward and can be quite accurate.
Indeed, as the models improve and the simulations reach new levels of realism, some of the
traditional approximate approaches may prove to be less than ideal. Eliminating the inaccuracies
is not di�cult, and viable approaches have been provided.

Z-models based on Bryan±Cox±Semtner lineage have traditionally approximated the UNE-
SCO equation by ®tting a separate cubic polynomial at each of the discrete model depths (e.g.,
Bryan and Cox, 1972 employ cubic polynomials). Webb (1992) advocated such an approach, yet
emphasized the importance of an accurate reference equation of state from which approximations
are made, especially for purposes of high latitude simulations.

The polynomial approaches are typically useful in models where salinity is close to a depth
dependent reference value, as well as cases in which the model's vertical cell thickness is inde-
pendent of horizontal position. The latter assumption is not satis®ed by either the Adcroft et al.
(1997) shaved bottom cells, or the Pacanowski and Gnanadesikan (1998) partial cells, since in
these cases the center of the bottom cell continuously changes in depth depending on the local
topography. As such changes can be many tens to hundreds of meters, it is not accurate to specify
a pre-de®ned vertical depth for computing the polynomial coe�cients. Further problems ensue
upon allowing model salinity to deviate drastically from a reference value. River discharge, for
example, can radically modify the salinity within a grid cell, thus causing it to reach values near
zero.

For these reasons, some modellers have chosen to use the full UNESCO equation (e.g.,
OPA, as discussed in Merle and Morliere, 1988), even though the calculation of density could
represent 15±20% of the computational load (Madec et al., 1998). Jackett and McDougall
(1995) have introduced a new formulation of the UNESCO equation of state using potential
temperature instead of in situ temperature. Because potential temperature is a prognostic
model variable, while in situ temperature is diagnosed, their approach was found to save a
signi®cant amount of computer time (the cost of the equation of state is now reduced to 3±
10% of total model runtime, depending on model con®guration). The Jackett and McDougall
equation is implemented in MOM and OPA. An alternative, which has been found to be faster
and just as accurate (P. Killworth, personal communication 2000), is the equation of state
formulated by Wright (1997a).

In general, it is possible that on some computers, the cost of computing the full equation of
state can be negligible, so long as the code is organized so that the polynomial coe�cients remain
in the CPU registers or cache memory while the calculation is repeated for a series of model grid
points. Such was the experience with Fine Resolution Antarctic Model (FRAM, The FRAM
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Group, 1991), which ran on a Cray YMP. The same has also been found to be true for modern
cache based computers such as the Cray-T3E and desktop PCs.

An additional approximation which is often used is to assume the pressure is given by ÿq0 g z
for purposes of computing the in situ density, where q0 is the constant Boussinesq density. In-
stead, it is a simple matter to compute density at time step s via q�s� � q�h�s�; s�s�; p�sÿ Ds��,
where h is the model's potential temperature, s is salinity, and the hydrostatic pressure is lagged
one time step instead of performing an iterative approach (e.g., as done by Dewar et al., 1998). As
described by Dewar et al., use of the hydrostatic pressure instead of ÿq0 g z can result in some
improvements in accuracy. The method described here is currently used in MOM and has been
found to require trivial added computation.

In MOM 3, neutral directions are still calculated using the Bryan and Cox (1972) approx-
imate equation of state in order to save computation costs. Alternatively, the Jackett and
McDougall polynomial expression can be used both for a direct calculation of the Brunt±
V�ais�al�a frequency and the neutral directions as a function of salinity and potential temperature
(Madec et al., 1998). The added savings with the Wright (1997a) equation are currently being
assessed in MOM.

8.2. q-models

With a realistic equation of state, there is no materially conserved density coordinate which is
also monotonic with depth. For example, p � 0 was originally the common choice for a reference
pressure used to de®ne the potential density r0. Unfortunately, this choice leads to many ocean
regions where neutral directions deviate substantially from r0 iso-lines (McDougall, 1987a). For
example, use of r0 leads North Atlantic Deep Water living below Antarctic Bottom Water, and
such was a notable problem with the MICOM contribution to DYNAMO. A related problem is
the representation of thermal wind balance f qozu � ÿg ẑ ^rpq, with rpq the horizontal density
gradient along constant pressure surfaces and q the in situ density. Straightforward use of po-
tential density leads to an inaccurate thermal wind velocity shear in regions where potential
density deviates from in situ density.

Recently, p � 2000 db has become the norm for realistic isopycnal models, since this choice
leads to fewer regions with coordinate inversions and greatly improves the structure of the sim-
ulated deep water masses (Sun et al., 1999). In general, the Sun et al., paper has addressed the
above di�culties in an isopycnal model. They describe a method for including the buoyancy
anomalies caused by thermobaricity by relaxing the strict correspondence between buoyancy and
potential density. Their virtual potential density coordinate also reduces dynamical errors asso-
ciated with the thermal wind balance.

In an isopycnal model with two active tracers and a non-linear equation of state, the question
arises how to transport temperature and salinity while maintaining the integrity of the pre-de®ned
density classes. MICOM has chosen to transport salinity and then to invert the equation of state
to diagnose temperature. In principle, this inversion can be done by solving the UNESCO
equation of state iteratively. The systematic errors inherent in iterative methods will, however,
accumulate over time if the iteration is called at each time step. To address this issue, Brydon et al.
(1999) generated a polynomial in h, s, and p representing a best ®t to UNESCO. This approach
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has been incorporated into MICOM, in which potential temperature is diagnosed in the interior 10

isopycnic layers from the prognostic salinity and potential density.
An alternative approach, taken by HIM, HYCOM, POSEIDON, and POSUM, is to explicitly

transport and di�use both thermodynamic variables h and s. This approach permits modelling of
cabbeling e�ects and helps guarantee global conservation of both heat and salt. As described by
Oberhuber (1993), with h and s prognostic, diapycnal mixing is introduced after the advective
transport step in order to correct the layers back towards their pre-de®ned ``target densities''.

Much of the current research into generalizations of the isopycnal layer approach has focused
on the non-trivial question of how to optimally de®ne a materially conserved quantity whose iso-
lines closely approximate neutral directions. As shown by McDougall and Jackett (1988), it is not
possible to de®ne a local ®eld which can globally describe the envelope of neutral directions when
using the ocean's equation of state. Hence, the goal is to de®ne a conserved ®eld whose iso-lines
do not deviate signi®cantly from neutral. Additional considerations arise when aiming to main-
tain the horizontal pressure force as the gradient of a scalar, which then precludes pressure
gradient errors such as described in Section 2.3 for r-models.

What determines a ``signi®cant'' deviation from neutral is set by the very small amounts by
which tracer transport in the ocean interior occurs across neutral directions (see Section 9 for
more details). As coordinate surfaces deviate from neutral, advection and di�usion acting along
these surfaces will induce some dianeutral mixing. The impact of dianeutral ¯uxes from di�usion
can be reduced/eliminated by rotating the di�usion operator to act along neutral directions in a
manner analogous to that employed in z-models (see Section 11.2). Unfortunately, as described in
Section 9.3, such an approach is not readily available for advective transport.

There are two main approaches which have been documented in the literature to address the
above issues. The approach taken by Sun et al. (1999) introduces two terms for the pressure force
in order to admit a representation of thermobaricity in an isopycnal model. Since the second term
is at least an order smaller than the ®rst, their approach engenders negligible pressure gradient
errors. de Szoeke (2000) and de Szoeke et al. (2000) propose an alternative in which their ther-
modynamic variable ``orthobaric density'' (determined via a ®t to ocean climatology) maintains
the pressure force as the gradient of a scalar. Since it is determined from climatology, the use of
orthobaric density as a coordinate surface provides a better approximation to neutral directions
than the r2 variable used by Sun et al. It therefore minimizes the amount of dianeutral mixing due
to the advection and di�usion of tracer ®elds along these surfaces. However, basing a thermo-
dynamic variable on ocean climatology may not be as ideal for long term climate change ex-
periments as for simulations of the current ocean.

8.3. Summary items

The main points from this section include the following:
· Recent numerical representations of the full UNESCO equation of state for seawater have

acceptable computational expense. Early approximations perform poorly in certain climate
relevant situations (e.g., large perturbations to salinity).

10 Note that both potential temperature and salinity are prognostic variables in MICOM's mixed layer.

S.M. Gri�es et al. / Ocean Modelling 2 (2000) 123±192 157



· Representing the full equation of state in q-models is more cumbersome than z-models.
However, recent developments appear to provide a tractable solution using a representation
of thermobaricity.

· Research into generalizations of traditional isopycnal models balance the competing interests
of maintaining a small pressure gradient error while providing a globally de®ned coordinate
whose isolines are close to neutral directions.

9. Tracer transport in the ocean interior

Large-scale ocean currents and mesoscale eddies are the dominant mechanism for tracer
transport in the ocean interior. Transport processes act to mix tracers within constant density
layers (more precisely, along neutral directions) in a manner which transfers tracer variance to the
small scales, at which point microscale processes act to absorb this cascade of variance. Addi-
tionally, the locally referenced potential density is stirred, or adiabatically rearranged, with very
small mixing occurring between density classes.

Recent ocean measurements by Ledwell et al. (1993, 1998), Duda and Jacobs (1995), Kelley and
Van Scoy (1999) and others, provide direct quanti®cation of the above picture. Their results in-
dicate that the amount of diapycnal mixing in the ocean interior, away from boundary in¯uences,
corresponds to a vertical/diapycnal di�usivity of roughly 0:1±0:2 cm2 sÿ1, which represents a
value some 108 times smaller than the epipycnal, or along isopycnal, mixing. Therefore, the
representation of tracer transport in ocean models should ideally incur levels of spurious mixing,
associated with numerical errors, that are less than the 0:1±0:2 cm2 sÿ1 ambient level. Larger
values may compromise the physical integrity of the simulated water masses.

9.1. Advection schemes

Over the past decade, ocean modellers have begun to employ more sophisticated advection
schemes. The recent paper by Hecht et al. (2000) provides a useful overview with ocean model
tests of the various schemes, and Table 6 summarizes the schemes commonly used or available in
the various ocean models.

All models employ ¯ux form advection schemes, hence allowing for trivial conservation of total
tracer amount. In general, there is a well known and often frustrating tradeo� which exists be-
tween centered schemes and dissipative schemes. Centered schemes conserve ®rst (i.e., total tracer)
and second (i.e., tracer variance) moments yet admit dispersive errors which tend to result in
unacceptably large ripples, overshoots, and extrema. Since the centered schemes conserve second
moments, they are often called conservative schemes. In contrast, dissipative schemes, such as
upwind biased schemes, suppress dispersion errors yet only conserve the ®rst moment. Advection
schemes attempt to optimize, in various fashions, the tradeo� between conservation and
smoothness.

Until the 1990s, z-models have typically used the second-order centered scheme. However, z-
modellers have more recently found schemes admitting some numerical dissipation to be of use
for reducing the overall amount of dissipation in the ocean models while maintaining smooth and
physically meaningful solutions. That is, in some cases, the net amount of di�usion can be smaller
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with the dissipative advection scheme than with a centered scheme combined with an explicit
di�usion operator (e.g., Farrow and Stevens, 1995). There are two popular dissipative advection
schemes used in z-models. One is the Flux Corrected Transport (FCT) scheme of Boris and Book
(1973), Zalesak (1979), and Thuburn (1996) as described and tested in MOM by Gerdes et al.
(1991). This scheme combines a conservative centered scheme with a dissipative upwind scheme.
Alternatively, the Quick scheme of Leonard (1979), as modi®ed for leap-frog time steps by
Holland et al. (1998) and Webb et al. (1998b), has been found to be of use since it is less expensive
than FCT, yet still reduces dispersion errors relative to the centered schemes. Note that OCCAM
uses a scheme known as the modi®ed split Quick scheme (MSQ) which formally has a higher
spatial order of accuracy than the scheme described by Leonard (1979).

For q-models, it has long been recognized that it is essential to move away from the conser-
vative centered schemes, since layer thickness must maintain positive-de®niteness, and centered
schemes cannot guarantee such. Consequently, q-model developers have traditionally paid close
attention to developments in numerical advection schemes and have found the schemes listed in
Table 6 to be of use.

Many studies of advection consider the e�ects of various schemes on the transport of an ide-
alized tracer patch or structure (e.g., Durran, 1999; Hecht et al., 2000). Various schemes do better
or worse depending on the particular test problem. Additional considerations arise when allowing
the ¯ow to become turbulent, as emphasized by Shchepetkin and McWilliams (1998), Roberts and

Table 6

Summary of advection schemes used in the various ocean modelsa

Model Active Passive Thickness

CANDIE C2, C4, FCT C2, C4, FCT NA

COCO UTOPIA UTOPIA NA

GISS UP UP NA

Hadley C2 C2 NA

HOPE U3 U3 NA

MIT C2, U3, C4 C2, U3, C4 NA

MOM C2, C4, QH, FCT C2, C4, QH, FCT NA

OCCAM QW QW NA

OPA C2 MPDATA NA

POP C2, QH C2, QH NA

HIM Easter w/VL or PPM Easter w/VL or PPM FCT, MPDATA, Hsu±Arakawa

MICOM MPDATA MPDATA FCT

POSEIDON C2, QW, C4 C2, QW, C4 Hsu±Arakawa

POSUM MPDATA MPDATA MPDATA
a Di�erent columns are provided for schemes transporting thickness (only relevant for isopycnal models), active

(temperature and salinity) and passive tracers. Acronyms represent the following: NA� not applicable, C2� second-

order centered di�erences as used by Bryan (1969a), Cox (1984), and Semtner (1974), C4� quasi-fourth-order centered

di�erences as documented in the MOM manual, FCT�Flux corrected transport (Boris and Book, 1973; Zalesak, 1979;

Gerdes et al., 1991; Thuburn, 1996), QH�Quick scheme (Leonard, 1979) as implemented by Holland et al. (1998),

QW�Quick scheme (Leonard, 1979) as implemented by Webb et al. (1998b), MPDATA�Multidimensional Positive

De®nite Advection Transport Algorithm (Smolarkiewicz, 1984; Smolarkiewicz and Grabowski, 1990), Easter� Easter

(1993), VL�Van Leer (1979), PPM�Piece-wise parobolic, UTOPIA�Leonard et al. (1993), Hsu±Arakawa�Hsu

and Arakawa (1990), UP� linear upstream of Russell and Lerne (1981), U3� third-order upstream.
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Marshall (1998) and Gri�es et al. (2000a). In such ¯ows, the cascade of tracer variance to the
grid-scale associated with mesoscale eddies must be dissipated. For q-models, dissipation can
occur within a density layer without incurring any spurious diapycnal mixing. The situation in
z-models, however, is much more di�cult, and spurious diapycnal mixing typically will occur at
non-trivial levels (Roberts and Marshall, 1998; Gri�es et al., 2000a). These points are important
as the modelling community further develops eddying ocean models. Hence, the remainder of this
section aims to expose the key numerical issues.

9.2. q-models

By discretizing the vertical according to density classes, q-models assume tracer properties to be
vertically homogeneous within layers, yet they directly control levels of cross-layer transport. To
see how this control is achieved, it is useful to note that under conditions of no diapycnal
transport, the isopycnal transport of thickness and tracer occur in q-models via separate, yet
compatible, discretization of the following equations:

oth � ÿrq � �hu�; �5�
ot�hT � � ÿrq � �hT u�; �6�

where u � �u; v; 0� is the horizontal velocity ®eld, h the vertical thickness between density layers,
rq and ot are the horizontal gradient and time derivative operators taken along constant density
surfaces, and T is the tracer per unit volume (i.e., tracer concentration). The thickness equation
Eq. (5) is an expression of volume conservation, and Eq. (6) represents a combination of volume
and tracer conservation. The central point is that these equations involve only two spatial di-
mensions, where the operator rq picks out that part of the convergence of horizontal thickness
and thickness weighted tracer ¯uxes which occur along constant density surfaces.

In practice, the thickness and thickness weighted tracer equations must be discretized with some
dissipation or mixing in order to absorb numerical noise and variance associated with discretizing
the advective stirring operators. Experience has shown that the strong temporal and spatial
variability of the h ®eld requires use of positive de®nite, and preferably monotonicity-preserving
transport schemes, not only for h (which has to remain positive by de®nition), but also for the
thermodynamic variables as well. MICOM also ®nds it e�ective to add some along isopycnal
di�usion to further control small scale noise. HIM employs the monotonic method of Easter
(1993) in which the volume and tracer ¯uxes are constrained to be compatible. In that case, it has
been found that no explicit isopycnal tracer di�usion is required for stability.

These issues are crucial in q-models since the tracer concentration T is diagnosed from the
prognosed thickness weighted tracer hT. Hence, a spuriously small or negative thickness will
render the tracer concentration meaningless. Importantly, the above methods which maintain
positive thickness also maintain the isopycnal nature of the tracer transport. That is, there is no
spurious diapycnal transport engendered. This ``smoke screen of isopycnal mixing'' 11 lends great
utility to q-models for simulating transport in the ocean interior.

11 An expression frequently used by R. Bleck.
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9.3. Z-models

Advective stirring of tracer in a volume conserving z-model takes the form

otT � ÿr � �uT � ÿ oz�wT �; �7�

with r the horizontal gradient operator taken along constant z surfaces. The transport equation
now involves a three-dimensional convergence. For a strati®ed ¯uid, the three-dimensional
problem is substantially more di�cult to accurately represent numerically than the two-
dimensional transport equation considered in q-models. In the absence of explicit knowledge of
the neutral directions, advection schemes in z-models rely on numerical accuracy to approximate
the isopycnal transport processes trivially realized in q-models. How accurate is this represen-
tation?

The above question was addressed in the study of Gri�es et al. (2000a), in which they con-
sidered two idealized model con®gurations, one without eddies and one with eddies, and directly
diagnosed a vertically dependent spurious di�usivity associated with numerical realisations of
advection. For the laminar model, so long as the ¯ow structures (e.g., boundary currents, fronts,
etc.) remain resolved with a nominal number of grid points (e.g., two grid points in the Munk
boundary layer region), commonly used advection schemes (e.g., second- and fourth-order cen-
tered di�erences, FCT, Quick) were found to introduce only a negligible amount of spurious
diapycnal mixing. This result is consistent with suggestions from numerous coarse resolution z-
models in which small diapycnal di�usivity theories were in good agreement with numerical model
solutions run at small explicit diapycnal di�usivity (e.g., Toggweiler and Samuels, 1997; Maro-
tzke, 1997; Hirst and McDougall, 1998; Park and Bryan, 2000; Vallis, 2000).

In the presence of mesoscale eddies, the above advection schemes in the Gri�es et al. (2000a)
study exhibited more than an order of magnitude larger spurious mixing than the 0:1±0:2 cm2 sÿ1

ambient background. The experiment in which such high levels were achieved used a grid reso-
lution which was, according to conventional metrics (e.g., spectra), quite adequate to resolve the
admitted mesoscale eddies (1/6° in a mid-latitude channel). Upon re®ning the grid resolution
without altering the sub-grid scale dissipation parameters (e.g., keeping the viscosity ®xed), hence
ensuring that no new scales were admitted, the levels of spurious mixing were indeed reduced,
roughly as the power of the truncation error in the advection scheme. Yet the resolution needed to
reach negligible levels of mixing was roughly an order of magnitude higher than expected ac-
cording to other metrics (e.g., at 1/9°, the channel model still had about 2±3 times too much
mixing).

Besides dissipative advection schemes, modellers have conventionally relied on dissipation
operators to absorb the variance cascade, much as mentioned for the case of q-models in the
previous section. Some choose horizontal Laplacian di�usion (e.g., OCCAM), while others prefer
horizontal biharmonic mixing due to its enhanced scale-selective properties (e.g., Semtner and
Mintz, 1977; Bryan and Holland, 1989; B�oning et al., 1996, the z- and r-models used in DY-
NAMO). However, as noted by Roberts and Marshall (1998), horizontally aligned tracer dissi-
pation operators, including biharmonic operators, spuriously mix tracer across neutral directions,
even as the grid resolution is re®ned. There is no convergence to small diapycnal mixing levels as
resolution is re®ned, since higher resolutions simply increase the gradients upon which the
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horizontal operator acts. The result is the notorious Veronis e�ect (Veronis, 1975, 1977) at all
resolutions. 12

Roberts and Marshall suggested that instead of horizontally aligned dissipation operators,
z-modellers should introduce a new divergence-free velocity ®eld to the Eulerian ®eld, much as
done with Gent and McWilliams (1990) (see Section 11) for the purpose of scale selectively
suppressing noise, yet without spuriously mixing density classes. They showed compelling results
with eddying models that suggest the utility of their ``biharmonic GM operator''. Work remains,
however, to extend their approach to arbitrary tracers (they focused on density alone), where the
addition of a biharmonic isopycnal mixing scheme would be necessary for the case of multiple
tracers (e.g., Klein et al., 1998).

9.4. Inhomogeneities in the background diapycnal di�usivity

As discussed in Sections 5 and 7, boundaries such as the surface and bottom typically introduce
a large amount of diapycnal mixing. Additionally, recent measurements indicate that over rough
topography, and extending many hundreds to thousands of meters upwards into the water col-
umn, values of diapycnal mixing can be greatly enhanced due to the e�ects of breaking gravity
waves (e.g., Polzin et al., 1997; Toole, 1998). This section focused on the numerical requirements
of tracer transport in quiescent regions of the ocean interior where the mixing is very small.
Nonetheless, understanding how to parameterize the large inhomogeneities in the background
diapycnal di�usivity may play a crucial role in setting the large-scale properties of the ocean
(Munk and Wuncsh, 1998).

9.5. Summary items

The main points from this section include the following:
· Eddies and currents transport tracers in the ocean interior in a manner which mixes predom-

inantly along neutral directions, with dianeutral transport roughly 108 times smaller than the
along, or epineutral, transport.

· Density models are ideally suited for representing interior ocean transport, at least in those re-
gions where isopycnal layers closely parallel neutral directions. These models solve a straight-
forward two-dimensional transport problem, and by construction trivially maintain zero
spurious levels of cross-layer mixing.

· Depth models can represent interior ocean transport quite well at coarse resolution where there
is no turbulent cascade of tracer variance to the grid-scale. Unfortunately, when moving into
the eddying regime, there is a fundamental problem of how to resolve the con¯ict of needing
to absorb the tracer variance cascade without introducing non-negligible levels of spurious dia-
neutral mixing. This problem remains largely unsolved.

· Although small in many interior ocean regions, there are notable examples where the diapyncal
di�usivity is enhanced many hundreds of meters above rough topography. Understanding how
to parameterize this added mixing is an open question (see Toole, 1998 for discussion and ref-
erences) which could prove to be important for ocean climate models.

12 In principle, if one resolved the microscale, then convergence could result.
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10. Momentum transport

10.1. Horizontal transport

There are two general ways in which the inviscid part of the horizontal momentum equation is
written in ocean models. The ®rst consists of an ``advective form'' used by MIT, MOM, OCCAM,
and POP

ot

h
� u � r � �f � u tan /=a� ẑ ^

i
u � ÿ 1

q0

rp; �8�

where q0 is the constant Boussinesq density. As written here, this form assumes spherical coor-
dinates in which a is the Earth's radius and / is the latitude. The u tan /=a term is often called the
``advective metric term'' since it arises from the non-trivial metric on the sphere. Equivalently, via
a vector identity (e.g., equation (2.4.1) in Pedlosky, 1987) and within the hydrostatic approxi-
mation, this equation can be written in the ``vector invariant'' form which eliminates the hori-
zontal advection of velocity (e.g., Section 1.3-b of Madec et al., 1998)

�ot � woz � �f � f� ẑ^�u � ÿr�p=qo � u � u=2�; �9�
where f � ẑ � r ^ u is the vertical component of the relative vorticity. The vector invariant form is
so-called because it remains valid in any horizontal orthogonal coordinate system. In contrast, the
advective metric term is dependent on the coordinate system. The vector invariant form is
therefore useful for models with generalized orthogonal coordinates, and it is the form chosen by
all the isopycnal models, as well as the z-coordinate OPA model.

The advective form is natural on a B grid, where it is commonly used with energy conserving
centered di�erence numerics to advect velocity (Bryan, 1969a). In contrast, the vector invariant
form on the B grid requires a larger grid stencil and is not commonly used. 13

As a complement to the B grid, the vector invariant form is natural on the C grid, and so is
the preferred form for many C grid ocean models. Correspondingly, potential enstrophy, rather
than energy, is more readily conserved with this formulation. In particular, HIM and POSUM
use an energy conserving scheme based on Sadourny (1975), whereas MICOM and OPA use
Sadourny's enstrophy conserving scheme. Note that with any enstrophy conserving scheme,
special limitations must be applied when layer thicknesses vanish, as they can in isopycnal
models (Bleck and Smith, 1990). Furthermore, as detailed by Abramopoulos (1988), energy and
potential enstrophy conserving schemes (Arakawa and Lamb, 1981) require smaller stencils on
the C grid than B grid. POSEIDON is the only ocean model which uses the Arakawa and Lamb
energy and potential enstrophy conserving scheme. 14 This scheme is not commonly used in
ocean models, largely due to its relatively large grid stencils which are cumbersome with
complicated boundaries.

13 POSEIDON is an exception, in which its vector-invariant momentum equations can be solved on either the B or C

grids.
14 POSEIDON also uses Hollingsworth et al. (1983) correction for the energy gradient term.
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10.2. Vertical momentum advection in B grid z-models

In B grid z-models, there are well known problems with up/down slope momentum advection
as originally coded by Cox (1984). In particular, the Bryan±Cox±Semtner code has a vertical
velocity which is calculated to advect the horizontal momentum, and this velocity is di�erent from
that advecting temperature and salinity. Webb (1995), Bell (1998) and Ishizaki and Motoi (1999)
demonstrated that mishandling of the momentum advection induces grid-scale noise near to-
pography. Webb noted that it is preferable to have a vertical velocity for momentum advection
de®ned consistent with that for tracer advection in order to better represent marginally resolved
phenomena. This method is standard in COCO, MOM (see Pacanowski and Gri�es, 1999 for
further discussion), OCCAM, and POP.

10.3. Summary items

The main points from this section include the following:
· Most z-coordinate models employ the energy conserving ``advective'' form of the momentum

equation (there is one exception), whereas q-coordinate models (except OPYC) employ the
``vector invariant'' form in which either energy or enstrophy are readily conserved.

· Schemes conserving both energy and enstrophy are not commonly used in ocean models (there
is one exception), largely due to the increased size of the grid stencil which becomes cumber-
some with complicated land±sea boundaries. In contrast, either energy conservation alone or
enstrophy conservation alone are more commonly chosen.

· Vertical momentum advection in B grid z-models requires some care to ensure compatibility
between vertical advection of tracers and momentum.

11. Parameterization of mesoscale eddies

Over the past decade, there has been a ¯urry of activity aimed at parameterizing mesoscale
eddies for use in coarse resolution climate models. Arguably it will be at least another decade
before eddying climate models can be routinely used for large-scale climate modelling purposes,
hence motivating continued investigations of eddy parameterizations. The ®eld of mesoscale eddy
parameterization has been dominated by two main ideas: the eddy±topography interaction ideas
of Holloway (1992), and the eddy-induced velocity ideas of Gent and McWilliams (1990) and
Gent et al. (1995) (both referred to as GM90 in the following). A brief overview of their impacts is
provided in this section.

11.1. Eddy±topography interaction

A closed physical system will equilibrate to a state which maximizes entropy. Kraichnan (1975)
applied this notion to inviscid two-dimensional ¯ows, and he was soon followed by the study of
Salmon et al. (1976) (SHH) who extended Kraichnan's work to one and two layered quasi-
geostrophic (QG) turbulence in the presence of bottom topography. What emerged from the SHH
study is a striking correlation between the equilibrium ¯ow and the topography, with cyclonic
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mean currents around topographic depressions and anti-cyclonic currents around domes. That is,
the maximum entropy solution, which can also be interpreted as the one possessing the least bias
or the most likelihood, is one which has non-trivial structure rather than zero motion. A physical
mechanism which provides a pathway to realize this solution is eddy±topographic form stress, as
studied by Holloway (1987).

The ocean is neither a closed system, nor is it in a state of equilibrium. Instead, it is a forced and
dissipative system. Nevertheless, when querying how relevant equilibrium statistical mechanical
ideas are to the ocean, one must ask whether the time scales determining the rate at which a
system reaches its maximum entropy state are faster or slower than the time scales which act to
keep it out of that state (see Dukowicz and Greatbatch, 1999 for a discussion in the context of
ocean gyre ¯ows). This question is at the heart of non-equilibrium statistical mechanics.

Working under the hypothesis that eddy±topography interactions are able to systematically
and relatively rapidly force the ocean towards its maximum entropy state, or a suitable ap-
proximation to this state, Holloway (1992, 1999) conjectured that it is relevant, and important, to
include such non-equilibrium forcing in ocean models. In linear irreversible thermodynamics (e.g.,
DeGroot and Mazur, 1962), this forcing takes the form of a linear damping with empirically
determined damping coe�cients. Holloway's approach is similar, with the simplest form being
that of a scale dependent damping towards a barotropic circulation determined by topography:
H unep � ẑ�rwnep, where wnep � ÿf L2 H , L is a length scale largely acting as a tuning parameter,
and z � ÿH�x; y� is the ocean bottom. This parameterization, colloquially known as the ``Neptune
e�ect'' (Holloway, 1986b) has been shown to improve coarse resolution primitive equation sim-
ulations via enhancements to boundary currents (e.g., Alvarez et al., 1994; Eby and Holloway,
1994; Fyfe and Marinone, 1995; Holloway et al., 1995; Sou et al., 1995; Pal and Holloway, 1996;
Nazarenko et al., 1997; Marinone, 1998; England and Holloway, 1998).

During the past few years, there has been an increasing body of research aiming to further
employ equilibrium and non-equilibrium statistical mechanics for ocean modelling. Notably,
Merry®eld (1998) has extended SHH to continuously strati®ed quasi-geostrophy, and Merry®eld
et al. (2000) have considered barotropic ¯ow over ®nite amplitude topography. Frederiksen (1999)
aims to provide a parameterization using turbulent closure theories. The statistical theories of
Kraichnan±SHH incorporate only the energy and enstrophy invariants. A more general theory
which brings in all invariants 15 has been proposed by Miller (1990), Miller et al. (1992) and
Robert (1991) (see also Turkington, 1999 for an alternative perspective which is not in agreement
with the Miller±Robert theory). Kazantsev et al. (1998) have considered the relevance of the
Miller±Robert theory for ocean modelling, and in addition employed the ``Maximum Entropy
Production'' ideas of Robert and Sommeria (1992) and Chavanis and Sommeria (1997) to pro-
pose a form for a vorticity di�usive ¯ux which relaxes the system towards the maximum entropy
state. Quite recently, Chavanis and Sommeria (2000) and Weichman and Petrich (2000) have
independently extended the in®nite invariant theory for the Euler equations to the shallow water
equations. Two notable pedagogical review articles are those of Alvarez and Tintor�e (1998) and
Sommeria (1998). Finally, an intriguing application of statistical mechanical ideas to studies of

15 Recall that potential vorticity is materially conserved for inviscid adiabatic ¯uids. Hence, global integrals of all

products of potential vorticity are held constant by the ideal ¯ow.
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convection has been given by DiBattista and Majda (2000) and DiBattista et al. (2000), whose
methods are motivated by Turkington (1999) study.

Although there have been global ocean model studies using ``Neptune'' (e.g., Eby and
Holloway, 1994; England and Holloway, 1998), it is notable that currently no published global
climate model uses a statistical mechanical motivated parameterization of eddy±topography in-
teraction. One thing which is missing is a convincing theory for the amplitude of the parame-
terized stress. The stress may depend on the level of eddy kinetic energy, as well as the amplitude
of barotropic tides since recti®ed currents from the tides may be as large as mesoscale eddy
generated currents on some continental slopes. Notably, when used with a constant eddy pa-
rameter, the scheme adds energy to the mean ¯ow in the presence of non-trivial topography.
Given the very active research addressing many of these issues, one may guess that statistical
mechanical parameterizations may soon be more common-place in climate models as the theories
and process oriented numerical investigations mature.

11.2. Eddy-induced transport

Motivated by the property of baroclinic instability to adiabatically feed o� the available po-
tential energy (APE) in the mean ¯ow, GM90 suggested a form for such a sink in coarse models.
In z-models, the sink takes the form of a divergence-free eddy-induced velocity ®eld v�, whereas in
q-models the corresponding sink arises via downgradient di�usion of layer thickness or interface
depth. In addition to such a sink, GM90 prescribed that an arbitrary tracer should be stirred by
this eddy-induced velocity and mixed via a di�usion operator oriented according to the neutral
directions, as described by various authors (Iselin, 1939; Montgomery, 1940; Solomon, 1971;
Redi, 1982; Olbers et al., 1985; McDougall and Church, 1986; McDougall, 1987a; Gent and
McWilliams, 1990; Gri�es et al., 1998).

Notably, both thickness/depth interface di�usion and isopycnal tracer di�usion are natural in
q-models, and have been standard practice in models such as MICOM since the early 1990s. 16

Hence, the direct in¯uence of GM90 on the manner by which the q-modelling community inte-
grates their models has been relatively minimal. In contrast, tests over the last decade have
generally pointed to an improved physical integrity of z-models employing both isopycnal dif-
fusion of tracers and GM90. Consequently, climate modellers running z-models have almost
universally adopted some form of isopycnal di�usion with GM90 as standard practice. The fol-
lowing discussion thus focuses on these impacts on z-models.

11.2.1. Algorithmic considerations
Cox (1987) developed a means to rotate the di�usion tensor in z-models according to the locally

referenced potential density. Unfortunately, his isopycnal di�usion algorithm was unstable, which
made it necessary to add a non-trivial horizontal background di�usion to stabilize the scheme.
Such horizontal di�usion largely counteracted the bene®ts of the rotated di�usion in that it in-
troduced a large unphysical source of diapycnal di�usion in regions of non-zero isopycnal slope.
A method used in OPA to remove the need for horizontal background di�usion is to pre-®lter the

16 See Holloway (1997) for a discussion of the history of thickness di�usion in q-models.
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isopycnal slope prior to performing the rotation (Madec et al., 1998). A more general approach is
provided by the algorithm of Gri�es et al. (1998), who removed the Cox instability via a re-
formulation of the discretized di�usion operator. 17 Even without these ®xes to the rotated dif-
fusion schemes, some researchers using MOM-based code (although not all) have found that
adding GM90 eddy advection stabilizes the Cox scheme so that horizontal di�usion can be re-
moved. In general, removing horizontal background di�usion, and hence the associated Veronis
e�ect (Veronis, 1975, 1977), has proven to be a key improvement to the z-model simulations.

As proposed by Gent et al. (1995), the GM90 eddy-induced velocity is given by

v� � ÿoz�jS� � ẑr � �jS� �10�
with j a di�usivity and S � rqz � ÿrq=ozq the projection of the neutral slope into the two
horizontal directions. 18 When advecting tracers, this eddy-induced velocity is added to the
model's resolved scale velocity v to produce a divergence-free e�ective transport velocitybv � v� v�. As an outgrowth of the isopycnal di�usion work of Gri�es et al. (1998), Gri�es (1998)
suggested an alternative form of GM90, in which the eddy-induced velocity v� is represented in
terms of its vector streamfunction. The result is a transformation of the GM90 advective tracer
¯ux into a skew tracer ¯ux. It has been found that the combination of isopycnal di�usion plus
GM90 skew-di�usion is generally much more e�cient and numerically accurate to realize than the
alternative isopycnal di�usion plus GM90 eddy-advection approach. In particular, the problems
with noise introduced by realisations of v�, as pointed out by Weaver and Eby (1997), are largely
overcome via the skew-di�usion approach. Additionally, the common choice of equal isopycnal
di�usion and GM90 thickness di�usivities (e.g., Danabasoglu and McWilliams, 1995; England,
1995; Robitaille and Weaver, 1995; Du�y et al., 1995, 1997; Hirst and McDougall, 1996, 1998;
Hirst et al., 2000) renders the following ¯ux for isopycnal di�usion plus GM90 skew-di�usion:

F � ÿjrT ÿ ẑj �S2 ozT � 2S � rT �: �11�
Notably, the horizontal ¯ux component is downgradient horizontal di�usion. No analogous
simpli®cation of the horizontal ¯ux component results when implementing GM90 via the eddy-
advection approach. As horizontal di�usion is trivial to implement in z-models, such a simpli®-
cation greatly adds to the model's e�ciency as well as its numerical integrity. The skew-¯ux
approach is the standard form of GM90 in the MIT, MOM, and POP codes.

11.2.2. General e�ects on climate model solutions
There are many studies which have investigated the sensitivity of various ocean model simu-

lations to the choice of lateral tracer mixing schemes. The early studies were quite encouraging as
they showed a strong improvement of the solutions with isopycnal di�usion and GM90 as
compared to the use of horizontal di�usion. However, there are many details which can a�ect the
solution's integrity and hence numerous studies show some advantages are combined with dis-
advantages. The following provides a sample.

17 Beckers et al. (2000) present alternatives to Gri�es et al. (1998) scheme. Their approaches may be more appropriate

especially passive tracer di�usion.
18 This expression omits the surface and ¯oor delta-functions created by setting the di�usivity to zero there, and such

can cause strong ¯ows as described by Killworth (1997).
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Inclusion of GM90 in global ocean models results in generally improved strati®cation leading
to a major reduction in convection at high southern latitudes (e.g., Danabasoglu and McWilliams,
1995; England, 1995; Robitaille and Weaver, 1995; Du�y et al., 1995, 1997; Hirst and McDougall,
1996, 1998). Notably, however, England and Holloway (1998) and England and Rahmstorf (1999)
®nd that GM90 using a constant di�usivity can degrade the model performance in the North
Atlantic where simulations were evaluated against observed chloro¯urocarbon (CFC) uptake.
They suggest that further GM90 studies are warranted which employ spatially variable di�usiv-
ities as deduced from the theory of Visbeck et al. (1997).

The above studies were performed with codes that employ the unstable Cox (1987) isopycnal
di�usion scheme. It is therefore di�cult to distinguish between improvements brought by
GM90 and those arising from the use of smaller horizontal background di�usion. The paper
by Gnanadesikan and Toggweiler (1999) provides one exception. They compared the distri-
bution of silica in a coarse resolution global climate model run with the Gri�es et al. (1998)
isopycnal di�usion scheme, using no horizontal background di�usion, to a run with isopycnal
di�usion plus GM90. The results with GM90 were clearly preferable to those without. Guil-
yardi et al. (2000) investigate the sensitivity of the upper ocean thermal balances to the choice
of lateral mixing. They conclude that GM90 plus isopycnal di�usion (with a large uniform
coe�cient) is less preferable than isopycnal di�usion alone. Finally, Raynaud et al. (2000)
investigate the impacts of lateral mixing on El Ni~no/Southern Oscillation (ENSO) variability.
They ®nd that ENSO characteristics di�er in simulations using either horizontal di�usion,
isopycnal di�usion, or isopycnal di�usion plus GM90. However, they do not conclude which
choice is superior.

In general, as noted in the coupled model study of Hirst et al. (2000), the inclusion of GM90 in
the ocean component of a coupled model might lead to at least three practical advantages. First,
Rahmstorf (1995) has suggested that a coupled model that includes GM90 and is run with ¯ux
adjustment may display less residual drift as a result of reduced oceanic convection. Second, the
heat ¯ux adjustments required at high southern latitudes may be signi®cantly smaller in a coupled
model that includes GM90 than one that does not. This is because ocean models with GM90 tend
to have surface heat ¯uxes at such latitudes that are relatively small and markedly less noisy than
models without GM90, as a consequence of the reduced poleward heat transport (in the absence
of horizontal di�usive ¯ux) and subdued convection (Danabasoglu and McWilliams, 1995;
B�oning et al., 1995; Hirst and McDougall, 1996).

Third, biases in the pattern of global warming resulting from the unrealistic convective mixing
in the Southern Ocean may be eliminated. Tests of CFC uptake in ocean models reveal that CFC
penetration at high southern latitudes is much reduced, and generally more realistic, when the
GM90 scheme is used (Robitaille and Weaver, 1995; England, 1995; England and Hirst, 1997).
The reduced CFC penetration in ocean models using this scheme implies slower oceanic venti-
lation and possibly a reduced e�ective thermal inertia of the Southern Ocean (e.g., McDougall
et al., 1996).

The ®rst two of these anticipated results have been seen in the coupled model study of Hirst
et al. (2000), who carefully compare two control (constant CO2) integrations, one with GM90 and
the other with more traditional isopycnal di�usion with horizontal background. Although the
simulations with GM90 are far from perfect, they do represent improvements over the traditional
approaches, hence verifying the hopes suggested by ocean-only studies.
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The third anticipated result, namely the expected changes in Southern Ocean warming rates
under increased atmospheric CO2, is in practice sometimes complicated by di�erences in the
control integration climatology (e.g., di�erent sea ice extent) which may lead to changes in a range
of feedback sensitivities (Hirst et al., 1996; Wiebe and Weaver, 1999; Lohmann and Gerdes, 1998).
It appears that some similarity in the surface control climatologies for the versions with and
without the GM90 scheme is required in order for the anticipated di�erences in warming rates to
be realized (G. Flato, personal communication 1999; A. Hirst, personal communication 2000).

11.3. Current research into eddy-induced transport

In general, the coarse resolution z-model tests indicate the utility of GM90. This success has
prompted a large body of studies whose aim is largely to clarify the theoretical foundation upon
which GM90, or its related extensions, are based. Should one di�use thickness or potential
vorticity (PV)? Should the GM di�usivity be a constant, be ¯ow dependent, and/or have a depth
dependence? How is the isopycnal di�usivity related to the GM di�usivity? Should a closure
provide just a sink of potential energy as in GM90, or allow for a transfer of APE to mean kinetic
energy? Are local closures su�cient, or should non-local closures be considered as well? How
should the boundary conditions be applied to the eddy-induced transport? Should a mesoscale
eddy closure involve the momentum equations, via inter-facial form-drag, instead of, or in ad-
dition to, the tracer equations? These are just a few of the questions debated in the literature, with
the following providing a brief, and very incomplete, account.

11.3.1. Attempts at re®ned di�usive theories
Several studies prompted by GM90 are based on the idea that di�usion of QG PV should form

the basis of a closure, rather than layer thickness or interface depth (e.g., Marshall, 1981;
McWilliams and Chow, 1981; Rhines and Young, 1982; Treguier et al., 1997; Killworth, 1997;
Greatbatch, 1998; Wardle and Marshall, 1999). It is not obvious how to implement such an idea
in a global primitive equation model, where QG is not generally valid and PV is not a prognostic
®eld. Nevertheless, diagnosis of certain high resolution process simulations have indicated the
validity of this idea (e.g., Lee et al., 1997; Marshall et al., 1999; Treguier, 1999), although a recent
study by Drijfhout and Hazeleger (2000) counter by proposing that thickness di�usion is actually
preferable in practice. On the other hand, the distinction between thickness and PV mixing may
not be very signi®cant. Notably, Smith (1999) shows using a QG scale analysis that the ensemble-
mean adiabatic primitive equations can be formulated such that the eddy-induced transport ve-
locity is associated with either a turbulent thickness ¯ux or a turbulent PV ¯ux, and that the two
formulations are equivalent in the QG regime.

In general, downgradient di�usive parameterizations of turbulent ¯uxes are ultimately based on
stochastic or random-walk models of turbulent di�usion. Dukowicz and Smith (1997) (see also
Smith, 1999) showed that a stochastic theory appropriate for adiabatic strati®ed turbulence
predicts, in its simplest form, a generalized form of the GM90 parameterization. While this
analysis provides an underlying small scale theory for the GM90 parameterization, it remains to
be seen to what extent the assumptions underlying the stochastic theory, and hence the as-
sumptions of downgradient ¯uxes, apply to the real ocean.
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Large-scale PV is a combination of three terms: isopycnal thickness, topographic height, and
planetary vorticity. The Neptune parameterization represents the topographic part by adding a
stress in the momentum equations. Some studies suggest that other pieces of the parameterization
for PV mixing could be represented in the momentum equations, such as through the use of a
large vertical viscosity (Olbers et al., 1985; Greatbatch and Lamb, 1990; Greatbatch, 1998;
Greatbatch and Li, 2000; Gent et al., 1995; Smith, 1999). The work of Adcock and Marshall
(2000), in which they study the e�ects of topography in a shallow water model, also provides some
insight into these issues. In general, there currently has been no large-scale coarse resolution ocean
model run to test the utility of PV-based closures over thickness-based closures.

Besides trying to understand whether it is thickness or PV which serves best as the basis of a
closure, there are studies which aim to deduce a ¯ow dependence of the mixing coe�cient used to
di�use either thickness or PV. The papers by Held and Larichev (1996) and Visbeck et al. (1997)
each propose methods for computing a mixing coe�cient in terms of a length and time scale
determined by properties of the coarse ®elds. The time scale is proportional to the Eady growth
rate f =

�����
Ri
p

for baroclinic instability, whereas the length scale is proportional to the Rossby radius
NH=f (Visbeck et al.) or the Rhines length �U=b�1=2

(Held and Larichev). 19 The study by Bryan
et al. (1999) suggests that the Visbeck et al. scaling agrees better with high resolution model output
than the Held and Larichev scaling. An additional study by Killworth (1997) is notable for
providing a theory which deduces a depth dependent di�usivity, whereas Visbeck et al., and Held
and Larichev studies do not directly address this issue. Results from the high resolution channel
model study by Treguier (1999) are consistent with Killworth's idea.

There remains a dearth of large-scale coarse resolution studies to investigate the utility of a ¯ow
dependent thickness di�usivity. The only documented account is that of Wright (1997b), in which
he compared a suite of constant coe�cient GM90 experiments with a single run with the Visbeck
et al. di�usivity. The tests were run with the Hadley Centre's 1.25° ocean model, and the results
were generally favorable towards the Visbeck et al. di�usivity, hence prompting the Hadley Centre
to employ this scheme in their climate simulations. Unpublished studies in coarser simulations
(e.g., coarser than 2°) suggest that non-constant di�usivities may not be so advantageous at such
modest to coarse resolutions (A. Adcroft, personal communication 2000; M. Roberts, personal
communication 1998; report of the WOCE/CLIVAR Workshop on Ocean Modelling for Climate
Studies, WOCE Report No. 165/99). Further study in this area is clearly needed.

11.3.2. Two additional conceptual issues
We o�er here further comments which have some general applicability to the issues of pa-

rameterizing eddy-induced transport.
First, an important kinematic point has been raised by McDougall and McIntosh (1996, 2000),

McIntosh and McDougall (1996) and McDougall (1998), in which they note the need to be careful
when transforming between isopycnal (Lagrangian) and depth (Eulerian) coordinates (see
Andrews and McIntyre, 1978 for a general discussion). In particular, this transformation

19 Ri is the large-scale Richardson number based on thermal wind shears, f is the Coriolis parameter, and b � of =oy is

its meridional gradient. A summary of how to implement Held and Larichev (1996) and Visbeck et al. (1997) length and

time scales in a model can be found in the MOM Manual of Pacanowski and Gri�es (1999).
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directly a�ects how one interprets the variables carried by a coarse resolution ocean model. Their
studies provide some caveats which may prove to be important when testing the validity of pa-
rameterization schemes within a z-coordinate framework.

Second, as intimated at various times in the discussion above, it is useful to note the distinction
between layer thickness and interface depth. The distinction arises, in particular, when considering
what GM90 means in practice in a q-model in the presence of sloping side boundaries. Notably,
downgradient di�usion of layer thickness will cause interfaces to migrate up sloping topography
(see Holloway, 1997), thus increasing APE and so acting counter to the GM90 goal of always
reducing APE. However, downgradient di�usion of interface depth will move dense water down a
slope, thus reducing APE. It turns out that the latter e�ect is what happens in practice when
GM90 is implemented in its simplest form in z-models in the presence of topography (e.g., see
Fig. 3 of Hirst and McDougall, 1996). When implementing GM90 in q-models, the distinction
between the downgradient di�usion of layer thickness and di�usion of interface depth become
more crucial and care must be exercised. MICOM di�uses interface depth rather than thickness
just for this reason. Note that this distinction was not part of the original GM90 study as they
focused on areas away from boundaries.

11.4. Testing theories with data

Problems related to parameterizing the ocean mesoscale eddy ®eld, both in the open ocean and
their interaction with topography, are conceptually and computationally very di�cult. The
problem is compounded by the lack of direct observational data which could help develop and
test theories and applications.

Resolving the mesoscale eddy ®eld synoptically is only practical with remote sensing (e.g.,
satellite altimetry and SST). For example, Le Traon and Dibarbouree (1999) demonstrate that
mesoscale mapping is feasible using multiple altimeters. However, without complementary sub-
surface data, even such a capacity has limitations since we know from the previous discussions
that it is the detail of the eddy transports along density surfaces which is critical. The global array
of ¯oats which are part of the Argo program presents the potential to address this key scienti®c
need (Argo Science Team, 2000).

Creative and promising ideas of how to exploit satellite data for eddy parameterizations have
been proposed by Holloway (1986a) and Stammer (1998) based on analysis of sea surface to-
pography data from satellites. The study by Kushner and Held (1998) provides a compelling test
of these ideas using atmospheric reanalysis data. It is hoped that further exploitation of satellite
data will ®nd use for parameterizing, and generally simulating (e.g., see Fu and Smith, 1996),
ocean mesoscale eddies.

11.5. Summary items

The main points from this section include the following:
· Statistical mechanically based eddy±topography parameterizations (e.g., Neptune) have shown

some improvements in the simulations of boundary currents. These methods are based on re-
laxing non-equilibrium ¯ows to their maximum entropy states, and as such are quite distinct in
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principle from downgradient di�usive closures. Research into this area is active and shows
some promise of providing general methods of parameterization. Currently, there are no global
climate models which use such parameterizations.

· The GM90 scheme provides an eddy-induced advection, or equivalently a skew component to
the tracer mixing tensor, motivated by the desire to adiabatically release potential energy from
baroclinic ¯ow. When combined with isoneutral di�usion, GM90 has been seen to enhance the
physical integrity of most z-coordinate climate model simulations. GM90 in its simplest form is
based on downgradient di�usion of layer thickness (or interface depth). Some form of GM90
has become ubiquitous in both z and q ocean climate models.

· Many studies motivated by GM90 have pursued extensions to the original ideas, with nearly all
studies based on the assumption of local downgradient di�usion of either thickness or potential
vorticity.

12. Horizontal momentum friction

Ocean models require frictional dissipation in order to suppress instabilities such as those as-
sociated with the grid Reynolds number, to provide a vorticity sink at western boundaries, and to
generally suppress power at unresolved scales. In the presence of geostrophic-turbulence, friction
must be su�cient to absorb enstrophy upon cascading towards the smallest resolved scales. Fi-
nally, frictional dissipation can be included as a physical parameterization of the e�ect of unre-
solved scales on the resolved scales. Currently, however, there is no generally agreed upon form of
a physically motivated closure for linear momentum in ocean models. Notably, Laplacian mo-
mentum friction has not been motivated from ®rst principles at the scales resolved in large-scale
ocean models, even those admitting mesoscale eddies. As a result, the bulk of large-scale ocean
models employ friction as small as feasible so long as it maintains the above numerical con-
straints. Such is the perspective taken in this section.

12.1. Constant viscosity friction

The simplest form of friction is constant viscosity Laplacian friction (e.g., OCCAM) or con-
stant viscosity biharmonic friction (e.g., Semtner and Mintz, 1977; Bryan and Holland, 1989;
DYNAMO, B�oning et al., 1996). A biharmonic operator provides enhanced scale-selectivity over
the Laplacian, and so allows for less dissipation at the resolved scales while concentrating it at the
grid-scale. Even more scale selectivity can be achieved with an eighth-order Shapiro ®lter, which is
the choice of POSEIDON. The biharmonic or higher order Shapiro ®lters are notable for their
utility with eddying models, since it is here that one aims to achieve simulations in which the
natural tendency for oceanic ¯ows to exhibit hydrodynamic instabilities and turbulence is not
handicapped by overly strong frictional dissipation.

12.2. Non-constant viscosity friction

Choosing a constant viscosity over the globe constrains the value to be large enough to control
the most vigorous anticipated motions and to resolve all boundary currents. Unfortunately, there
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will generally be regions that contain an overly large level of friction than that needed to satisfy
local numerical constraints. Hence, modellers have tried various approaches to reducing the local
levels of frictional dissipation via the use of non-constant viscosities.

12.2.1. Form of the friction operator
Upon allowing non-constant viscosity on a non-¯at geometry, such as the sphere, it is im-

portant to employ a form of the friction operator which both dissipates kinetic energy and
conserves angular momentum. The naive use of the Laplacian operator with the non-constant
viscosity is insu�cient. These points were emphasized by Wajsowicz (1993), who provides a means
for satisfying the desired constraints (see Smith et al., 1995; Murray and Reason, 1999 for a re-
lated implementation of friction with arbitrary orthogonal coordinates). These approaches are
based on expanding in the continuum the covariant divergence of the symmetric stress tensor, and
discretizing the resulting expression for the friction operator. Alternatively, one can implement
horizontal friction as the discrete covariant divergence of the discretized stress tensor, as discussed
by Smagorinsky (1963, 1993), Williams (1972), Rosati and Miyakoda (1988), Sadourny and
Maynard (1997) and Gri�es and Hallberg (2000).

Ocean current stresses and strains are not horizontally isotropic. Such has motivated recent
research into the implementation of anisotropic stress tensors. A ®rst test of such has been per-
formed by Large et al. (2000). They introduce two horizontal viscosities, instead of the single
value used in the conventional isotropic stress approach. Their results are intriguing and have
been shown to improve their simulation, especially their equatorial currents. In the Large et al.
formulation, the directions which break the transverse isotropy are aligned with the grid direc-
tions. A more general formulation has been developed for general curvilinear coordinates
(R. Smith, personal communication 2000), where the direction which breaks the anisotropy can be
chosen arbitrarily (e.g., in the direction of the local mean ¯ow). This is the form of the friction
operator currently implemented in POP.

12.2.2. A priori choices for the viscosity
Upon reaching the high latitudes with spherical coordinates, the convergence of the meridians

means that the zonal grid spacing gets quite small. A viscosity which may be appropriate for lower
latitudes may become too large for the high latitudes, and so violate the di�usion stability con-
straint. More generally, variable grid spacing imposes di�erent numerical constraints on the
viscosity. Without altering the viscosity according to the grid spacing, one is forced to either use a
globally smaller viscosity, which is undesirable for purposes of resolving boundary currents, or a
globally smaller time step, which will make the model less e�cient.

A simple approach to overcome this problem is to rapidly taper the viscosity to smaller values
as the pole is reached (e.g., Gent et al., 1998 tapered viscosity poleward of 84°N). A related
approach is to make the viscosity vary like a power of the grid spacing D. For Laplacian friction,
one may consider a viscosity varying as D2, which leads to a constant momentum di�usion time
scale, or as D, which leads to a constant di�usion velocity scale. The second choice was made in
the DYNAMO models, with D3 dependence for biharmonic friction (see also Maltrud et al.,
2000). Generally, some care must be taken in these approaches not to reduce the viscosity so much
as to allow grid noise.
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12.2.3. Smagorinsky viscosity
Another approach, recently surveyed by Gri�es and Hallberg (2000), is motivated by ideas of

Smagorinsky (1963, 1993). The Smagorinsky viscosity is a function of the local horizontal rate of
deformation times the local grid spacing

Asmag � �CD=p�2jDj; �12�
where C is a dimensionless scaling parameter, D a measure of the local grid spacing, and
D2 � D2

T � D2
S is the squared horizontal deformation rate. In Cartesian coordinates, the horizontal

tension DT � ux ÿ vy and the horizontal shearing strain DS � uy � vx. The Smagorinsky viscosity is
enhanced in regions of large horizontal shear, such as near boundaries, and reduced in quiescent
regions, such as the ocean interior, as well as regions of smaller grid spacing, such as near the
poles. Typically, this approach produces enough viscosity in those regions with vigorous currents,
yet it can have a tendency to under-dissipate in the more quiet regions. Setting a minimum vis-
cosity, such as that prescribed by the constraint that Munk (1950) boundary layer must be re-
solved by some two or more grid points, is an e�ective means to remedy this problem.

The overall strength of the Smagorinsky viscosity is set via a single non-dimensional number C,
and this parameter is empirically determined in ocean models (see Smagorinsky, 1993 for a survey
of theories setting C for three-dimensional homogeneous and isotropic turbulence). One advan-
tage of this approach is that upon setting C for one model resolution, it is typically appropriate
when resolution is changed. Gri�es and Hallberg (2000) provide a discussion of this point.

The Smagorinsky scheme is a physically plausible parameterization of the e�ects of three-
dimensional isotropic turbulence, and it has inspired many schemes commonly used in large-eddy
simulations (e.g., see Galperin and Orszag, 1993 for a compendium). For large-scale geophysical
¯uid simulations, however, it has little physical justi®cation since the unresolved scales are
dominated by quasi-two-dimensional geostrophic turbulence. For this reason, Leith (1968, 1996)
proposed an alternative approach based on two-dimensional turbulence. Leith's viscosity is
proportional to the horizontal gradient of the relative vorticity times the cubed grid spacing. The
Leith approach has found some use in atmospheric models (e.g., Boer and Shepherd, 1983), but it
is not commonly used in ocean models for the following reasons. First, the Smagorinsky viscosity
is more convenient to compute than the Leith viscosity due to the smaller required grid stencil,
and because the deformation rate used to compute the Smagorinsky viscosity is furthermore
needed to compute the stress tensor. Second, tests comparing the Leith and Smagorinsky schemes
show little di�erence (G. Williams, personal communication 1998).

Various ocean modellers, such as Bleck and Boudra (1981), Rosati and Miyakoda (1988), Bleck
et al. (1992), Sadourny and Maynard (1997) and Gri�es and Hallberg (2000) have argued for the
utility of the Smagorinsky approach with either a Laplacian or biharmonic friction operator.
Hence, some form of the Smagorinsky scheme is the preferred approach for friction in MICOM,
MOM, and HIM.

12.3. Summary items

The main points from this section include the following:
· Horizontal momentum friction in ocean models is employed for practical computational rea-

sons. That is, there is currently no plausible ®rst principles theory which motivates either the
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Laplacian or biharmonic operators at the scales relevant for climate models. Both operators are
used to suppress grid noise, maintain resolution of boundary currents, and provide a sink for
enstrophy cascading to the grid-scale.

· The traditional approach to friction in ocean models is to employ a single horizontal viscosity,
which arises from assuming horizontally isotropic frictional stresses. However, some new re-
search suggests that two horizontal viscosities, which arise from an anisotropic stress tensor,
provide enhanced simulation integrity.

· Either a priori speci®ed and/or ¯ow dependent Smagorinsky viscosities have been used, each to
varying degrees of success.

13. Towards more realistic simulations

The early pioneering e�orts in numerical ocean modelling of the 1960s±1980s, which were
largely restricted to a few select laboratories possessing large computers, have led to today's quite
diverse ®eld where numerous investigators, as well as researchers in the larger labs, all play sig-
ni®cant parts in trying to understand the ocean's role in the climate system. The environmental
challenges of the 21st century, most notably those related to anthropogenic climate change (e.g.,
IPCC, 1995), lend a great deal of importance and relevance to such research. These issues, as well
as a general drive to scienti®cally understand the ocean more deeply, prompt numerical ocean
modellers to expend a large part of their e�orts to improving the physical and numerical integrity
of their simulations. The many areas touched upon in this paper, and the numerous areas omitted
due to limitations of time and energy, provide some evidence that this ®eld, which is admittedly
part science and part art, has entered an era of healthy adolescence. It is probably a conservative
prediction to say that numerical ocean modelling will continue to mature rapidly over the course
of the next decades.

Much of the current research in ocean modelling, including the present discussion, is conducted
in the context of coupled climate model development. The ``tuning'' required to make all the parts
work well together and to produce physically relevant simulations often requires many years of
work by teams of researchers. Because of this, advances made in algorithm development and
process studies can take some 5±10 years to become mature in the coupled climate models. 20 It is
di�cult to see how to speed up this process, especially when atmosphere, ice, land, biogeo-
chemical, ecological, etc. model developments are also involved. Like their meteorological rela-
tives, ocean climate modellers are continually challenged to balance the scienti®c urge to enhance
the physical integrity and accuracy of the simulations with the pragmatism needed to produce a
computationally e�cient coupled climate model. Maintaining this balance amongst the rich
complexity of the climate system tends to make climate modellers a patient, yet persistent, sort of
folk.

20 For example, Gent and McWilliams (1990) ideas have perhaps only now reached a level of maturity in the z-

coordinate climate models, some 10 years after the initial paper. Even so, some major climate centers have yet to publish

research with a fully coupled climate model using this scheme.

S.M. Gri�es et al. / Ocean Modelling 2 (2000) 123±192 175



13.1. Fewer approximations

There is a steady trend in ocean model development towards a discretization of more funda-
mental equations, and hence to the use of fewer a priori assumptions. The movement away from
the rigid lid approximation towards a free surface is one example. Another is the use of re®ned
grid resolution which improves the representation of the domain geometry and dynamics (see
below for more on resolution). A third is the move towards the use of a full equation of state. This
trend has occurred in parallel with the growth in computer power. Quite simply, in many cases we
can a�ord a more faithful representation without needing to introduce many of the approxima-
tions that were essential some decades ago. Furthermore, as modellers aim to bring their simu-
lations towards improved levels of physical realism for purposes of rationalizing ocean
measurements and making predictions, it is important that the underlying equations of motion do
not hinder their ability to do so.

Another approximation which has been re-examined over the past few years is Boussinesq
approximation. Is it warranted to continue using its approximate form for the pressure gradient
qÿ1rp � qÿ1

0 rp as well as its associated assumption of a volume instead of mass conserving
¯uid? The studies by Greatbatch (1994), Greatbatch et al. (2000), Mellor and Ezer (1995),
Dukowicz (1997), Huang (1998, 1999), Huang et al. (2000), and McDougall et al. (2000), each
raise these questions. The initial studies which concluded the Boussinesq approximation was
accurate enough when compared to the state of ocean measurements. However, a new gener-
ation of remote sensing techniques holds the potential to measure bottom pressure to an ac-
curacy of 10ÿ3 m of equivalent depth on scales of several hundred kilometres (Wunsch and
Zlotnicki, 1999; Hughes et al., 2000). Additionally, a non-Boussinesq model will allow for
unambiguous interpretations of tide gauge and satellite altimeter measurements, without
needing the adjustments described by Greatbatch (1994), Mellor and Ezer (1995) and Dukowicz
(1997). For these reasons, Huang et al. (2000) and Greatbatch et al. (2000) argue that it is
important to develop fully non-Boussinesq ocean models. They also provide some suggestions
for how to proceed in this direction.

13.2. Grid resolution for ocean climate models

Most ocean modellers (at least the authors) are in agreement that higher resolution than cur-
rently common-place is crucial for simulating large-scale climate variations and change. The
movement towards re®ned grid resolution is prompted by the goal of reducing dependence on
frequently ad hoc sub-grid-scale parameterizations. Strictly, this goal is ¯eeting since there are
potentially important dynamical degrees of freedom which will always remain unresolved, at least
until we can perform molecular dynamical simulations for climate! Nonetheless, admitting newly
resolved scales, no matter how modest, ideally allows the solution added room in phase space to
explicitly manifest more of the underlying dynamical degrees of freedom which may be important
for ocean circulation. Higher resolution also allows for a more faithful representation of ocean
basin geometry (e.g., sills, passages, coastlines) and associated multiple ¯ow regimes which are a
key characteristic of ocean ¯uid dynamics.

There are two points worth noting in this regard. First, and most directly related to the content
of this paper, higher resolution often exposes problems with the underlying numerical framework
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which may have been hidden at the coarse resolution. That is, the often held belief that resolution
is the ``cure to all model ills'' is far from reality. Instead, as the simulated ¯ows become more
advectively dominant at re®ned resolution, the need to solidify the numerical, mathematical, and
physical foundations upon which the models are based becomes even more important. Further-
more, we should be aware of the lessons learned in meteorology, where tuning models to
parameterizations with strong dependence on resolution can create a burdensome overhead for
long-term model development.

Second, as one pushes the resolution envelope, be it in process, regional, basin, or global
studies, the question arises: Just what is a su�cient resolution? The answer clearly depends on the
phenomena of interest. From an idealized computational physics perspective, systematic studies
of numerical convergence of geophysical ¯ow regimes are few (a notable exception is the ultra-
high resolution QG study of Siegel et al., 1999). However, from a pragmatic perspective of one
studying coupled ocean±atmosphere interactions, the focus is typically on determining a resolu-
tion adequate to accurately simulate, say, the large-scale sea surface temperature patterns which
a�ect the atmospheric circulation.

There are some guide-posts which provide hints for what may be necessary. For example,
studies of the El Ni~no-Southern Oscillation (ENSO) phenomenon indicate the need to resolve the
equatorial Rossby radius in order to represent the rich wave and current structures along the
equator (e.g., Philander, 1990). Meridional resolution better than 1/2° has been found to be
necessary for this purpose (e.g., Rosati and Miyakoda, 1988; Philander et al., 1992; Roeckner
et al., 1996; Yukimoto et al., 1996). Given the importance of ENSO for interannual climate
variability, we believe that the next generation of global ocean climate models should, as a
minimum, aim to realize such resolution.

The mesoscale is an unique and key threshold since the kinetic energy of the middle to high
latitude ocean is concentrated at these scales. Do we need mesoscale eddy resolution to ac-
curately represent the ocean's role in climate or will a parameterization, such as those discussed
in Section 11, prove su�cient? Systematically answering this question requires a careful ex-
amination of what determines full resolution of mesoscale eddies as well as their e�ects on the
ocean's large-scale properties (e.g., mean state, variability, and stability). Recent Atlantic
simulations indicate that upwards of 1/10°±1/12° Mercator resolution may be necessary for
Gulf Stream modelling (Bryan and Smith, 1999; Smith et al., 2000; Chassignet et al., 2000;
Paiva et al., 2000).

Questions such as these, and innumerable others of similar character, are di�cult to fully
answer both computationally and intellectually. Nonetheless, studies addressing these questions
are necessary to test the robustness of climate simulations. Therefore, we ®rmly believe that a
focused examination and testing of ocean model resolution must be a prime goal of ocean climate
model development over the next decades.
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