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ABSTRACT

Recent theoretical work on retal pricing dynamics suggests that retailers periodicaly hold sales -
periodic, temporary reductions in price, -even when their costs are unchanged.  In this paper we
extend exigting theory to predict which items will go on sale, and use anew data set from the BLS to
document the frequency of sales across awide range of goods and geographic areas. Wefind a
number of pricing regularities for the 20 categories of goods we examine. First, retailers seem to have a
“regular” price, and most deviations from that price are downward. Second, there is consderable
heterogeneity in sale behavior across goods within a category (e.g. cered); the sameitems are regularly
put on sale, while other itemsrardly are on sale. Third, items are more likely to go on sale when
demand ishighest. Fourth, for alimited number of items for which we know market shares, products
with larger market shares go on sale more often. Thesefina three observations are cons stent with our
theoretical result that popular products are most likely to be placed on sde.
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Trade Commisson or any of itsindividud Commissoners. We would like to thank Steve Scuitt for his
assgtance in putting together the data set, and Sara Harkavy and Morgan Long for providing excellent
research assstance. Wewould dso like to thank Jm Ferguson and Aileen Thompson for their hel pful
comments on previous drafts.



. Introduction

Supermarkets pricing behavior differs across goods, and over time for many individua goods.
Recent empirica studies of retailing behavior have reveded severd regularitiesin retall pricing
behavior. First, most retail price changes reflect changesin retall margins, rather than changesin
wholesae prices (see Levy et d. [1999]). Second, most price reductions tend to be short-lived
(Warner and Barsky [1995], Hosken and Reiffen [1999], Pesendorfer [1997]). Together these
findings conform with the casua observation that sdes, in the sense of temporary reductionsin retail
pricesthat are unrelated to cogts, are an important aspect of retailer pricing behavior. Third, saes
across various items within a supermarket are subgtitutes (Levy et d., Hosken and Relffen) in the
following sense. Supermarkets gpparently decide to place a group of products on sale each week, and
the identity of the specific items to be placed on saleis of somewhat secondary importance.  Fourth,
the magnitude and frequency of sales differs across types of goods (Lach and Tsiddon [1996], Hosken
and Reiffen).

Thereis exigting theoretica research on sdesthat provides an explanation for some of these
pricing patterns.  One explanation found in thisliterature is that sdes are ameans to intertemporaly
price discriminate for goods that either are infrequently purchased, or that can be inventoried by
consumers (eg. Sobd [1984]). An dternative explanation is that sales result from retail competition
because consumers are heterogenous with respect to store loyalty (e.g. Varian [1980]). Hosken and
Reiffen linked these two models to show how multi-product retailers, e.g. grocery stores, behave when
they sdll multiplegoods.  Oneimplication of their work is that there should be systemétic differencesin
pricing dynamics among goods based on consumers costs of  inventorying the good.

The god of this paper isto provide additiona empirica evidence regarding empirica regularities
in pricing dynamics. The evidence extends previous empirical work and examines some of the
predictions of the theoretical work. Our primary data source isanon-public use data set provided to
us by the Bureau of Labor Statistics (BLS). This data set consists of 350,097 monthly price quotes on
twenty different food items collected from retallersin thirty different metropolitan areas from 1988-
1997. A key advantage of using this data set in studying salesisthat we can observe atime series of



prices on aparticular grocery item (e.g. z ounce container of brand X’ s creamy peanut butter from
retailer y) for upto 5 years.  Thus, we can examine how often different types of grocery products
experience sales.

We establish a number of interesting facts about retail pricesinthe U.S. First, most products
appear to have a“regular price” Using the BLS data, we find that for the 20 categories of productsin
our sample, products are priced a exactly their annua modal price 62% of thetime. Moreover, in
every category, products are priced at their annual mode at least 40% of thetime. Consistent with
Haosken and Reiffen, we dso find that when prices are not & their modes, they are overwhelmingly
more likely to be below the mode than aboveit. Second, products appear to go on sale more often
when consumer demand is high (e.g., eggs before Easter). Thisis a somewhat surprising phenomenon
in that most economists would assume thet, other things equa, consumer prices would increase during
periods of high demand. Third, it appearsto be the case that there is substantial heterogeneity
regarding which products within a category go on sde; i.e. in each category, certain brands and sizes
are far more likely to go on sde than others.

We further explore this last finding using publicaly-available data provided by A.C. Nielsen,
Inc. The advantage of this datais that we can obtain more detailed information on each particular item
in the data set than we could using the BLS data. We focus on relating a product’ s market share
(within a category) to the probability aretailer putsit on sde. We find definitive empiricd results. for
each of the seven categories of goods we anayze in two geographic areas, products with higher market
shares are more likely to go on sale, and in dl but one case, thisresult is Satistically sgnificant at

conventiond leves.

II. Theoretica Treatments of Retailer Behavior

This paper examines patternsin the pricing behavior of supermarkets. An important feature of
thisindudry isthat each firm sdls alarge number of individua products and the typica consumer
purchases many individua products in each vist to asupermarket.  Casua empiricism suggests that the

pricing policies adopted by these firms differs across goods and varies over time for each good.



Specificdly, atypicd pattern isfor agroup of products to be put on sae by supermarkets (and
advertised as such) each week, with the products in the advertised group changing from week to week.

The literature on price promotion by a multi-product retailer tends to focus on the information
vaue of the advertisng. A contribution which is particularly rdevant in the supermarket context isthe
work of La and Matutes ([1989] and [1994]), who model competition between multi-product retailers
located at elther end of aHoteling line, with consumers uniformly distributed aong the line. They show
that in equilibrium, competition between retailers results in prices which yidd consumer surplusto al
consumers.2 The equilibrium level of surplus reflects consumer’s costs of traveling between retailers.

Their 1994 paper considers the question of how that surplus is obtained; i.e., whether prices
are set 0 that consumers obtain roughly equal amounts of surplus on al of products they buy, or
whether some prices are set “low”, so that the surplusis primarily derived from relatively few products.
In the moddl, advertisng conveys price information to consumers, and consumers (correctly) believe
that any product whose price is not explicitly advertised will yield zero surplus (i.e, retailers charge
consumers their reservation value (H) for al non-advertised products). Based on this expectation and
the prices of the advertised goods, a consumer will buy from the retailer whose prices yield the most
greatest consumer surplus net of the trangportation cost of reaching the retaller, aslong as the net
consumer surplusis postive.  In equilibrium, the number of products each retailer chooses to advertise
reflects a trade-off between two effects. Given that thereis a cost for advertisng each good, a
retaller’ s advertisng costs of guaranteeing any particular level of consumer surplus will be minimized by
advertising alow price on a single product (with the expectation that prices will be equa to H on the
remaining goods). Such a strategy may not congtitute an equilibrium, however. If retaler i offersa
price of (H - X) on asingle good (charging H for dl other goods), retailer j may find it profitable to offer
two other goods at aprice of (H - x/2) each, so that the surplus to the median consumer from buying
al goods a retaler j isthe same as the surplus obtained by buying that bundle from retaller i.  In this

Because each consumers demand for each product is completely inlastic in the model up to a
reservation vaue, thereis a one-to-one relationship between consumer surplus and retailer profit.
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casg, if trangportation cogts are sufficiently low, consumers will “cream skim”, buying some items at
eech retailer. If consumers behave in this manner, such agtrategy by retailer j will be profitable,
because retailer | will be sdlling alarger number of goods a higher margins than retaller i. More
generdly, the “cream skimming” effect worksin the opposite direction as the advertising cost effect,
inducing retailers to spread the consumer surplus across multiple goods.

La and Matutes [1994] demondreate in the two product/two firm case that the only equilibria
are characterized by both retailers advertising the same good(s) at the same price(s). Any good not
advertised will be sold a consumers reservation value for the good. It follows that in equilibrium no
consumer buys from both retaillers.  When advertisng costs are relatively small, then there are three
equilibria. In two of the equilibria, a single product is advertised and sold at a price below H (one
equilibrium in which each good is advertised). In the third equilibrium, both goods are advertised, and
both are sold at lessthan H.  If advertising costs are somewhat higher, but not prohibitive (i.e., not
greater than half of consumers cost of traveling between retailers), the only equilibria festure asingle
product being advertised and sold at a price below H. They suggest that in amode with more than
two goods, dl equilibriawould feature multiple goods being advertised if advertisng costs are
sufficently low.

While La and Matutes equilibria suggests that either (or both) of the two goods may have low
prices, their modd has no direct predictions for which products will be priced low or high. However,
thelogic of their anaysis does suggest that more popular products will be put on sale more often.®
Congider thelr two retailer case, but suppose each retailer sells more than two products and that two of
these products, A and B, are substitutes (as made clear below). We assumethat "' % of al consumers
have aresarvation value of H for one unit of product A and $ (>"")% of consumers have areservation
vaue of H for one unit of product B. The remaining (1-"")% consumers place a zero value on
consuming A, and likewise (1-$)% place a zero value on consuming B. Since$ > **, product B is

more popular than product A. Further, we assume that A and B are close subdtitutes, in the following

3La and Narasimhan [1996] aso conjecture that more popular items will be featured in the
retaller’ s advertisements.



sene *,% (k = A,B) of those consumers that derive utility from product k view the products as
perfect substitutes, and (1-*,)% do not value j (Ok) a al. In addition, the value a consumer places on
product A and B are independent of whether they purchase any other good. We assumethat **, $, * .
and * are the same over the entire Hotelling line.

Within this framework, we would not expect to see aretailer advertise good A and not good B
in the symmetric equilibrium. To see the why, consider the extreme case in which everyone who vaues
A values B, but the converseisnot true; i.e,, *,=1, *5 < 1. Inthat case, there cannot be a symmetric
equilibrium in which A is advertised a a“low” price, but B isnot advertised, and priced at H.  The
reason isthat if retailer i deviates by switching the prices and advertisng strategies for the two products
(i.e, advertise B ingead of A), dl of the customers who would have would have bought their bundle of
goods from retailer i will continue to do S0 (Snce therr utility is the same from buying A or B). Hence
retailer i will retain al of the customers it would have had in the proposed equilibrium. In addition,
retailer i will attract cusomers who vaue product B but not product A. Therefore, for the same
advertisng expenditure, a strategy of advertisng B ingtead of A will be a more efficient means of
bringing customers to the store (see appendix for the formal proof).

Thiscaseisunredidic, in that it isunclear why aretaler would stock product A & al.
However, the intuition holds in the more redigtic setting where some consumerslike A but not B
(*a<land *z<1). If asdeon A doneis profitable, then asde on B doneis more profitable, since B
attracts more customers and al customers have the same reservetion value. In contrast to the extreme
caseof *, =1, it may be profitable to have both A and B on sde.  Given the retailer has product B on
sde, the bendfit of placing product A on sdeisthe incrementd increase in store traffic that results, ** (1-
*4). AsA and B become more differentiated (*, *g become smdller), the retailer will have a greater
incentive to place product A on sdeaswell. Thus, other things equal, we would not expect to
smultaneoudy see sales on products thet are very close subgtitutes. Hence, the prediction of this
andysisisthat there should be consderable variation in the frequency of saleswith a product category;
eg., rdatively popular brands of peanut butter have a higher probability of being on sde than relatively
unpopular brands. Further, one would not expect to see two brands of products that are very close



subgtitutes, e.g. Skippy and Peter Pan peanut butter on sdle at the sametime.

The Ld and Matutes framework explains why aretailer advertises a group of goods, charges
low prices for those goods, and aso provides some insgght into which goods will be advertised.
However, because the modd is Stic, it does not provide an explanation for why the goods chosen to
be advertised changes weekly, nor provide any predictions for the dynamics of retall pricing.

The main dynamic phenomenon we wish to investigate are sdes, defined as temporary
reductionsin retail price which are unrelated to cost changes* Two kinds of explanations have been
offered for the sales phenomenon. First, Conlisk et a. [1984] have suggested that sales can be used to
price discriminate between consumers based on differences in demand dadticity and willingness to wait
(whichisanayticdly smilar to differencesin cogts of inventorying). If these differences are correlated
(low dadticity customers are d 0 lesswilling to wait), a sdler can price discriminate by making high-
eladticity cusomers wait for low prices. Hence, sales arise because periodic price reductionslead to a
large volume of purchases by high-dadticity customers, while dlowing the sdller to charge high prices
most of thetime to low-eladticity customers.®

Varian [1980] provides an dternative explanation for changes in price that are unrelated to cost
changes. InVarian'smodd, competing retailers each have some customerstheat are loyd to ther store
(buying from their preferred retaller aslong asthat retailer’ s price is below the consumer’ s reservation
price). In addition, there are customers that buy from whichever store offersthe lowest price. Each

retailer has a choice between charging a“high” price, and sdling only to store-loya customers, or

4 Severd other kinds of systematic price reductions have been documented. One pattern is that
prices for goods with a*“fashion” dement often systematicaly decline over afashion season (seg, eg.,
Pashigian (1988), Pashigian and Bowen (1991), Warner and Barsky (1995)).

°La and Matutes (1989) use asimilar explanaion for competing multi-product retailers using
different (datic) pricing strategies for their array of goods. In their model, each retailer has alow price
on adifferent good, which causes low trangportation cost consumers to buy a more than one store
each period, but dlows the retailers to charge high prices on some items to high trangportation cost/high
reservation value consumers.  Banks and Moorthy (1999), show that coupons can be another way of
offering low prices to low reservation price/low search cost customers, while maintaining high pricesto
high reservation price/high search cost consumers.



charging a"low" price and potentialy sdling to non-loyas aswell. Varian shows that the only
symmetric equilibrium features mixed srategies, where dl retailers choose their price from a continuous
digribution. Hence, price changes in each period, even though the basic cost and demand conditions
do not.

Sobd [1984] combines these two dementsin his explanation of sdes. In hismodd, there are
multiple retailers, and  high-vaue consumers are not only willing to pay more for the good and are less
willing to wait (asin Conlisk et d.), but they dso areloya to oneretaller (asin Varian). The primary
difference between thismodel and Conlisk et d. isthat while low-vaue consumers are willing to wait
for alow price, they will buy from whichever retaller offersthat low price. Hence, an individud retailer
may miss the opportunity to sdl to the group of low-vaue/non-loya consumers because these
consumers may have purchased esewhere. In the multiple retailer model, each retailer faces the same
basic decison: Isit preferable to sdl to the group of high value customers a ahigh price, or to cut his
price and sdl to both these customers and the accumulated low vaue/non-loya consumers before a
riva does? Asthe length of time since any retailer had a sale increases, the number of low-vaue
consumersrisesaswell, and thislater option becomes more attractive.

The basic characteristics of the equilibrium in Sobel’s modd resembles the Conlisk et dl.
equilibrium.  Retailers charge a high price when the number of non-loya customers issmdl, but asthe
number grows, it eventually becomes profitable to reduce price to attract non-loyd customers. The
key difference between the monopoly and multiple retailer equilibriaisthat in the latter case, competing
retalers will consider having a sle sooner than amonopolist.? Hence, saes occur more frequently (and
at deeper discounts) when there are multiple retailers. Another difference isthat there will are arange
of “saé’ pricesin the Sobel modd. Finaly, one can extend the mode to show that the difference
between the monopoly and multiple retailer casesisagenerd one. That is, areduction in the number of

competing retailers reduces the frequency and depth of sales, but does not affect the non-sae price of

®More precisdly, in contrast to the monopoly retailer, with competing retailers the probability
that a sde may occur becomes positive as soon as the expected profit from selling to the accumulated
low-vaue consumers at alow price equas the profit from sdlling to the loyd consumers e their
reservation value.



any good.

Hosken and Reiffen [1999] extend the Sobel andysis by considering competition between
multi-product retailers. They show that pricing dynamics will differ across goods sold by multi-product
retailers, goods which consumers can readily inventory will be characterized by less-frequent, but larger
sdes than goods which are less readily inventoried.  Their mode aso implies that competition between
retailers leads to some goods being on sde in each period. Because any individua good will only be on
sdeinfrequently, the identity of the goods sold at low prices changes from period to period. Assuch,
this andysis complements the La and Matutes mode by explaining why the items that are advertised
change from week to week.

I11. Recent Studies of Retail Pricing Dynamics

Severd recent empiricad studies have examined the dynamics of retall pricing behavior. These
studies have uncovered a number of empirica regularitiesthat are broadly consistent with the theoretica
literature described in section 1.

Levy et d. [1999] present detailed information on the cost and frequency of retail price
changes for five supermarket chains. They explait the fact that one of the five islocated in Connecticui,
adtate which requires that each unit (e.g., individua cans) of most products be slamped with aprice.
They estimate that this law more than doubles the cost of changing aproduct’s price. This difference
provides them with evidence on the effect of higher cost of changing prices on the frequency of price
changes. According to Levy et d., on average there was a change in the retail price for nearly 16% of
al of items sold in the non-Connecticut chains each week in 1991/92.  In contradt, the chainin
Connecticut changed price on about 6% of their itemsin the average week (the total number of items
carried by the Connecticut supermarket was similar to the other four chains). In addition, they present

"One empirica regularity that we do not discuss concerns the use of markdowns. Markdowns
differ from the sdesin the sense used here in that markdowns refers to price reductions that are not
reversed, but rather increase over the course of afashion season.  Pashigian [1988] and Pashigian and
Bowen [1991] document this phenomenon for apparel, and show evidence that the extent of
markdown is related to the demand uncertainty for thegood. Warner and Barsky [1995] provide
additiona evidence of this pattern, as the only good in their sample that has a fashion dement
(sweaters) displays this markdown pattern.



data on agroup of products & that chain which are exempt from the individud pricing law. They find
that about 21% of these items had price changes in the average week. Hence, it appears that the law
induces more frequent sales on products in the exempt group than would occur absent the law. This
kind of subgtitution of price reductions across goods is consstent with existing theory (especialy Ld
and Matutes [1994]). They dso address the question of whether observed changesin retail prices
soldy reflect wholesale price changes, or whether some of the changes are changes in retall margins.
They find that retail prices changes are 2 %2 times more common than wholesde price changes, so that
most retail price changes are actualy margin changes?®

Pesendorfer [1997] and Hosken and Reiffen [1999] examine prices at individud storesfor
specific product groups. Pesendorfer studies ketchup prices and finds evidence of the sale
phenomenon. Consistent with Sobel, Pesendorfer finds that the probability a store has asde, and
depth of the price reduction increases with the length of time since the most recent sdle. In addition, he
finds that the percentage of days thet the price of a bottle of ketchup isat agiven leve increases with
thepricelevd. Thatis priceisusudly a a“high” level, and then periodicaly declinesto alower leve
for ashort period of time. Finaly, consstent with the Conlisk et . and Sobel models, he finds that the
volume of purchases made during asde islarger the longer the period since the previous sde, and on
average is seven times as large as when the product is not on sae.

Hosken and Reiffen [1999] address a different set of predictions, those regarding pricing
dynamics of multi-product retailers. They examine the pricing of two products, in order to test whether
the frequency and depth of sale differ between goods based on inventorying costs.  Consstent with the
theory, they find evidence that the good with low inventorying cost (peanut butter) has less frequent, but
deeper sdes than the good with higher inventorying cost (margaring). They aso find evidence that the
probability of saeson thetwo itemsis negatively correlated, suggesting that a store can subgtitute

8pecificdly, Levy e d. had information about wholesale price changes for one chain. They
find that wholesale pricesincreased for about 3.5% of goods each week, and assuming wholesde price
reductions and increases are equaly common, this implies that wholesale price changed for dightly less
than 7% of itemsin the average week. In contrast, more than 17% of items have retall price changesin
the average week for this chain.



between goods when deciding how to offer surplus to consumers.  In addition, they find that the
correation of a product’s price across storesin an areais quite low, and often negative. They interpret
thisto imply that most retail price changes are not driven by wholesde price changes, snce fixed retail
margins combined with frequent wholesde price changes would imply a high corrdation.

Warner and Barsky [1995] collect and analyze daily data on retail pricesfor 7 infrequently-
purchased durable goods (such asteevisons, drills, and cameras). They find that most price
reductions are short-lived, fairly significant (between 8 and 25 percent) and followed by areturn to pre-
sdeprices. Thissuggeststhat the sale phenomenon exigts for multi-product retailers other than
supermarkets.

Lach and Tsddon [1996] use data from the Israli Central Bureau of Statistics to analyze retall
prices for productsin two food categories- meat and wine. The datais sampled at monthly intervas
for agroup of specidty storesin 1978/79. Thelr primary interest was documenting the frequency with
which retailers adjust pricesfor their goods. Despite the fact that overall inflation in Isragl was nearly
4% per month for the period covered by the Lach and Tsiddon data, they find that mest retailers were
adjugting their prices only every other month, and wine retailers were adjusting their price only every 4-
5 months. One other difference between the pricing dynamics for the two types of goodsis
noteworthy; they find that red price reductions large enough to cause afdl in nomind price are
sgnificantly more likely for wine than meat, even though the lower frequency of price change for wine
would imply the opposite. Thisis congstent with Hosken and Reiffen’ s prediction that goods thet are
reedily inventoried (like wine) have larger price reductions, conditional on a sale occurring.

An earlier sudy andlyzing toy pricing by genera merchandise retailers provides additiond
evidence regarding sdles. Steiner (1973) finds that these multiproduct retailers primarily advertise price
reductions on toys in the month prior to Christmas, when demand for toysis greastest. Moreover, within
this category, advertised sales were most common for the most popular items. As a conseguence,
retall margins were generdly inversdy related to atoy’s popularity. This provides some evidence that
popular items are most likely to be placed on sde.

Taken asawhole, these studies suggest that alarge portion of the observed variation in retail
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pricesis driven by changesin retail margins. As discussed above, the theoreticd literature provides two
potentia explanations for why sdes occur. Firg, firms could be playing a mixed strategy in prices (asin
Varian). Second, firms could be using sdesto intertemporally price discriminate between high and low
vaue consumers (e.g. Conlisk et. d.). A theory based onthe Varian modd appears to provide the
best explanation of why highly perishable products that are frequently consumed (e.g. milk and eggs)
are placed on sale.® For easily storable non-perishable products (e.g. ketchup or canned tuna) or
infrequently consumed perishable products (e.g. fresh sdmon), ether the price discrimination or mixed
drategy in prices models could describe retail pricing behavior. However, some empirica evidence
suggests that consumers * stock-up” during sae period, thus, the price discrimination moded may be
more appropriate in describing why firms offer sdles on non-perishableitems!®  Section V provides
some additiond evidence regarding the prevalence of sdes, and some evidence regarding the
characterigtics of those products that are put on sale by supermarkets. Section 1V describes the data
used.

IV. Data Description

This paper identifies and provides an explanation for some empirica regularitiesin retall price
variaion. We use two different data setsin our analyss. Thefirg isanon-public use data set we
obtained from the Bureau of Labor Statistics (BLS). To our knowledge, this data has not been used in
previous academic studies. For this reason, we provide background information on this data source.
In collecting the data used to calcul ate the Consumer Price Index, the BLS samplesfood retailersin 83
geographic areas, collecting prices of specific itemsin up to 94 categories of goods.**  Within each

Because these products cannot be readily stored, firms cannot intertemporally price
discriminate againgt high and low vaued consumers of these products

For example, Pesendorfer (1997) finds that seven times as much ketchup is purchased in sde
weeks than non-sale weeks.

MWhere a category is afairly narrow classification of consumer goods, e.g. coladrinks, eggs,
and white bread are BL'S categories.
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category, the BLS samplesthe price of a specific item at the same store monthly for up to 5 years.

That is, if in the first month, the BLS uses a 2-liter bottle of Peps asits cola product in a specific store,
it will continue collecting pricing data on 2-liter bottles of Peps as a colaitem aslong as the store
remainsin the sample, and 2-liters bottles of Peps remain on the shelf at that store. The number of
retailers sampled in each area increases with the areal s population. In each geographic areathe BLS
changes dl of the storesin its sample every five years. Hence, the largest potential number of
observationsin any individua price seriesis 60. The choice of which specific item(s) in acategory to
sample from each supermarket is based on a weighted-average randomization. For example, if Peps in
the 2-liter bottle represents 10% of colarevenue in a supermarket, then the BL'S randomization results
in a 10% chance that 2-liter Peps will be the sampled cola product.

The datawe use in this study congst of individua price series for specific products. For
example, each price seriesin the cola category in Chicago contains observations on the price of a
gpecific brand and container Size of colaat aretail outlet in the Chicago area, each month for up to 60
consecutive months.  Maost product categories have multiple price seriesin each geographic area.
Unfortunatdly, the price series provided to us do not contain information that identifies the specific
product and package size sampled within each category. We only know that al of the priceswithin a
price series correspond to prices for a specific product at a specific store within acategory. We do
not know is, for example, whether that specific cola product is a 12-pack of Coca-colaor a 2-liter
bottle of Pepsi-cola.

The data we received from the BLS contains al of the price seriesthe BL'S collected on 20
categories of goods (cered, white bread, cookies, crackers, ground beef, hotdogs, eggs, cheese,
bananas, |ettuce, frozen concentrated orange juice, margarine, peanut butter, cola drinks, canned soup,
frozen dinners, snack foods, baby food, sogp and detergents, and paper towels) from 30 geographic
areas™ for the period 1988-1997. Tables 1-4 provide some descriptive information about the data set.

2These areas are: Atlanta, Boston, Buffalo, Chicago, Cleveland, Dallas, Dayton, Denver,
Detroit, El Paso, Greater Los Angeles, Jacksonville, Kansas City, Los Angeles, Miami, Minnegpolis,
New Orleans, New Y ork and Connecticut suburbs of New Y ork City, Philadel phia, Portland,
Richmond, . Louis, San Diego, San Francisco, Scranton, Sesttle, Syracuse, Tampa, Tucson, and
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Table 1 shows that the observations are fairly evenly distributed throughout the sample period, athough
some years do have more observations than others. Table 2 presents both the number of unique price
series and number of observations for each product category. Our data contains far more information
on some grocery products (e.g. ground beef and white bread) than others (e.g. baby food and paper
products). Thisreflectsapolicy on the part of the BLS to collect more data on products that are
viewed as more important in measuring the CPl. - Table 3 shows the number of price series and items
by geographic area. The sample contains much more information from larger population areas than
smaler aress.

Table 4 presents afrequency digtribution of the length of the individuad price series separately
for each product category. As discussed earlier, under the BLS sampling scheme, an individua price
seriescan be aslong as 5 years. However, as seenin Table 4, only a small fraction of price seriesin
our sample attain alength of 5 years. In fact, the mgority of price series are lessthan 2 yearsin length
for al product categories except ground beef, eggs, orange juice, and lettuce. According to the BLS,
there are two reasons why most of our price series have relatively short lengths®® Thefirst reasonis
that we obtained the same ten calendar years (1988-97) of datafor dl cities. Becausethe BLS
changes its sample of storesfor 20% of its cities each year, 80% of the observationsin the first year of
our data are part of a seriesthat began in aprevious year. Hence, 80% of the observations for 1988
will be part of atime series that began outside of our sample period. Similarly, 80% of the observation
for 1997 will be part of atime seriesthat will conclude outside of our time period.  This means that for
the 80% of 1988 observations that are parts of prices series that began before 1988, the maximum
series length will be 48 months, and for 60% of the observation the maximum series length will be 36
months, etc.

A second reason isthat if the BLS surveyor arrives at the store and cannot find the exact

product and package Sze of a particular item, she salects a new product in that category and creates a

Washington D.C.

13Some of the price series have lengths longer than 5 years because the BLS collected an
additional year of datafor the regions that were rotated out in 1997 for the update of the CPI.
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new price series. Inthe data s, it appearsthisis the primary reason why most of the time seriesare
so short. For some of the product categories, e.g. canned soup or frozen dinners, this explanation
seems plausible. These product categories have many different individua brands and package sizes,
and it seems reasonable to beieve that the life span of arandomly selected product is short. However,
for more stable categories, eg. coladrinks, we find this explanation less credible. 1t iswell known that
there are two mgjor brands of cola (Coke and Peps) that come in four different varieties (the
permutations of with and without sugar and caffeine) that have been on the market with a commanding
market share throughout the sample period. 1t seems unlikely to us that changes in the product mix
would result in 40% of the price series for cola drinks being less than one year in length. The
unexpectedly short duration of many of the individua price series gppears to be the mgor shortcoming
of the BLS data set. However, while the short length of some of our price series weakens our ability to
detect price changes, it does not induce any bias into our andyss.

In order to examine sde behavior, we must operationdize the idea of asde asasgnificant
temporary reduction in the price of aretail item. We do this by saying that a sdle occursif aproduct’s
price fals by some fixed amount in a given period and then rises by asmilar amount in the next time
period.** In many ways, the BLS datais well-suited to measure sdes. We typicaly observe the same
product over ardatively long time period and can observe when it experiences atemporary reduction
inprice. Furthermore, because we have observations on many products for a large cross-section of
U.S. cities, we fed confident that our results are robust.

Neverthdess, there are two sgnificant weaknessesin using this data set to determine whether
popular products go on sdle. Firgt, prices are sampled monthly, whereas previous research suggests
that saleslast either one or two weeks and the idedl frequency of observation would be weekly (See
Hosken and Reiffen, [1999], Pesendorfer [1997]). In alarge sample, this should not affect the
proportion of our observations that are sales, but will reduce our &gbility to detect sales. The reason

“We have conddered five different price decreasesin our definition of sale - 5%, 10%, 15%,
20%, and 25%, dthough in the interest of brevity, only the results for the 10% and 20% definitions are
presented here.
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that sdes are more difficult to observeis only partidly due to the reduced number of observations. A
more fundamenta problem arising from having less-frequent observationsisthat the retailer’ s cogs are
more likely to change between observations than if the data were weekly. Thus, some of the price
movements we detect may reflect wholesae price changes rather than sdles. A second weaknessis
that, because we do not know the exact product and package size sampled, it isimpossbleto relate a
product’ s characterigtics, such as its market share, to the likelihood it goes on sale.

The second data set we use comes from a public use data set provided by A.C. Nidsen.®®
This data set contains daily product prices for seven categories of goods (peanut butter, tub margarine,
gick margarine, tuna, ketchup, and facid tissue) at the individud store leve for two medium-sze cities
in the mid-western U.S. (Springfield, MO and Sioux Fals, SD) for the 124 week period beginning
January 23, 1985 through June 3, 1987. In addition, the data set contains market shares based on
product revenues for each product category and city. There are five supermarket chainsin Sooux Falls,
and four chainsin Springfidld.  An atractive feature of this data set isthat the researcher knows daily
product prices for each brand and package size within a product category (e.g. 18 ounce Peter Pan
creamy peanut butter). Hence, using this data set we can directly relate a product’ s popularity (as
measured by the its market share) to the likelihood aretailer puts the product on sdle. The weakness of
the data set isthat in covers ardatively smal set of products for ashort time period in only two cities.

V. Empiricd Findings

In this section we present some empirica evidence related to the predicted pricing dynamics
described in Section I1. Oneimplication of the andysisin Section |1 that seemsto have empirica
support isthat most products should have a predictable “regular price’, and irregular downward
deviations from that price. Ancther implication is that within each category, popular products should
have more frequent sales.

To examine the question of whether products have a*“regular price’, we first caculate how
often an individua product' s priceis at its “typicd” levd. Specificdly, we conduct the following

15The data can be found at the ftp Site: gsbper.uchicago.edu.
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caculaion: we firg divide the data set into individud time series for each cdender year (e.g. the tenth
price series for peanut butter in Chicago for 1996). Next, for each annud time series, we cdculate the
moda price. We then caculate how often the store' s price for the item was equa to the modal price.
Findly, we compile frequency digtributions describing how often the pricesin each individud time series
are equd to their moda vaues for each product category. Summary statistics from these frequency
distributions are presented in table 5. With the exception of eggs and lettuce, the products' prices are
equa to their moda vaue at least 50% of thetime. Furthermore, with the exception of eggs, |ettuce,
and bananas more than 25% of products are at their modd prices at least 75% of thetime. Clearly,
most products have a“regular” price. Another interesting observation from table 5 is the difference
between goods based on inventory costs. Eggs, lettuce, and bananas are clearly the most difficult
products in our sample for consumers to inventory, and are the least likely to be equd to their moda
prices (consistent with the analysisin Section I1).1°

Having established that most products have aregular price, we next examine whether most of
the variability in product pricesisthe result of rdatively permanent changes in wholesde prices or the
result of temporary decreasesin product prices, i.e. sales. We address this question by caculating the
percentage of deviations from the modal price that are above or below the mode for each type of
product in our sample. If product prices only change as the result of permanent changesin wholesde
prices, we would expect the percentage of prices above the mode to be about the same asthe
percentage of deviations below the mode.l” Conversdy, finding that when the priceis not at its mode,
it is generdly below the mode suggests that price changes are driven by retailer behavior. Asseenin
Table 6, for every category, prices below the mode are much more likely to occur than prices above
the mode. In each product category, the difference between the number of downward deviations from

18At the same time, lettuce, and to a lessor extent, bananas and eggs have more seasondlity in
wholesdle prices than mogt of the other goods in our sample. Hence, some of the differencesin the
observed percentage of time at the mode are undoubtably due to differences in the variability of
wholesale prices.

YImplicitly we assume there is no systematic patern in wholesale price changes, eg.
manufacturers changing prices every March.
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the mode is higher than the number of upward deviaions by a gatisticdly sgnificant anount. Thus, the
data suggests that sales are the leading cause of retail price variation for awide variety of goods sold by
retailers.

Asdiscussed earlier, our extension of Lal and Matutes' s [1994] theory suggests that popular
products (defined as products consumed by alarge proportion of consumers) should be the items
placed on sale mogt frequently. Animplication of this result is that products should sysematicdly differ
in their likelihood of going on sale. In particular, in a cross-sectional comparison one would expect to
find that popular products should go on sde fairly frequently while unpopular products should go on
sdelessfrequently. We propose to indirectly test this prediction asfollows. If dl products are equaly
likely to go on sale, then knowing whether a particular product went on sde in a given year should not
help predict whether the product will go on sdein subsequent years. Thus, we wish to test the null
hypothesis of whether the probability of observing a sale on aparticular product in year t is independent
of whether that product was on salein year t-1. The dternative implied by the theory isthat the
probability of observing asdein period t is higher for products which had asalein period t-1.

To test this hypothesis we perform the following caculation. Firg, for the first twelve months of
every price seriesin the data set, we record whether that price series experienced asde® Next, we
divide the sample into two parts: The first contains price series that have a sdlein the first twelve months
and the second contains those price series that do not have asae. Within each product category we
then calculate two conditiona probabilities; the probability that a price series would experience asde
during the second year of the sample (so that the probabilities are calculated only for serieswith &t least
24 observations) conditiona on the product being in the first group (i.e,, having asde within the first 12
months), and the probability of asde in the second year conditiona on being in the second group. We
then test the null hypothesis that the conditiond probability of observing a saeisthe samefor both

B\Where a sale as defined as observing at least a certain percentage decrease in a product’s
price between month t-1 and t, followed by a the same percentage price increase from month t to t+1.
Since there is no obvious definition of how large the rlevant change has to be, we condder sdes of
5%, 10%, 15%, 20%, and 25%. Only the 10% and 20% results are presented here, but the results are
quite smilar for other definitions, and are available from the authors upon request.
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groups. The results appear in table 7. For every product category in our sample the conditiona
probability of observing asdeislarger, often substantidly larger, if the price series experienced asde
within the first 12 months. In fact, in 38 of the 40 hypothess tests listed there, we rgect the null
hypothesis with a z-statistic greater than 2.5.° For example, as panel a shows, of the 77 cered price
series that experienced a 10% sde within their first 12 months in the sample, 53.2% experienced at
least one additional 10% sde in the second 12 months of the sample period, while only 29.2% of the
336 price seriesthat did not experience a sale within the first 12 months experienced at least one 10%
sdein the second 12 months. The difference in these conditiona probabilitiesis significant a virtudly
any leve of gatigticd sgnificance (z=5.29). We interpret this as strong evidence that there is substantia
heterogeneity across productsin the likdihood of having asde. Retailers appear to systematicaly
place some products within a category on sae more often than others. Thisresult is robust across 20
large categories of goods, over time, across the U.S. and for five different definitions of sales (5%,
15%, and 25%, as well asthe 10% and 20% reported here). Unfortunately, using the BLS dataiit is
not possible to relate which product characterigtics (e.g. a product’s market share) are associated with
going on sae, however, the data does suggest that products differ widely in the frequency with which
they are put on sde.

Thusfar, the discusson has focused on the relative popularity of goods within a category (e.g.
different types of peanut butter or bread). However, one would aso expect that retailers would be
more likely to have sales on categories of goods that are more popular. Whileit is difficult to determine

which categories of goods are most popular with consumers?® we know some goods become more

¥The corresponding number of z-gtatistics over 2.5 using al 5 sale definitions was 91 out of
100. Note that for some of the comparisons of conditiona probabilities, the number of price seriesis
very smdl. Inthese casesit isincorrect to assume that the difference in proportions is gpproximeately
normd, and instead we smply interpret the computed z-gtatistics as measures of the size of the
difference between conditiona probabilities.

2From existing data sources we have found, it is difficult to determine which categories of
goods are most popular with consumers. For example, while we can find information on aggregate
consumption of peanut butter, however, it is unclear what proportion of people consume peanut butter
or given they consume peanut butter, how often they consumeit.
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popular a certain timesin the year; that is, there is seasona demand for certain products. Of the
twenty products in our sample, we identify five which have predictable seasona changes in demand.
The demand for soup increasesin the fal and winter (October thru March), peanut butter demand
increases as part of back to school planning in August and September, egg demand increases around
Eagter, and ground beef and hot dog demand increases in the summer (June, July and August).
Further, because the costs of producing these items are not seasona, we are reasonably confident that
any change in sale behavior isaresult of retailers reactions to changes in demand rather than supply.
Thus, an additiond test of the andyssis determining if sales on these products are more likely to occur
in periods of high demand. The results of these tests are presented in table 8. Again, the results
strongly support the theoretica analyss. We seefor any of the sale definitions we consder, retailers
are more likely to put these items on salein periods of high demand, and that these differences are
datidicdly sgnificant in virtudly dl cases a any sandard sgnificance level. Thus, our data suggest thet
retailers sysematicaly lower the prices of items which experience increasesin demand. While these
results are not surprising to anyone who shopsin a grocery store, the analysis presented here provides
an explanation for this phenomenon: A retailer atracts a consumer by offering more consumer surplus
than itsriva does. In order to inform consumers of the surplus that can be obtained, retallers invest
resources in advertiang sde prices. Thus, other things equd, retailers will choose to put items on sde
that are attractive to the widest audience possible. Hence, when products have known upward spikes
in demand, we would expect retailers would find it more attractive to put these items on sale.

Using the BL S data we have seen that products appear to have aregular price and that most
deviations from that price appear to be sdes. Further, we have seen that there is substantial
heterogeneity across productsin the likelihood aretailer puts a product on sale. Within each product
category, e.g. peanut butter, some packages are far more likely to go on sde than others. Findly, we
have seen some evidence that suggests that products that are more popular, e.g. eggs a Easter, arethe
products thet retallers are most likely to put on sde. To further explore the relaionship between
product popularity and the likelihood that the retailer puts the product on sde we use a data set from A.
C. Nielsen which dlows usto relate a product’s market share to the probability it goes on sde.
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Specificdly, usng the Neilsen data, we regress the probability a product goes on sde on the
product’s share of revenue within its category. We define a product as a particular brand and size of
aproduct (e.g. 18 ounce container of Skippy Creamy peanut butter) and the probability a product goes
on sdeisthe proportion of store weeks that particular sizeison sde? Similarly, the market share for
a product isthe share for that specific brand and sze, caculated at the city level over the entire time
period. Hence, each observation in the data set consists of a product’s estimated probability of going
on sde and its market share. We estimate this regression separately for each of the seven product
categories in the data set (ketchup, tub margarine, stick margarine, peanut butter, sugar, facid tissue,
and tuna) and for both cities (Soux Fals, South Dakota and Springfield, Missouri). For each product,
city, and both definitions of asde (as wdl as definitions not reported here), we find a postive
relationship between a product’s market share and the likelihood it goes on sde (seetable 9). Further,
for Springfield, Missouri for al products but tub margarine, the result is gatisticaly sgnificant a
conventiond levels, and for Soux Fal, South Dakota using a 10% sale definition the result is satisticaly
sgnificant for dl products except peanut butter. Considering the very smadl sample szesin the
regression, these results imply that a strongly positive rlaionship exists.?

VI. Conclusion

Severd recent papers have provided empirical evidence suggesting that retailer competition
results in periodic price changes even when costs are unchanged.  However, each of these studies
provides evidence about sde behavior for ardatively smal number of products from afew retall
establishments. This paper attempts to broaden our understanding of these pricing dynamics by

providing more systematic evidence about retail prices. Our data covers alarge number of products

Where asdeis defined as before, atemporary price decrease of a given amount followed in
the next week by asmilar increase.

22\\hile these results are consistent with the hypothesis that more popular products are put on
sde, it isdso condggtent with the causdity running in the opposite direction; products with lower
average prices have grester market shares.  In any case, the empirica finding of a positive rdationship
between the two seems robust.

20



across avariety of urban areas for aten year period. Our results suggests that a number of pricing
regularities exigs for dl of thesegoods.  Firg, for each of twenty categories of goodsin our BLS
sample, stores seem to have a*“regular” price, and most deviations from that price are downward.
Second, we find there is considerabl e heterogeneity in sale behavior across goods in each category;
within each category of goods, the same items are regularly put on sale, while other items are rardly, if
ever, put onsde.  Third, the probability of a sale on an item appears to be greater when demand for
that item ishighest. Fourth, for the limited number of items for which we know category market
shares, thereisadatisticaly sgnificant postive relationship between the likelihood a product ison sae,
and its market share.

These latter three observations are consistent with the extension of the La and Matutes model
presented in Section |1 Thisandyss predicts that relatively popular items should have more frequent
sdesthan rlatively unpopular items.  More generaly, we view this evidence as consstent with the
premise that retailers adjust retail prices over time independent of wholesde price changes.

The evidence we have presented here combined with the work of others (both empirica and
theoretical) suggests that retail sdes are an important component of retail price variaion, and that many
of the observed ingtances of sales are consistent with intertempora price discrimination. Further, these
results imply that different types of consumers will effectively face different prices for the products they
purchase. Consumers who can inventory (dternaively, those who can wait for a“sde’) will pay a
lower price than those who cannot inventory (or who choose not to wait for a“sa€’).

These results have severd implications for empirical andysis of retaling behavior. One clear
implication concerns estimating demand for individua consumer products. For instance, researchers
are often interested in estimating the own and cross-price eadticities between different products. To
estimate demand curves, researchers need to observe changes in price that are not associated with
changes in demand; i.e. movements of a supply curve. However, if theretail price changes are
primarily changesin retail margins (rather than exogenous changesin retailers costs) thet are the result
of intertempord price discrimination, then the estimated demand dadticities will be mismeasured. This

occurs because the relationship derived from contemporaneous price and quantity data (even using
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instrumental variables to control for exogenous demand changes) does not correspond to the
experiment of changing price and observing the resultant change in quantity along a demand curve.
Empirically, the process that causes changesin retail price adso causes changes in the position of the
demand curve. In particular, asthe length of time since the last sale increases, the volume of purchases
consumers will make a a particular “low” price increases, and hence so doesthe retaller’ s incentive to
offer alow price. Correctly measuring demand curves in this type of environment requires explicitly
modeling the pricing dynamics (e.g. taking into account past pricesin the demand equation).

The obsarvation that effective prices are difficult to measure and vary across individuds implies
that researchers should take care when comparing average retall prices. For example, examining the
effects of a changein retailing structure (e.g., amerger) on consumers could be quite difficult. The
models of sde behavior imply that the effect of amerger isto increase the length of time between sdes
and raise the expected sde price. Thisimpliesthat consumers who purchase a the norma price will
not be harmed by the merger while the inventorying cusomers will be. In any event, for products
where sdles and consumer inventory behavior are important, smply comparing the average prices of a
group of items (e.g., pre and post-merger) could be a rdatively uninformative measure of harm.
Instead, the best way for researchers to examine the effects of changes might be to examine changesin

the frequency or depth of sdle or changesin shdlf price.
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Appendix

The appendix generdizes the andysisin La and Matutes (1994) by considering differencesin
popularity across products within a category. The La and Matutes model features two retailers, one at
each end of aHotelling line. Consumers are located uniformly over the line, and face unit transportation
codsof T. Each retaler sdlsthe same two goods, and for both goods, al consumers vaue one unit of
the good at H, and have no value for a second unit of that good. Because they assume the retaillers
cost of the good is zero, H can be thought of more generaly as the consumers value in excess of the
retalers cost. Findly, they assumethat it costs F per good to inform consumers of the prices of
individua goods. Each consumer makes their decison as to which retailer(s) to vist based on the
advertised prices of the two retallers, their cost of reaching the retailers, and her expectation regarding
the price of any unadvertised good.

La and Matutes first show that consumers correctly anticipate that the price of any
unadvertised good will be H. They then show that the price of any advertised good will be strictly less
than H. Findly, they show that any equilibrium will feature symmetric behavior by the two retailers,
they both will advertise the same good(s) and charge the same price(s) for each good. AslongasH >
2T, this equilibrium will feature dl consumers buying from one of the two retailers, with dl consumers

buying from their nearest retailer.

We extend their andysisin three ways. First, we assume retailers sall 3 goods* Second, we
assume that customers are not dl identicd in their tastes for goods in that some consumers vaue each
good at H, while others vaueit at zero. In particular, (% of consumers place avaue of H on the firgt
unit of good C, "% of consumers place avaue of H on the first unit of good A and, $% place avaue
of H on the firgt unit of good B, where $ >"".  The goods are digtinguished in that while the values
consumers place on goods A and B are independent of whether or not they value good C at H,

*The andysis here can be generaized to n > 3 goods with appropriate reinterpretation of (.
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demand for products A and B are not independent.  Specifically, goods A and B are subdtitutesin the
sensethat dl of the consumersthat derive utility from product A view the products as perfect
substitutes, while ($ - **) of the customersthat derive utility from B do not derive any utility from
consuming A. Inthissense, B ismore popular than A.  Conditiona on consuming one unit of ether
good, consumers place zero vaue on consuming another unit of either A or B. We assumethat (, "

and $ are the same everywhere on the Hotelling line.

The proposition we demondtrate is that putting good A, but not good B on sale can never be an
equilibrium. To do so, we first derive the equilibrium to the subgame in which both retailers put A on
sde. Wethen demondrate in Propodtion A.1 that retailers will never choose this subgame; ingtead it
will dways be more profitable to place product B on sale instead.

LemmaA.1: In the subgame in which products A and C are advertised and product B isnot, the
symmetric equilibrium prices will be

Pp=H
p = HYG-o)+(1-v)T
14 1-wy
p. = Ha-B)+(1-e)T
¢ 1-ay

for both retailers®

*Note that in the equilibrium derived in LemmaA.1, P. could be negative. However, most
consumers will pay apositive price for the product(s) they buy, since the sum of P and either P, or Pg
ispodtive. Specificdly, P ismorelikely to be negative (i.e., negetive for alarger range of vauesfor
H and T) when ($- *")/(1-"") islarge, which isto say, when $ iscloser to 1. Thecloser $isto 1, the
larger the number of customers who are buying a positively-priced bundle. Hence, the condition under
which P isnegative dso implies most consumers are buying both C and another good. Moreover,

Pc isnot literdly negative - Snce we have normdized the retaller’ s cost a zero, negetive “prices’ are
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Proof: AsLa and Matutes show, the price of any unadvertised good will be H. To derive the prices
for the other two goods, write retailer 1's profits as

1, = ye 2 [Pi+PRl+y x[(1-BPE+® - e)PstH)]+e(1-v)xP,

where X, defines the position of the consumer who likes both A and C and is indifferent between
purchasing those goods from the two retailers (i.e., X, = Y2 + (Px? + P2 P,t- P.Y)/2T), and x, and
X3 Smilarly respectively define the position of the marginal consumer who buys both products B and C
(but not A) and A only. Maximizing B, with respect to P,* and P.! yidds the following first-order
conditions

Plipl Pl
vi -l onl=0 O
Pi+Pl Plim pl
@fx, = ‘2Tc]+(l3'¢)[x2- ;‘_7' ]+(1-|3)[x2-2_;]=0 @)

Substituting in the definitions of the x, and using the fact that P,? = P,* and P2 = P.! wefind
that equation (1) impliesP, + (Pl =T. Smilarly, usng P2 = P ! and P.2 = P.t, equation (2)
implies

T=w[Par+P)]+ (B - w)H+P]+{1-B)PS

and subgtituting Pyt = T - (P, we get

properly interpreted as negative margins.  Findly, the possibility of negative marginsis not unique to
our formulation, negative margins are also possblein La and Mautes modd.
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T=a[T-yPL+PL+® - )H+PL+(1-B)PL (2)

Solving yidds

p _Hu-B)+(1-e)T
e 1-ay

Proposition A.1: Given the above assumptions, there is no perfect Nash equilibrium in which both
retailers advertise product A but not product B.

Proof: Consider an eguilibrium in which product A is advertised by both retalersa P, < H, and
product Cisadvertised. Suppose retailer 1 deviates by advertising B at aprice of P, instead of

advertiang A, and chargesH for A. The changein retailer 1's profit conssts of four components.

1

! P,-H H-P; | . H-P}
A-v)B-x)P,+yB-u) 3 +y > PatP B -w)+(1-v) >

The firgt term is the change in profits due to sales to customers who valued neither goods A nor

PoB-z) O

C, but do value B. The second term is the lower profit due to a price decrease for B charged to
customers who would have bought both goods B and C from retailer 1, even at the initid prices. The
third term is the profit from additiona customers who would have bought products B and C from
retailer 2 at theinitid price (H - P,Y)/2T isthe number of additiona customers), and the fourth termis
the profit from customers located between the midpoint of the Hotelling line and retailer 2 who would
have bought nothing in the initia equilibrium, but now buy product B from retailer 1. Rewriting these

|atter threeterms as

H-pP!

2T‘[—vT+v(Pé+Pj>+<l—v>Pj] @)

B-w)

28



using equation (1) we can subdtitute Pyt = T - ( P.tinto this expression, to show that thetermin
bracketsis equa to (1- ()T, and that the expression (3) isequd to
P +H

5

(1-v)B-w)

Using the results from LemmaA.1, we see that this expresson ispogditive. That is, itis
profitable for retailer 1 to deviate, implying that advertisng A and C, but not B can never be an
equilibrium. #

It is easy to seethat both retailers advertisng A

aoneisnot an equilibrium either. If both retailers were only advertisng A, advertisng B instead of A
would dlow retailer 1 to retain dl of the customers who would have purchased from him in the initid
“equilibrium.” Moreover, these cusomers would pay exactly the same prices as they would have in the
initid equilibrium, so that retailer 1's profits from these customers are unchanged (the per-customer
expected profitsare P, + (H). In addition, the retailer now earns these same profits from two groups
of additional customers; ($-"") customers located between retailer 1 and the midpoint of the Hotelling
ling, and ($-"") customers located between the midpoint and the midpoint plus (H - P,Y)/T (i.e., those
customers who are located beyond the midpoint who would receive zero surplus from retailer 2, but get

some surplus from retailer 1).#
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Table 1: Description of Data Set

by Year

Year Proportion of Observations
1988 11.4%
1989 10.0%
1990 9.6%
1991 9.9%
1992 10.1%
1993 9.2%
1994 9.3%
1995 10.3%
1996 9.8%
1997 10.4%
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Table 2: Description of Data Set
By Product

Product Number of Price Series Number of Observations
Baby Food 299 6579
Bananas 1142 26284
Canned Soup 1310 26480
Ceredl 1631 26603
Cheese 1233 27183
Snacks 1288 21654
ColaDrinks 1116 19343
Cookies 750 14125
Crackers 311 6982
Eggs 905 27915
Frozen Dinners 561 7561
Frozen Orange Juice 491 13703
Ground Besf 909 27551
Hotdogs 471 9594
Lettuce 672 25687
Margarine 477 11826
Paper Products 620 7018
Peanut Butter 342 9188
Soap and Detergents 820 10158
White Bread 1043 24663
Tota 16391 350097
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Table3: Descriptive of Data Set
by Region

Region Number of Price Series Number of Observations
Atlanta 361 6547
Boston 570 11022
Buffdo 317 5866
Chicago 1765 40019
Clevdand 492 9730
Ddlas 536 10657
Dayton 289 6733
Denver 341 6231
Detroit 1069 21404
El Paso 323 7312
Greater Los Angeles 557 15682
Jacksonville 297 7118
Kansas City 374 6033
LosAngdes 1694 35487
Miami 387 7116
Minnegpolis 337 6379
New Orleans 375 6812
Suburbs of New York City 685 17816
Philadephia 830 17270
Portland 289 5565
Richmond 385 8102
S. Louis 654 13530

32




San Diego 331 5556
San Francisco 947 25186
Scranton 335 6752
Setttle 355 6566
Syracuse 311 8577
Tampa 280 5515
Tucson 369 7658
Washington, D.C. 536 11856
Tota 16391 350097
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Table 4: Sample Description:
Frequency Digribution of Length of Time Series

Lessthan lto?2 2103 3to4 4t05 5yearsor

1 year years years years years more
All Products 37.8% 24.4% 15.7% 10.1% 8.8% 3.2%
Baby Food 44.1% 17.4% 16.1% 11.0% 7.4% 4.0%
Bananas 23.6% 28.4% 26.4% 21.5% 0.1% 0%
Canned Soup 37.3% 30.5% 12.7% 9.1% 7.9% 2.5%
Ceredl 51.5% 24.5% 10.1% 7.2% 5.2% 1.5%
Cheese 37.0% 23.1% 16.4% 8.7% 11.3% 3.5%
Snacks 45.3% 28.3% 12.8% 8.4% 4.7% 0.5%
ColaDrinks 40.9% 25.7% 21.1% 10.8% 1.5% 0%
Cookies 43.9% 24.2% 15.1% 6.5% 7.8% 2.5%
Crackers 31.2% 28.6% 18.0% 9.3% 10.6% 2.3%
Eggs 19.0% 23.2% 16.3% 13.2% 19.5% 8.8%
Frozen Dinners 56.7% 24.4% 11.8% 4.8% 2.1% 0.2%

Frozen Orange Juice 26.5% 20.3% 16.7% 14.5% 15.1% 6.9%

Ground Besf 19.0% 23.4% 17.8% 13.5% 18.3% 8.0%
Hotdogs 40.3% 22.5% 18.1% 8.7% 8.9% 1.5%
L ettuce 6.8% 17.9% 19.1% 15.4% 271.7% 13.1%
Margarine 32.1% 24.3% 14.2% 9.3% 15.9% 4.2%
Paper Products 64.4% 22.2% 9.4% 2.0% 0.9% 0.6%
Peanut Butter 28.4% 16.0% 22.6% 13.1% 13.2% 6.7%
Soap and Detergents 61.0% 23.6% 9.4% 2.2% 3.1% 0.6%
White Bread 34.6% 21.8% 17.4% 10.6% 11.8% 3.8%
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Table5: Summary of Frequency Didtributions of

How Often Price Quotes are a Their Modd Vdue

Product Proportion of Time | Proportion of Time | Proportion of Time Annua

Series at Modal Series at Modal Series at Modal Price

Price lessthan or Price less than 50% Price more than Series

equal to 25% of of Time 75% of Time

Time

Baby Food 0.4% 12.7% 47.3% 790
Bananas 17.6% 42.8% 17.5% 3788
Canned Soup 2.1% 19.7% 39.3% 3570
Ceredl 3.2% 21.5% 39.9% 3709
Cheese 6.1% 28.7% 37.5% 3568
Snacks 2.0% 14.1% 50.6% 3074
ColaDrinks 10.3% 34.7% 36.2% 2855
Cookies 4.0% 19.2% 48.6% 1917
Crackers 4.9% 26.3% 35.7% 892
Egos 48.4% 75.7% 11.1% 4465
Frozen Dinners 1.4% 18.5% 46.0% 1247
Frozen Orange 8.5% 35.0% 24.9% 1672
Juice
Ground Besef 7.8% 35.6% 28.2% 3240
Hot Dogs 1.2% 31.9% 36.7% 1274
Lettuce 93.0% 96.6% 1.7% 12213
Margarine 1.4% 31.5% 34.8% 1461
Paper Products 4.3% 19.9% 41.5% 1552
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Peanut Butter 5.1% 27.1% 34.3% 1099
Soap and 4.1% 18.0% 42.5% 2194
Detergent

White Bread 2.9% 21.5% 56.9% 3063
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Table 6: Percentage of Prices Above and Below the Annual Moda Price By Product

Percentage Above | Percentage Below Z-Satidtic'
Mode Modée (Pvaue)
Baby Food 9.5 16.6 3.95
(592) (1032) (.0000)
Bananas 14.0 28.2 15.88
(3371) (6791) (.0000)
Canned Soup 10.5 20.3 10.81
(2615) (5043) (.0000)
Cered 11.6 20.3 9.85
(2885) (5038) (.0000)
Cheese 12.8 19.7 8.15
(3238) (4986) (.0000)
Snacks 7.0 17.2 9.40
(1453) (3581) (.0000)
ColaDrinks 10.5 23.5 11.80
(1872) (4184) (.0000)
Cookies 7.8 18.6 8.09
(1049) (2491) (.0000)
Crackers 7.8 25.7 8.66
(516) (1699) (.0000)
Eggs 25.6 324 8.55
(5795) (7346) (.0000)
Frozen Dinners 7.8 21.6 7.24
(552) (1531) (.0000)
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Frozen Orange Juice 12.3 27.5 11.86
(1560) (3479) (0000)
Ground Besef 11.8 25.6 15.22
(2996) (6480) (0000)
Hotdogs 10.2 24.3 8.92
(908) (2170) (0000)
L ettuce 18.2 65.0 53.84
(4206) (15007) (0000)
Margarine 111 23.4 8.95
(1222) (2576) (0000)
Paper Products 9.2 22.3 6.94
(602) (1454) (0000)
Peanut Butter 115 22.2 7.03
(984) (1904) (0000)
Soap and Detergents 8.7 20.8 7.79
(832) (1996) (0000)
White Bread 10.6 18.0 8.11
(2462) (4183) (0000)

i Number of observations in parentheses.
il P-Vauesin parentheses.
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Table 7 - Percent of Price Series Experiencing a Least One Sale in the Second Y ear of the
Sample, Conditiona on Whether thereisa Sdewithin the First Year
Pand a- sale = 10% reduction

Product Conditiond on at Conditional on no Z-Sdidic
leest one sdle within Sdewithin the Frgt (p-vdue)
the First Year Year
(number of price (number of price
seies) series)
Baby Food 26.7% 3.7% 3.17
(15) (82) (.0016)
Bananas 84.0% 52.9% 6.41
(401) (87) ©)
Canned Soup 51.8% 17.4% 6.81
(110) (265) 0)
Ceredl 53.2% 22.0% 5.29
(77) (259) ©)
Cheese 56.1% 21.0% 7.07
(139) (257) (0)
Snacks 68.5% 25.8% 7.08
(124) (151) 0)
ColaDrinks 72.0% 25.4% 1.72
(157) (122) 0)
Cookies 66.7% 20.0% 6.18
(63) (115) (0)
Crackers 84.9% 25.5% 6.10
(53) (51) (0)
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Eggs 63.5% 38.5% 5.37
(244) (218) (©)
Frozen Dinners 60.9% 34.2% 243
(46) (38) (.015)
Frozen Orange Juice 64.6% 36.4% 4.28
(113) (118) 0)
Ground Beef 70.3% 36.1% 7.37
(246) (216) (0)
Hot Dogs 65.1% 37.5% 3.20
(83) (56) (.0014)
Lettuce 96.1% 70.0% 6.59
(417) (40) 0)
Margarine 66.2% 32.1% 4.54
(74) (109) 0)
Paper Products 76.5% 32.3% 2.93
(17) (31) (.0034)
Peanut Butter 49.0% 17.4% 417
(51) (109) ()
Soap and Detergent 64.5% 21.2% 351
(31 (33 (.0004)
White Bread 60.9% 15.0% 9.34
(151) (233) 0)
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Pandl b - sdle = 20% reduction

Product Conditiona on at lesst | Conditiona onno Sde Z-Sdidic
one Sdewithin the withinthe First Year (p-vaue)
First Year (number of price
(number of price Series)
seies)
Baby Food 50.0% 3.2% 3.29
2 (7 (0.0012)
Bananas 72.4% 49.0% 5.03
(333) (155) (0)
Canned Soup 32.0% 10.8% 4.08
(50) (325) (o))
Cered 54.5% 14.7% 6.16
(44) (292) Q)
Cheese 44.0% 13.1% 6.15
(75) (321) (o))
Snacks 56.8% 23.0% 5.53
(88) (187) )
ColaDrinks 52.8% 17.5% 6.19
(108) (171) 0)
Cookies 44.8% 13.4% 3.98
(29) (149) (0)
Crackers 60.0% 25.0% 3.57
(35 (64) (.0004)
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Eggs 49.6% 15.5% 7.48
(121) (341) )
Frozen Dinners 60.0% 16.3% 4.15
(35 (49) Q)
Frozen Orange Juice 56.5% 24.7% 4.85
(85 (146) Q)
Ground Besef 54.6% 21.1% 7.04
(130) (332) (0)
Hot Dogs 52.7% 32.1% 242
(55) (84) (.0156)
Lettuce 83.0% 71.7% 2.50
(358) (99) (.0124)
Margarine 54.8% 18.4% 4.67
(42) (141) Q)
Paper Products 50.0% 21.4% 151
(6) (42) (0.131)
Peanut Butter 28.6% 5.8% 3.45
(21) (139) (.0006)
Soap and Detergent 42.9% 10.0% 2.88
(14) (50) (.004)
White Bread 44.1% 12.1% 6.86
(102) (282) )
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Table 8: Probability of Salefor Various/

Products in Rdatively High and Low Periods of Demand

Pand a- Sale = 10% reduction

Product Probability of Sdein Probability of Sdein Z-Statistic for
High Demand Period Low Demand Period differencein
Probability
Ground Besef 0.0899 0.0675 3.99
Hot Dogs 0.1022 0.0730 2.93
Eggs 0.1342 0.0623 4.49
Canned Soup 0.0404 0.0264 6.14
Peanut Butter 0.0474 0.0336 2.64
Panel b - Sale = 20% reduction
Product Probability of Sdein Probability of Sdein Z-Statistic for
High Demand Period Low Demand Period differencein
Probability
Ground Besef 0.04562 0.03039 3.95
Hot Dogs 0.06080 0.04432 2.10
Eggs 0.03896 0.02536 1.30
Canned Soup 0.01850 0.01171 4.14
Peanut Butter 0.02306 0.01119 3.68




Table 9 - RELATIONSHIP BETWEEN PROBABILITY OF A SALE ON A PRODUCT AND ITS
CATEGORY MARKET SHARE
Pand a2 Soux Fdls, Sde=10 %

[ ntercept Market Share PVduefor
Product - - R-squared | Obs.
Edimate | Error | Edimate | Error Slope Coef.

Ketchup 0.0023 | 0.0038 | 0.0022 | 0.0004 0.0001 0.6843 15
Margarine- | 0.0161 | 0.0096 | 0.0047 | 0.0009 0.0003 0.7073 13
Margarine- | -0.0045 | 0.0044 | 0.0045 | 0.0007 0.0001 0.6673 20

Peanut Butter | 0.0142 | 0.0074 | 0.0029 | 0.0020 0.1681 0.0692 29
Sugar 0.0067 | 0.0077 | 0.0050 | 0.0018 0.0129 0.3120 19
Tisue 0.0180 | 0.0076 | 0.0050 | 0.0019 0.0177 0.2299 24
Tuna 0.020 | 0.012 | 0.002 0.001 0.0333 0.350 13
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Table 9 - (con't)

Panel b: Springfidd, Sde =10 %

I ntercept Market Share PVduefor
Product - . R-squared | Obs.
Edimate | Error Edimate | Error Slope Coef.
Ketchup -0.0033 | 0.0029 | 0.0026 | 0.0004 0.0001 0.7003 19
Margarine - -0.0014 | 0.0029 | 0.0036 | 0.0003 0.0001 0.8919 17
Margarine - Tubs| 0.0037 | 0.0023 | 0.0002 | 0.0006 0.7340 0.0040 31
Peanut Butter | -0.0008 | 0.0028 | 0.0035 | 0.0006 0.0001 0.6289 24
Sugar 0.0091 | 0.0113 | 0.0043 | 0.0016 0.0246 0.4114 12
Tisue 0.0141 | 0.0081 | 0.0048 |0.0018 0.0145 0.2639 22
Tuna 0.0080 | 0.0043 | 0.0023 | 0.0003 0.0001 0.7624 17

46




Table 9 - (con't)
Pand c: Sioux Fals, Sde=20%

Intercept Market Share PVauefor
Product R-squared | Obs.
Edimate | Error | Edimae | Error Slope Coef.
Ketchup 0.0006 | 0.0032 | 0.0012 | 0.0003 0.0052 0.4637 15
Margarine - 0.0156 | 0.0080 | 0.0021 | 0.0008 0.0186 0.4091 13
Margarine - Tubs| -0.0069 | 0.0022 | 0.0032 | 0.0004 0.0001 0.8075 20
Peanut Butter | 0.0047 | 0.0029 | 0.0004 | 0.0008 0.6252 0.0090 29
Sugar 0.0057 | 0.0030 | 0.0001 | 0.0007 0.8595 0.0019 19
Tisue 0.0100 | 0.0049 | 0.0017 |0.0012 0.1943 0.0753 24
Tuna 0.0096 | 0.0071 | 0.0012 | 0.0005 0.0209 0.3973 13
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Table 9 - (con't)
Pand d: Springfidd, Sde=20%

I ntercept Market Share PVauefor
Product - : R-squared | Obs.
Edimate | Error Edimate | Error Slope Cosf.

Ketchup -0.0022 | 0.0017 | 0.0016 | 0.0002 0.0001 0.7254 19
Margarine- | -0.0046 | 0.0020 | 0.0031 | 0.0002 0.0001 0.9308 17
Margarine- | 0.0014 | 0.0016 | 0.0002 | 0.0004 0.6909 0.0055 31
Peanut Butter | -0.0018 | 0.0021 | 0.0025 | 0.0004 0.0001 0.5974 24

Sugar 0.0080 | 0.0107 | 0.0042 | 0.0015 0.0197 0.0197 12

Tisue 0.0068 | 0.0053 | 0.0034 | 0.0012 0.0032 0.3598 22

Tuna 0.0070 | 0.0037 | 0.0019 | 0.0003 0.0001 0.7497 17
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