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Identification

Document Identification

Software Identification

Document Title: Routing and Transport Protocols
Version: Final

Product Name: NETWARS
Product Release: 5.1

Documentation Conventions

This documentation uses specific formatting and typographic conventions to present the
following types of information:

* Objects, examples, and system I/O
* Object hierarchies
e Computer commands

e Lists and procedures

Objects, Examples, and System I/O

Object Hierarchies

* Directory paths and file names are in standard Courier typeface:
C:\Netwars\User Data\Projects

¢ Function names in body text are in italics:

op_dist_outcome()

* The names of functions of interest in example code are in bolded Courier typeface:

/* determine the object ID of packet’s creation module */
src_mod objid = op pk creation mod get (pkptr);

* Variables are enclosed in angle brackets (< >):

<NETWARS path>\Scenario Builder\op admin\err log

Menu hierarchies are indicated by right angle brackets (>); for example:

Edit > Preferences > Advanced
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Documentation Conventions
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Computer Commands

Lists and Procedures

These conventions apply to Windows systems and navigation methods that use the
standard graphical-user-interface (GUI) terminology such as click, drag, and dialog box.

» Key combinations appear in the form “press <button>+x"; this means press the
<button> and x keys at the same time to do the operation.

* The mouse operations left-click (or click) and right-click indicate that you should press
the left mouse button or right mouse button, respectively.

Information is often itemized in bulleted (unordered) or numbered (ordered) lists:
¢ In bulleted lists, the sequence of items is not important.
¢ In numbered lists, the sequence of items is important.

Procedures are contained within procedure headings and footings that indicate the start
and end of the procedure. Each step of a procedure is numbered to indicate the
sequence in which you should do the steps.
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Document Revision History
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Release Date Version Chapter Description of Change
October 17, 2005 5.1 Final Front material Changed refs in Documentation Conventions section to be
NETWARS-specific rather than OPNET-specific (i.e, changed
<opnet_user homes\... ref to <NETWARS
path>\Scenario_Builder\...)
1 Added Using Virtual CLI section.
In Procedure 2-1, updated Topology > Import > From Device
2 Configuration Files to Topology > Import > Device Configuration
Files.
August 3, 2005 5.1 Draft All Preliminary version.
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Routing and Transport Protocols 1—Introduction

1 Introduction

NETWARS Overview

The Command, Control, Communications, and Computer Systems Directorate
of the Joint Staff, in partnership with the Defense Information Systems Agency,
Directorate for Technical Integration Services, developed Network Warfare
Simulation (NETWARS). NETWARS provides modeling and simulation (M&S)
capabilities for measuring and assessing information flow through strategic,
operational, and tactical military communications networks. Analyzing the
results from NETWARS can provide considerable utility in determining which
communication systems might be overloaded during selected times in a
particular scenario, and can assist with making prudent acquisition planning
decisions.

Document Overview

This user’s guide, Routing and Transport Protocols, is a technology tutorial, not
a tutorial on the use of NETWARS. It provides hands-on exercises that illustrate
the basic functioning of the following protocols:

e OSPF and IS-IS,
e EIGRP and RIP, and

¢ |P Multicast Networks.

The examples provided in this guide were presented at OPNETWORK as part
of various routing and transport protocol workshops. If you do not have access
to the sample files referenced in a particular example, simply view the
screenshots provided in this guide.

Referenced Documents

e Standard Model User Guides, OPNET Technologies.

NETWARS/Release 5.1 uG4-1-1
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Routing Protocols

OPNET provides behavioral models for various routing protocols. These models
provide excellent support in discrete event simulation (DES) and traffic flow
analysis for studying:

Routing Tables,

Convergence Statistics,

Effects of configuring areas in a network,
Failure/Recovery Analysis, and

Traffic Engineering Techniques.

Chapter 2 discusses the use of OSPF (Open Shortest Path First) and 1S-IS
(Intermediate System-to-Intermediate System), which are link state (LS) routing
protocols.

Chapter 3 discusses the use of EIGRP (Enhanced Interior Gateway Routing
Protocol) and RIP (Routing Information Protocol), which are distance
vector-based routing protocols.

Link State Routing Protocols

OSPF and IS-IS are very similar routing protocols. Each node maintains a view
of the entire network topology, Route Table computation is centralized, and
convergence is fast due to the fact that every node knows the entire topology.

But OSPF and IS-IS have some differences. OSPF is standardized by IETF
(RFC 2328), more widely deployed in enterprises, and only used for routing IP.
IS-1S is standardized by ISO (ISO 10859), more widely deployed in ISPs, and
used for routing IP and CLNP (also adapted for IPX.)

Chapter 2 provides example network scenarios using OSPF and IS-IS.

Distance Vector Routing Protocols

With distance vector routing protocols such as EIGRP and RIP, each node
maintains distance to each destination, Route Table computation is distributed,
and convergence can be slow due to the fact that changes in topology can take
longer to propagate.

Chapter 3 provides example network scenarios using EIGRP and RIP.

uG4-1-2 NETWARS/Release 5.1
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IP Multicast Networks

Using Virtual CLlI

OPNET also models multicast routing protocols. Multicasting is a method for
delivering content from a single sender to multiple receivers. It’s different from
broadcasting, where traffic is sent to all possible receivers (sending email to
everyone in a company). Multicasting sends traffic only to receivers who have
shown interest in receiving traffic destined for a specific multicast address.

The benefits of using multicasting include:

Reduce network load,

Conserve network bandwidth,

Easier information sharing infrastructure, and
Send to a single group address and be done.

OPNET support for multicast includes DCI support for various Cisco and
Juniper commands, Netdoctor multicast rule suite, and Simulation (DES)
support.

Chapter 4 provides example scenarios using a multicast network.

All Cisco router node models have a feature that allows you to configure the
router model using a replica of the Cisco IOS command line interface. The
Virtual Command Line Interface (or Virtual CLI) has the same look and feel as
the Cisco CLI, although it supports a sub-set of Cisco commands. Virtual CLI
supports familiar Cisco CLI usage including shortcuts (such as typing ena
instead of enable), command help access via “?”, and tab completion of a
command.

To access the Virtual CLI, right-click on a Cisco router or switch and select
Open Virtual CLI. You can then enter commands as you would if you were
working on a router console.

Procedure 4-6 in Chapter 4 provides an example of using Virtual CLI to fix
configuration errors.

Changes made with Virtual CLI are specific to the project within which you are
working and do not affect the underlying source files.

WARNING—If an incremental import is performed in the project after changes
are made through Virtual CLI, those changes are disregarded. It is
recommended that you save your original project and scenario and do all
modifications in a duplicate scenario, saved under a different name.
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2 Planning and Analyzing OSPF and IS-IS Networks

Introduction

OSPF and IS-IS are common Interior Gateway Protocols (IGPs) used for routing
in IP networks. OSPF and IS-IS are link state routing protocols developed by
IETF and ISO respectively. Both have fairly complicated algorithms to ensure
stability in the network and facilitate faster convergence, and loop-free routing.

In this chapter, we will:

e Study the behavior of OSPF in a flat network (no areas),
— Observe equal cost multi-path (ECMP) routing,
— Study routing tables and LSDB size,
— Analyze network convergence and effects of timers, and

— Perform basic traffic engineering.
e Study the behavior of OSPF in a network with areas, and

* Merge IS-IS areas by adding a NET.

We will conclude that:
* OSPF and IS-IS route by exchanging link state information,

* You can perform basic traffic engineering by modifying costs (auto-calculate
costs based on bandwidth),

* Convergence time is affected by many factors (you can tweak Hello, Dead
and SPF timers to obtain optimal performance),

* Configuring areas and summaries can improve scalability, and

* |S-IS routing is similar to that of OSPF, and merging areas in IS-IS is easy.

Note—The following examples were presented at OPNETWORK 2004 in
Session 1313, Planning and Analyzing OSPF and IS-IS Networks. If you do not
have access to the files that these procedures use, you can still follow along
using the sample screens provided in this user’s guide.

There is a set of models with all of the procedural steps completed. You may
use these for reference, if you do not wish to do the exercises yourself. These
files end in the suffix “_ref”’ (reference).
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Analysis of Baseline OSPF Network (No Areas)

In this section, we study an OSPF network without areas configured. We
measure its performance in regards to routing table sizes and convergence
times. At the same time, we examine OSPF features such as multi-path routing.

Procedure 2-1 Create the Virtual Network Model
1 Launch NETWARS, if not already opened.
2 From the System Editor’s File menu, choose Open Editor.

3 From the Open Editor drop-down menu, choose Scenario Builder, and then click
OK.

4 Select File > Open Project. The Open Project dialog box displays.

5 In the Open Project dialog box, select the project file named
1313_Planning_and_Analysis_of OSPF_and_ISI1S, and then click Open.

Note—If you do not have access to this file, simply view the screens provided in
this user’s guide to follow along with the procedure.

6 Build the network topology from router configuration files.
6.1 Choose Topology > Import > From Device Configuration Files.

6.2 Select Replace entire model; checkmark Cisco Router 10S, and type in the
path to the configs_basel ine directory, as shown below.

6.3 Under Model Assistant Files, choose
1313_Planning_and_Analysis_of_OSPF_and_IS1S-Labl-ma_expo
rt.

6.4 Click Import.

_—L—] Impornt Device Configurations

— Import Mode
@eplace entire model

= Merge with existing mode

= Reimpart configurations for selected devices

= Reimpart configurations for modified devices

— Specify Directories Containing Device Configuration Files

@:isco (105, Cat0s, Plx] IC:\Dp_models\configs_baseline Browsze... |
I~ Juniper [Jun05) ISDecif_l,J... Browse... |
— Impart Options Model Assistant Files
[ Create nodes to represent extemnal ASes ¥ Usze the fallowing model assistant files:

[~ Create nodes to reprezent edge LAMs
[~ Create PVCs
[ Generate impart lag

<click to"add

| |
ot | ( Import I) LCancel | Help I

e —

Figure 2-1 Import Device Configurations dialog box
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6.5 After the import completes, click OK to close the Import Summary window.
The following network is created from the given router configuration files.
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Figure 2-2 Imported OSPF Network Model

This scenario contains 26 routers, each configured with OSPF as their routing
protocol. This is a flat network, with no configured areas. All routers are in the

backbone area (area 0).

End of Procedure 2-1

Procedure 2-2 Configure the Imported OSPF Network

1 Import traffic flows into the network.

1.1 Traffic data has been provided in a spreadsheet format for import; choose
Traffic > Import Traffic Flows > From Spreadsheet ...

1.2 Navigate to your NETWARS op_models directory.

1.3 Select the file 1313 Labla_traffic.txt; click Open.

1.4 Leave the Replace all existing traffic radio button checked; click OK.

Llge traffic from spreadsheet to:
i+ Replace all existing traffic

i~ Replace only flows defined in spreadsheet

Ok | LCancel

_—L—] Import Traffic Flows

Figure 2-3 Import Traffic Flows dialog box
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1.5 Traffic is imported and a summary log of the import process is provided; click

Close.

i—]Traffic Flow Import Statistics Y [m]
Traffic Span Imported Lunknown: to <unknowns ;I
Metwark Start Time ko
Total Mumber of Files 1
MHumnber of Files with Errors 0
Mumber of Files Mot Imported 0
Total Mumber of Lines 14
Mumber of Lines with Emars 0
Murnber of Flows Imported 0
Total Traffic Imported 0.00b
Total Packets Imported 0.00
Files Imported without Errors C:AMNetwars\Uszer Data\Projectst1313MLabs\ 13130 313 Labla Traffic.tst
Files Imported with Ermors <Empty:
Files Mot Imported LE rpy:

Kl | ;I_I
Yiew Log | Cloze I

Figure 2-4 Traffic Flow Import Statistics dialog box

1.6 Choose Protocols > IP > Demands > Characterize Traffic Demands...

1.7 Click the Record Routes for All Packets button, and then click OK.

ii-]IP Traffic Flow Characterization

Source Destination Deman
DCI Metwork, Boston DCl Metwork.San_Diege  Boston
DCI Metwark. Miami DCl Metwark. 5 eattle tdiami -

DCI Metwork. Phoenix DCl Metwork. 5 an_Franci... Phoeni
DCI Metwork San_Diego | DCI Metwork B oston San_Di
DCI Metwork San_Franci... | DCl Netwark. Phoenix San_Fr
DCl Metwork. Seattle D Cl Metwork. Miarmi Seattle

Dizable Record Route an AIII HRecord Route far ﬁfJ\Packetsl

Figure 2-5 IP Traffic Flow Characterization dialog box

2 Configure failures in the network.

2.1
2.2

23
2.4
25

2.6
2.7

Click the Open Object Palette button.

At the top of the Object Palette there is a drop-down list allowing you to switch
between available palettes. Click and select the utilities palette from the

drop-down list.

Drag-and-drop the Failure Recovery object onto the project space.

Close the Object Palette.

Double-click the new Failure Recovery object, then right-click on the Failure
Recovery icon and choose Edit Attributes.

Double-click on the Value for Node Failure/Recovery Specification.

Set the number of rows to 2.

UG4-2-4
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i] [Mode Failure/Recovery 5Specification] Table

Mame Time Status ﬂ
DCI Metwark. Kanzas_City 500 Fail
DCI Metwork. Kansas_City 1.500

4

Hows Delete | Ingert Duplicate | Move Up | MgveDownl

Dretails | Promote | Ok LCancel |

Figure 2-6 Node Failure/Recovery Specification Table

2.8 In the first row, choose Kansas_City for Name, 500 for Time, and Fail for
Status; in the second row again choose Kansas_City for Name, 1500 for
Time, and Recover for Status.

2.9 Click OK to return to the previous window.

2.10 Double-click on the Value for Link Failure/Recovery Specification.

iﬁ-][Link Failure/Recovery Specification) Table

Mame |Time |Status ;I
Atlanta A Senald7 (10 14 5 2] ¢ b =R 2 000 Fail

Rows Delete | Inzert Duplicate | fawe ln | MgveDownl
Details | PFromote | 1] LCancel |

Figure 2-7 Link Failure/Recovery Specification Table

2.11 Select 1 for Rows, select the name of the link between Atlanta and Miami in
the Name field, type 2000 in the Time field, and set Status to Fail.

2.12 Click OK twice to preserve the changes; as a result of this configuration, the
Kansas_City router will fail at 500 seconds and recover at 1500 seconds, and
the Atlanta<>Miami link will fail at 2000 seconds (and will not recover).

3 Configure Load Balancing.
3.1 Choose Protocols > IP > Routing > Configure Load Balancing Options....
3.2 Choose Packet-Based for Load balancing options.

3.3 Make sure the All routers radio button is selected, and then click OK. This
will configure routers to perform load balancing for every packet, as opposed
to load balancing for every destination.
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i—][unﬁgure Load Balancing O

Load balancing options: I Packet-Bazed

Apply above zelechion to

{ Selected routers

o All routers

Figure 2-8 Configure Load Balancing Options dialog box

4 Configure start time for OSPF on all routers.

In a real network, the OSPF process on different routers would typically start at
different times. However for the purpose of this study, we want the OSPF process
on all routers in the network to start at the same time. This will eliminate the effects
of varying start times on the network convergence time and help us determine

precise numbers for the convergence statistics.

4.1 Choose Protocols > OSPF > Configure Start Time....

4.2 In order to start all OSPF processes simultaneously at 5 seconds, choose
constant for Distribution name, and type 5 for Mean Outcome. Make sure the

All routers radio button is selected; click OK.

—+]0SPF Start Time Config

x|

Digtribution name; I conztant

=l

Mean outcome: |5

Apply the above selection bo:
{* Allrouters  Selected routers

0k I LCancel

Figure 2-9 OSPF Start Time Configuration dialog box

End of Procedure 2-2

Procedure 2-3 Configure Collection of Results

1 Export OSPF Link State Database and IP Forwarding Table for all routers.

1.1 Press Ctrl+A to select all objects in the network.

1.2 Right-click on the Seattle router, and choose Edit Attributes.

1.3 Check the Apply changes to selected objects checkbox in the lower left

corner of the Edit Attributes window.

UG4-2-6
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1.4

Expand the Reports category by clicking on the adjacent (+) button. In the row
corresponding to OSPF Link State Database, select Export at End of
Simulation.

= Reparts
BGF Fouting T able [ro Mot E=port
EIGRF FRouting T able Lo Mot E xport
IGRF Routing Table Do Mat Export
IP Forwarding Table [ro Mot E=port
|— IP Multicast Group-to-RP T able Lo Mot E xport
155 Routing T able [1o Mat Expart
O5FF Link State Databaze ) ot
05PF Routing T able Do Mot Export
FlIM-5H Flouting T able E:-:u:lrt at End of Simulation
RIP Routing Table el
WRF Table [ro Mot Export

Figure 2-10 Export OSPF Link State Database

1.5

1.6
1.7

1.8

Similar to the previous step, in the row corresponding to IP Forwarding Table,
select Export at End of Simulation.

Click OK.

If you get a warning stating that changes to multiple objects cannot be
undone, click Yes.

Click somewhere in the project space to de-select all objects.

2 Collect OSPF convergence, traffic and Route Table statistics.

2.1

2.2
23

Right-click in the project space away from all objects, and select Choose
Individual DES Statistics.

Expand the Global Statistics category by clicking on the adjacent (+) button.

Similarly, expand OSPF and select all 3 statistics — Network Convergence
Activity, Network Convergence Duration, and Traffic Sent.
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iﬁ-]l:huuse Results

|

=HE| Global Statistics

Ethermet
Frame Relay
HSRF

IGRF

IF

IPwE

ISIS

aobile 1P
tobile IPwE

RIF

RIPNG

RSYP

TCP
TORA_IMEP
Total Data Traffic

Wiew Descriptionl Ok I

[

Fi

LCancel |

Figure 2-11 Selecting OSPF Statistics

2.4 Expand the Node Statistics category by clicking on the (+) button; expand the

Route Table category by clicking on the (+) button.

UG4-2-8
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2.5 Select the Size (number of entries) statistic.

x
Individual IER Statistics -]

Individual Thread Statistics
IF

IF Interface

IP Processar

IP Tunnel

IP PN Tunnel

IPvE

1515

1515 Process

OFFAC IER Statistics
OPFALC Thread Statiztics
OSPF

OSPF Process

PlItd-5H

RIF

RIPMG

Route Convergence

Yiew Description |

Figure 2-12 Selecting the Route Table Size Statistic

2.6 Click OK.

End of Procedure 2-3

Procedure 2-4 Run Simulation and View Results

1 Run the simulation.

1.1 Click the Configure/Run Simulation toolbar button.

1.2 In the Inputs section, select the Global Attributes category and scroll down to
modify the value of the Tracer Packets Per Interval from 2 to 20.
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Simulation Set Infa |

Common

Traffic Growth
Termain Modeling
Environment Files
Outputs

Execution

Funtime Displays

|

_—L—] Configure/Run DES: 1313_Planning_and_Analysis_of_05PF_and_I515-Labla

™| Save vecton and erwviranmment fles o each i it st
Murnber of runs in st 1 .
[~ | Eause between each mim i sef
— Global Attributes
Altribute Walue ;I
R5YF Sim Efficiency Enabled
Fouting Activity Idle Timer 20
TORA Animated Destination RID Specify...
TOR& IMEP &rnimation Refresh Interval 10
TORA IMEP Efficiency Dizabled
TORA IMEP Packet Delivery Cache Upd... 100
TORA Infinite Loop Prevention Dizabled
TORA Max Commurication Distance 1150
TORA Mode of Operation Drefault
Tracer Packet Redundancy Enabled
Tracer Packets Per Interval ﬁ
Traffic S caling Factor 1.0
compound_cell_enabled Dizabled -
J | ,
Set Multiple Yalues... Feset Value | D etails |
Bun Lancel | Apply | Help

Figure 2-13 Configure/Run Simulation dialog box

1.3 In the same Global Attributes category, scroll to the attribute OSPF Sim
Efficiency and set it to Disabled. Simulation efficiency means that OSPF
control traffic will not be simulated after the time specified in the OSPF Stop
Time attribute. This is a useful feature for speeding up the simulation, if you
know that no further routing changes will occur in the network. Since this is not
the case in this exercise, we need to disable OSPF simulation efficiency.

ﬁ Configure/Run DES: 1313_FPlanning_and_Analysiz_of 05PF_and_I515-Labla

Simulation Set Infa | Murnber of runs in set 1
Common ;I — Global Attributes
Inputs
Global Attributes Attribute Yalue
Object Attributes 1515 Stop Time 260
Traffic Growth Interface Buffer Congestion Threzhold ns
Terain Modeling LACP Simulation Efficiency Enabled
Erwironment Files LDF Discavery End Time 250
Dutputs LDFP Discaovery Start Time 100
E’:;fif‘:fgisplays LSP Signaling Pratacal RSP
Link |lza0e Benart Dizahled
OSPF Sim Efficiency
USFF Stop Time 2kl
RIF Sim E fliciency Enabled

Figure 2-14 OSPF Sim Efficiency Attribute

1.4 Click Run to start the simulation.

1.5 Close the Simulation Sequence dialog box after the simulation runs.

2 Inspect the OSPF Link State Database.

2.1 Right-click on the Denver node and select View Results.

2.2 Choose the Discrete Event Tables tab.

2.3 Expand the Performance category by clicking on the adjacent (+) button.

2.4 Select OSPF Link State Database Summary at 3600 seconds.

UG4-2-10
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iﬁ-]\"iew Results =1 E3
Digcrete Event Graphs| Dizcrete Event Tables |Flow Analyzis Graphsl Flow Analysis Tablesl Dizplayed Fanel Graphsl
Dl Network. Denver ;I Preview:
Performance } } Process Tag [Area...| LSA Type | Mumber of LSAs ;I
IP Forwarding Table at End of Simulation 100 (0.0.0.0] Router Links LSA |26

OSPF Linl ! Aty &t Metwork Links LS& |0
OSPF Router Link LSDE at 3600 seconc Metwork Summary .| 0

ASBR Surmary LS4 0

AS External LSA[ .. 0
Total number of L... |26

v v
1| | » < | »

Fesults Generated: 21:15:29 Aug 02 2004 Generate "Web Repart... | Show I

Cloze |

Figure 2-15 Denver Node’s OSPF Link State Database

2.5 Note that the OSPF Link State Database on Denver has LSAs for only one
area — Area 0.0.0.0. It has 26 Router Links LSAs and no LSAs of any other

type.
2.6 Close the View Results dialog box.
2.7 Now click on the San_Diego node and view its OSPF Link State Database

summary.
#|View Results [_ (O] =]
Dizcrete Event Graphs| Dizcrete Event Tables |Flow Analysis Glaphsl Flow Analysiz Tablesl Dizplayed Panel Graphsl
DTl Metwork.San_Diego ;I Freview:
Peiformance Process Tag [Area...| LSA Type | Mumber af LS4z d
IP Forwarding Table at End of Simulation 100 (0.0.00] Fouter Links LSA |26
Metwork Links LS4 |0
OSPF Router Link LSDE at 3600 seconds Metwark Summary |0

ASER Summary LSA O

AS External LSA .. O
Total number of L... |26

] o) o

Fesults Generated: 21:15:29 Aug 02 2004 Generate Web Report... | Show I

LCloze |

Figure 2-16 San_Diego Node’s OSPF Link State Database

2.8 Note thatthe contents of San_Diego’s OSPF Link State Database are exactly
the same as those of Denver’s Link State Database. In fact the Link State
Database is exactly the same on all routers in the network.

2.9 Close the View Results dialog box.

3 Examine traffic flow routes at different times.

3.1 Choose Protocols > IP > Demands > Display Routes for Configured
Demands....

NETWARS/Release 5.1
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3.2 Expand the Seattle source by clicking on the (+) buttons, until the
Seattle—Miami flow is shown. Click on the traffic flow name.

:—E]Floule Report for IP Traffic Flows

Sources [DC] Metwark]
Bostan

Seattle
Miami

Seattle > Miami

Figure 2-17 Route Report for IP Traffic Flows dialog box

3.3 On the right side of the panel, each row corresponds to the route over which
the traffic flow was routed at a given time. To visualize the routes in the
network, click the Display column in a row corresponding to the time of interest
to change the field from No to Yes. Look at the network to visualize the route.

For instance, to display the route at 168.91 seconds, click in the Display field:
its value will toggle from No to Yes and the route will be displayed in the

network.

Time | Dizplay | Status
16891 DR Cornplete
34891 Mo Complete
528.91 Mo 1 Complate
0891 Mo Complete
28891 Mo Complete
106891 Mo Complete
124891 Mo Complete
142891 Mo Complete
160891 Mo Complete
178891 Mo Complete
1968.91 Mo Complete
214891 Mo Incomplete
232891 Mo Incarmplate
280891 Mo Incomplete
2E88.91 Mo Incomplete
286891 Mo Incomplete

Figure 2-18 Specifying Routes to Display
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3.4 Click on the corresponding Display field to display the route taken by the
Seattle—Miami traffic flow at a time before 500 seconds (when the first failure
occurs). Notice that two equal-cost routes are taken by the traffic flow (one
through Kansas_City, the other through Memphis).

Cincinnati

emphis

Gan_Diega Phoeniz

Dala Alard

iy

San_Antonio Bt Mew_Drleans

- e~ Kliami

Figure 2-19 Seattle—>Miami Route (Before 500 Seconds) Displayed

3.5 Click again on the Display field for the selected time to hide the route.

r,
b‘v“"‘_‘-/
ST
.
- L
Minednol 1
CHICAgD T e eeemint™
-------------- Cincinnati
it
e . emphis
Dalla\x\ L Atla
T
an_Antonio ouston Mew_Orleans .
o Hliami

Figure 2-20 Seattle—>Miami Route (Before 500 Seconds) Hidden
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3.6 Click on the corresponding Display field to display the routes taken by the
Seattle—Miami traffic flow at a time between 500 and 1500 seconds. Notice
that now only one route is available (via Memphis) — the route via
Kansas_City is no longer available since Kansas_City node failed at 500

seconds.

San_Diego

Phoenix

3

Figure 2-21 Seattle—>Miami Route (Between 500 and 1500 Seconds) Displayed

3.7 Click again on the Display field for the selected time to hide the route.

3.8 Click on the corresponding Display field to display the routes taken by the
Seattle—Miami traffic flow between 1500 and 2000 seconds. Notice that
again two equal cost routes are available—one via Memphis and one via
Kansas_City. This happens because the Kansas_City router recovered at
1500 seconds.

3.9 Click the Clear All Routes button in the Route Report for IP Traffic Flows

dialog box.

Figure 2-22 Route Report for IP Traffic Flows dialog box

i—]ﬂoule Report for IP Traffic Flows

Sources [DC] Netwark)
Boston

Seattle

Miami
Seattle ~» Miami
San_Diego
Phoerix
Miarni
San_Francisco

K

Show Al Houtesl Clear Al Houtesl
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3.10 Click on the Display field corresponding to routes taken after 2000 seconds.
Notice that no route is displayed in the network. Because we have configured
the link between Atlanta and Miami to fail after 2000 seconds, the Miami
destination has become unreachable, and any route to that destination has
been flushed from the OSPF routing tables of all routers across the network

3.11 Expand the San_Diego source by clicking on the (+) buttons until the name
of San_Diego—Boston traffic flow is visible. Click on the traffic flow. On the
right side, a table of snapshots of routes used for routing the traffic flow at
different times is shown.

3.12 Click on the corresponding Display field to display the routes taken by the
San_Diego—Boston traffic flow at approximately 168 seconds; seven equal
cost routes are taken.

Minneapoli
= 3 i oston
= L Ciicage - =i »
., = - Piresburgh
Deﬁwec__ Cincinnati shington_CC
Feangas_City £,

:i—]ﬂnute Report for IP Traffic Flows

Saurces (D] Nebwark] =] [Time [Display | Status [Det a] [,
Boston 168.80 il
Seattle 348.80
San Diego 528.80
Buoston #0880
San_Diego > Boston 838,20

Complete
Complete
5 Complete; 1 Inco... .
Camplete

Complete ===l

Figure 2-23 San_Diego—>Boston Route (At 168 Seconds) Displayed

3.13 In the Route Report for IP Traffic Flows dialog box, click Clear All Routes.

3.14 Expand the Boston source by clicking on the (+) buttons until the name of the
Boston—San_Diego traffic flow is visible. Click on the traffic flow name. On
the right side, a table of route snapshots taken at different times appears.

3.15 Click on the Display field corresponding to the route taken by the
Boston—San_Diego traffic flow at approximately 166 seconds; two equal
cost paths are taken.

.L — — AP
Sairamen o \(Laegw_——'

P"_‘.a-k ‘

- = e “""‘"'U-:':-“--**‘&E

s e bt ‘! " " ok
Deﬁﬂec.“‘. ‘E. 1 cmcmnan h ES
R == Ranga c

L

Atlants

A | Time | Display ‘ Status
1EE.51
46.51
526.51
706,51

Complete
Complete
Caomplete
Complete

Figure 2-24 Boston—San_Diego Route (At 166 Seconds) Displayed
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3.16 Notice that the traffic from San Diego to Boston is routed on seven equal cost
paths, whereas the reverse traffic from Boston to San Diego is routed only
on two equal cost paths. This is a case of asymmetric routing: the traffic is
routed in one direction on a set of paths and routed in the reverse direction on
a different set of paths. This is not desirable behavior in many cases,
especially for applications like Voice over IP (VolP), since the end-to-end
delays in either direction is different.

3.17 Finally, expand the Phoenix source by clicking on the (+) buttons until the
name of Phoenix—San Francisco traffic flow is visible. Click on the traffic
flow name.

3.18 Click in the Display field corresponding to approximately 168 seconds to
display the route taken by the Phoenix—San Francisco traffic flow.

3.19 Note that the demand goes from Phoenix — Denver — San Francisco.

N
Figure 2-25 Phoenix—>San Francisco Route (At 168 Seconds) Displayed

3.20 Finally, in the Route Report for IP Traffic Flows dialog box, click Clear All
Routes. Click Close to dismiss this window.

4 View routing convergence statistics.

4.1 Right-click on the project space (away from all objects), and choose View
Results.

4.2 Expand the OSPF category under Global Statistics by clicking on the (+)
button.

_| M etwark, Convergence Activity
_I Metwork Convergence Duration [sec)
Bl Traffic Sent jbits/sec)

Figure 2-26 Statistics Selected in View Results dialog box

4.3 Check the Network Convergence Activity and Network Convergence
Duration statistics; then click Show.

4.4 To change the time scale to seconds, right-click on the edge of the graph
panel, and choose Time Axis > Seconds.

4.5 Zoom in to the relevant portion of the graph by highlighting the four graph
points.
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To view the coordinates of a point in the statistics graph, place the mouse tip
in the neighborhood of the point. A box like the one below will display
highlighting the coordinates of the point on the graph nearest to the mouse tip.

¥ 1957446805851
i 570247934
| | Mearest Paint:
¥ 20.010:2909078
w1 B51.803202

Figure 2-27 Graph Coordinates Annotation

4.6 The convergence statistics panel displays, as shown below.

T

OSPF.Metwark Convergence Activity

1.00

0.75

0.50

025

0.00

- O5SPF Network Convergence Duration [zec)

40

20

[ [ [ |
1] 1,000 2,000 3,000,
time [zec)

Figure 2-28 Sample Convergence Statistics Graph

The OSPF.Network Convergence Activity graph plots the value 1 for the
time interval during which convergence activity is detected in the network; i.e.
when LSAs are being sent and received. It plots the value 0 at other times.
The OSPF.Network Convergence Duration plots a data point that indicates
the time it took the network to converge after each period of convergence
activity. The value on the x-axis corresponds to the moment in time
convergence was achieved, while the y-axis value corresponds to the actual
convergence time.

From the OSPF.Network Convergence Duration graph, notice that the
convergence duration is longest when the network ramps-up—it lasts 60
seconds. After each of the subsequent failure or recovery events,
convergence is achieved in about 20 seconds.
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4.7 For the convergence activity due to the failure of node Kansas_City at 500

seconds, point the mouse tip to the top of the corresponding “activity peak” in
the OSPF.Network Convergence Activity graph (if needed, click to bring the
graph window in focus). An annotation will display stating the x-coordinate of
the point at the start of the convergence interval. lts x-coordinate corresponds
to the time convergence was detected in the network, i.e. 530 seconds,
approximately.

OSPF. Metwork Convergence Sctivity
1.00 \
1 0,9858156025
*1578.512397
Mearest Point:
0.50 Y1 1.0
*:531,793001

0.75

0.25

0.00

Figure 2-29 Start of Network Convergence Activity

4.8 Similarly, point the mouse tip at the base of the “activity peak” around 500

seconds; the x-coordinate of the nearest point in the annotation gives the time
when the network converged, which is approximately 550 seconds. It is
interesting to notice that although failure occurred at 500 seconds, it was not
detected by the protocol until 30 seconds afterwards, leading to convergence
at about 50 seconds after the router went down.

0.50

0.25

0.00

S L
60 1 0.0283687943
¥ 570.2479354
Mearest Point:

¥ 0.0
#1551,803292

nvergence Duration (sec)

40

Figure 2-30 Network Converged

4.9 Repeat the last two steps for the “activity peak” following the recovery of

Kansas_City at 1500 seconds; notice that convergence activity started at
approximately 1510 seconds and finished at approximately1530 seconds.

4.10 Close the graph panel by clicking the X at the top-right of the graph window.

5 View routing table size statistics.

5.1 Back in the View Results dialog box, click Unselect to unselect previously

selected graphs.

5.2 Expand the DCI Network category under Object Statistics by clicking on the

(+) button.

5.3 Expand San Diego by clicking on the (+) button. Similarly expand the Route

Table Category; check Size (humber of entries), and click Show.

UG4-2-18
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ﬁSan_Diegn of DCI Network H[=] E3

Route Table, Size {number of entries)
a0

a0

70

B0
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40 F
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10

O 10m 20m 30 40m S0 &0m

Figure 2-31 San Diego DCI Network Route Table Size

5.4 The graph displays the average number of entries, next to a bar extending
from the minimum (on the y-axis) to the maximum number of entries (on the
y-axis) over a bucket period; notice that the routing table for San Diego has as
many as 82 entries, with more variability when the table is built initially and
less variability afterwards. Notice the vertical line between the minimum and
the maximum shrinks to almost one point after 30 minutes, when only a minor
change occurs in the table.

End of Procedure 2-4

Conclusion

We examined some routing results on a flat OSPF network. We saw that in such
a network the IP Forwarding Tables are relatively large with over 80 entries. We
also noticed that the Link State Database on all the routers is the same. All
routers have 26 Router Links LSAs and no LSAs of any other type. We also saw
that given a traffic flow, OSPF can simultaneously route it through different
equal cost paths, providing a degree of flexibility in case of failure. Finally, we
saw that the network takes longest to converge when it ramps up at time 0.

Modifications to Base Network

In this section, we introduce some modifications to the base OSPF network from
the previous section, with the general aim of improving performance.

We examine the cause of asymmetric routing, and perform basic traffic
engineering to modify the routes. We also examine the influence of SPF timers
on network convergence time.

Procedure 2-5 Control Routes Used by Traffic Flows

1 Duplicate the scenario.
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1.1 Choose Scenario > Duplicate Scenario....

1.2 Name the new scenario Lablb.

r] Enter Name E

Scenano name: ||-EI|:"I H

OF. Cancel |

Figure 2-32 Enter Name dialog box

Click OK.

Remember that the traffic flow between San Diego and Boston is initially routed
via seven different equal-cost paths. We would like to force the traffic to take the
link between Los Angeles and Denver, instead of the two links Los
Angeles>Salt Lake City and Los Angeles«<>Phoenix. A visualization of the
seven paths taken by the traffic flow before any failure occured in Labla is
depicted below.

T
oston

i R alei
emphis

o e T Adade

Figure 2-33 Network Model Showing 7 Paths From San Diego to Boston

At the same time, recall that the traffic from Boston to San Diego was taking only
two paths, as shown below.

% Minieapal: ' V

o Pittsburgh i
Denﬂec__.“ Cincinnati shington_DiC

L. .
= =4 E el tork

= Feangas_City e

Raleigl
emphiz

— "o
Dauas\ e Atlant

Figure 2-34 Network Model Showing 2 Paths From Boston to San Diego

We referred to this situation in which traffic between the same two nodes takes
different paths depending on the direction as asymmetric routing. Since all the links
in the topology have the same rate, the cause for asymmetric routing appears
puzzling. We suspect the cause to be a misconfiguration. To identify a possible
misconfiguration, we will run NetDoctor.

3 Run NetDoctor to find the cause of asymmetric routing.

UG4-2-20
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3.1 Choose NetDoctor > Configure/Run NetDoctor.
3.2 Select OSPF and IP Routing from the Rule Suites list on the Rules tab.
3.3 Click Run.

3.4 NetDoctor automatically launches a report about the network with the
following summary; notice there are no errors, but there are two warnings.

Executive Summary

Rules run: 2 {from 2 rule suites)
@ | Errors 0
A | Warnings 2
g | Motes 0
Summaries 1}
@ | Suppressed i]

Figure 2-35 NetDoctor Report

3.5 The warnings are displayed on the left panel; click on the warning titled OSPF
Inconsistent Metric. A detailed description of the circumstances that led to
this warning appears in the right panel.

Rules

A P Routing: Inconzistent Metric
Components
1 warning

Figure 2-36 OSPF Inconsistent Metric Warning

(OSPF: Inconsistent Metric

Connected interfaces should have a consistent OSPF cost metric. Inconsistent cost metrics may cause asyrmmetric routing.

Tested: OSPF cost of all interfaces in subnet: 10.10.1.16/30

WARNING There is an inconsistency in the OSPF cost metric amona the interfaces in area 0.0.0.0 in this subnetwork.
The following interface has a cost of 44;
Best Pract
estPractce o Los_Angeles[Seriallil 8] (auto calculated)
The following interface has a cost of 12:
o Denver[Serial0r €] (auto calculated)

Some or all ofthe interfaces have their interface cost setto auto-calculate. This may lead to inconsistencies it
the reference bandwidth is changed oh some ofthe routers
Inconsistent OSPF cost metrics among connected interfaces may lead to asymmetric routing

Figure 2-37 Details of OSPF Inconsistent Metric Warning

3.6 Notice that the inconsistency reported in the warning can result in asymmetric
routing. This makes it relevant to our investigation of asymmetric routing. The
warning highlights the fact that OSPF costs on the two interfaces at either side
of the Los Angeles <->Denver link differ from each other. In addition, it is
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mentioned that the cost is auto-calculated, i.e. it depends on the bandwidth
value of the IP interface. Thus, we will need to look into the configuration of
the relevant IP interface in order to understand the metric value. Another
warning exists that may shed light on the IP interface configuration.

3.7 Click on the warning titled IP Routing Inconsistent Metric Components; a
detailed description of the circumstances that led to this warning appears in
the right panel.

tent Metric

M\ OSPF: Inconsistent Metric
1 warning

Figure 2-38 IP Routing Inconsistent Metric Components Warning

[P Routing: Inconsistent Metric Components

hen using EIGRP, IGRP, or O5PF, peer interfaces should have consistent bandwidth and delay metrics. Inconsistent
metrics may cause asymmetric routing.

Tested: Bandwidth and delay metrics configured on interfaces in subnet: 10.10.1.16/30

WARNING The interfaces in the subnet do not have the same interface bandwidth. Interface "Denver[Serial0i 6" has a
Best Practice bandwidth of 159520 Kbps, while interface "Los_Angeles[Serial0/1 a]" has a bandwidth of 44736 Khps

Figure 2-39 Detail of IP Routing Inconsistent Metric Components Warning

3.8 The warning indicates that the interface bandwidth (used to calculate the
OSPF metric) is different on the two interfaces. Since the link between Los
Angeles and Denver is symmetric (i.e. has the same data rate on both
directions), there is no immediate reason why the interface bandwidth should
be different on the two interfaces. To correct this configuration, we can modify
one interface bandwidth and make it equal to the other interface. In order to
make the Los Angeles <->Denver link preferable over the other links, we will
pick the higher of the two bandwidths, i.e. 155.5 Mbps. Hence we will change
Los Angeles’ interface Serial0/15 to a bandwidth of 155.5 Mbps.

3.9 Right-click on the Los Angeles router and choose Edit Attributes.

3.10 Click on the (+) button adjacent to IP, and choose Interface Information under
IP Routing Parameters; scroll to interface Serial0/15, and double-click in the
Metric Information corresponding to this interface.

|Address | Subnet Mazk | Secondary Addres...| Subinterface Infor... | Routing Pratocal(z) | MTL [bytes] | Metric Information |
Mo IP Address Auto Assighed Mot Used Mone Mone Ethernet Drefault

1010117 255, 286.255.262 | Mot Used Mane OSPF IP IF
10.11.7.1 255.266.255.252  |Mot Used Mane OSPF IP [...)

Figure 2-40 Interface Information Table
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3.11 Double-click in the Value column corresponding to the attribute to edit it.
Change the existing value of 44,736 to 155,520; keep clicking OK to dismiss
all open windows.

i.-][Mehic Information) Table

Attribute |Va|ue ;l
Bandwidth [kbps) |1 5520 |
Delay (10 * usecs) Default
Fieliability 255
Load 285
|
Detailz | Promote | 0K LCancel |

Figure 2-41 Metric Information Table

4 Run NetDoctor:
4.1 Choose NetDoctor > Configure/Run NetDoctor.
4.2 Click Run.

4.3 Notice that NetDoctor no longer reports the asymmetric routing warnings.

5 Change OSPF timers to improve convergence.

5.1 Choose Protocols > OSPF > Configure SPF Calculations Paramters....

ﬂ 05PF SPF Calculation Configuration I

— 5PF Calculation Parameters:

{* LS4 Driven

Delay [zeconds): |5

Hold time [secands]: |10
" Periodic

Routing table interval [seconds) |50

— Apply Selection To:

& All routers = Selected routers

LCancel |

Figure 2-42 OSPF SPF Calculation Configuration dialog box

5.2 Make sure the All routers radio button is selected.
5.3 Enter 5 for Delay and 10 for Hold time.
5.4 Click OK.

6 Run the simulation.
6.1 Click the Configure/Run Simulation toolbar button.

6.2 Click Run to start the simulation.
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6.3 Close the Simulation Sequence dialog box after the simulation runs.

End of Procedure 2-5

Procedure 2-6 Visualize Route Changes

1 View traffic-engineering results.

1.1 Choose Protocols > IP > Demands > Display Routes for Configured
Demands....

1.2 Expand the San Diego source by clicking on the (+) buttons, until the name
of the traffic flow San Diego — Boston appears. Click on the traffic flow
name.

ii—]Floute Report for IP Traffic Flows

Sources [DC] Metwork]
Boston

Seattle
San_Diego
Boston

Figure 2-43 Route Report for IP Traffic Flows dialog box

1.3 Click on the corresponding Display field to display the route taken by the traffic
flow at approximately 168 seconds; notice that the traffic flow is routed
through the link Los Angeles <> Denver — in other words, by changing the
bandwidth on an IP interface, we achieved a traffic-engineering objective.

e T e e
ﬂ rsﬁ— Pittsh hW i

’ “ Cindnnati ! ! ashington_DC
T Feang: Clty Q
o Ralelg
i
= ‘ emphls H‘_
A b;

3

;I Time | Dizplay | Status | Details =
168.70 '

Complete

Figure 2-44 Displayed Traffic Flow

2 Compare convergence results.
2.1 Right-click anywhere in the project space and choose Compare Results.

2.2 Inthe left panel, expand the OSPF category under Global Statistics by clicking
the (+) button.

UG4-2-24
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2.3 Check Network Convergence Duration (sec).

_—L—] Compare Hesults

Dizcrete Event Graphs |Discrete Ewvent Tablesl Floy &

=HE| Global Statistics

=HE| 0SPF

B Metwork Convergence Schiviy

Metwork Convergence Durahion [sec]

Figure 2-45 Network Convergence Duration Attribute

2.4 Inthe pull down options at the bottom of the right side panel, select Overlaid
Statistics and Select Scenarios.

2.5 Check Lab1a and Lab1b, and then click OK.

_ﬂ Select Scenarios

LabZ
Lablb

Figure 2-46 Select Scenarios dialog box

2.6 Click Show.

2.7 Notice that lowering the SPF parameters (Delay and Hold Time) had the effect
of lowering the convergence time following a disturbance (e.g. network
start-up, failure, or recovery).

50

40

30

20

10

i—]DSPF.Netwnrk Convergence Duration (:'

M Labla
M Labib

Q3PF. Metwark Convergence Duration (sec)

60 =

=10 x|

arm 10m 20m 30m 40m S0

&

Figure 2-47 OSPF Network Convergence Statistics
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2.8 Click Close to dismiss the Compare Results window.

End of Procedure 2-6

Conclusion

In the previous section, we saw how traffic engineering of flow routes can be
achieved by modifying the cost of an interface. We also saw the effect of
lowering the SPF parameters on the convergence duration: the smaller the
Delay and Hold Time, the faster the network converges after a disturbance.

OSPF Network with Areas

In this section, an OSPF network with areas has replaced the flat OSPF network
of the previous example. We study the effect of defining OSPF areas on the size
of IP forwarding tables and OSPF link state databases, as well as on the routes
taken by demands.

Procedure 2-7 Configure OSPF with Areas Scenario

1 Switch to new scenario.

1.1 Choose Scenarios > Switch to Scenario > Lab2.

2 Visualize areas.

2.1 Choose View > Visualize Protocol Configuration > OSPF Area
Configuration...

—#]|0SPF Area Yisualization

Area |dentifier

0.0.0.0
0007
000z
0.0.0.3
0.004
0.0.05

Figure 2-48 OSPF Area Visualization dialog box

2.2 The dialog box prompts you to accept colors for each OSPF area. Click OK.
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The links in each area will appear colored with the color corresponding to the
area.

Boston

Cincinnati

Ralei

Adlant

an_Antonio

ouston Mew_Orleans

- =fdiami

Figure 2-49 Color-coded Links

2.3 Notice the link between Atlanta and Miami is colored blue, meaning that it
belongs to Area 5. We would like to change this link to Area 4 (i.e., its
connected OSPF interfaces will belong to Area 4); to do that, select the link by
clicking on it once, then choose Protocols > OSPF > Configure Areas.

2.4 Inthe OSPF Area Configuration, enter 0.0.0.4 for Area Identifier; click OK.

ﬁDSPF Area Configuration [ x] I

Thiz operation will configure Area IDz on the directly
connected interfaces for the selected links:

Area identifier: IU.U.U.4
aK I Cancel

Figure 2-50 OSPF Area Configuration dialog box

2.5 Press Ctrl+Shift+C to clear the OSPF area visualization.

2.6 Again choose View > Visualize Protocol Configuration > OSPF Area
Configuration; click OK to confirm the colors.
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You should see the link between Atlanta and Miami colored orange,
confirming that it is now within Area 4, as configured.

Figure 2-51 Link Between Atlanta and Miami

3 Configure OSPF summaries.
3.1 Notice that the Atlanta router has interfaces in 4 areas: 0, 3, 4 and 5.

3.2 We would like to advertise summary addresses for all 4 areas meeting on
router Atlanta. To that end, examine the Area Summarization Table of router
Atlanta. Right-click on the Atlanta router and choose Edit Attributes.

3.3 Expand the IP Routing Protocols category by clicking on the adjacent (+)
button; click in the Value column next to OSPF Parameters.

[=I IP Routing Protocole
BGF Parameters [...]
EIGRF Parameters [...]
IGRP Parameters [...]
15-15 Parameters [...]
OSPF Parameters
RIF Parameters

Figure 2-52 IP Routing Protocols Attributes dialog box

3.4 Double-click in the Value field next to Processes.

]| (0SPF Parameters) Table
Altribute | Walue ;I
Processes L ]
Interface Information [...]

Agaregate Interfaces Mone
Loopback Interfaces [...]
Turnel Interfaces Mane
WLAN Interfaces MHane
H

Details | Promote | 0k I Lancel I

Figure 2-53 OSPF Parameters Table dialog box
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3.5 Double-click in the Process Parameters field.

Process Tag |VF\F MName ‘ Process Parameters ;I
100 MNone [
" of
,17 Rows Delete I Irsert: [uplizate | Tfmwe | oyve Doy I

[etails | Bromote | Cancel |

Figure 2-54 Processes Table dialog box

3.6 Double-click in the Value field next to Area Summarization.

i—][Pmcess Parameterg] Table
Altribute | Value ;I
Fiouter I Auto Assighed
Start Time uniform (5.0, 10.0)
M etwark. [nformation MHane
Default B oute Infarmation Mot Uzed
External Foute Information Mone
Area Information Mot Specified
Area Summarization o ]
Yirtual Links Mone LI

Detailz I Prormote | Ok I LCancel I

Figure 2-55 Process Parameters Table dialog box

3.7 In the table of area summarizations, notice that only two areas are
summarized: area 0 and area 5. We will introduce similar summaries for areas

4 and 3.
i—][Alea Summarization] Table
Address | Subnet Masgk Area D Status ;I
10.10.0.0 255.255.0.0 0000 Advertise
10.15.0.0 255.255.0.0 0005 Advertise

¥
4 F

Hows Delste | Inzert Duplicate | Move Up | MgveDownl
[etals | Bromote | 0]8 I LCancel |

Figure 2-56 Area Summarization Table dialog box

3.8 To add two more rows to the table, click on the box specifying the number of
rows in the lower left corner of the window and choose Edit... Enter 4 for
Rows. Click on the window panel outside the Rows box: two more rows will
appear in the table.
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3.9 Fill in the two new rows with information as shown below.

:—iﬁ:—][Alea Summarization] Table
Address | Subnet Mask ArealD Statuz ;I
10.10.0.0 255.256.0.0 0000 Advertise
10.15.0.0 255.256.0.0 0005 Advertise
10.14.0.0 255.255.0.0 0004 Advertize
10.13.0.0 255.256.0.0 0003 Advertize =
< > l_I
1 Bows [Elete | |rsert | [upliate | ovellE I daye oW |
[IEtals I Eromate | Ok I LCancel |

Figure 2-57 Edited Area Summarization Table dialog box

3.10 Click OK on each dialog box to save changes.

End of Procedure 2-7

Procedure 2-8 Run Simulation and View Results

1 Run the simulation.
1.1 Click the Configure/Run Simulation toolbar button.
1.2 Click Run to start the simulation.

1.3 Close the Simulation Sequence dialog box after the simulation runs.

2 Inspect the OSPF LS Database
2.1 Right-click on the San_Diego node, and select View Results.
2.2 Choose the Discrete Event Tables tab.
2.3 Expand the Performance category by clicking on the adjacent (+) button.

2.4 Click on OSPF Link State Database Summary at 3600 seconds.

i—]\"iew Results =]
Dizcrete Event Graphs| Dizcrete Event Tables |Flow Analysiz Graphsl Flows Analysiz Tablesl Dizplayed Panel Glaphsl
DCl Metwark.5an_Diego ;l Presigw:
Performance Process Tag [Area...| LSA Type | Mumber of L5As ;I
IP Forwarding Table at End of Simulati

1001(0.0.0.1) Router Links LS4 B
Metwork Links LS4 |0
Metwork, Summary .. 20
ASER Surnmary LSA 0

O5PF Li [a Al
OSPF Metwork, Summary LSDE at 3600 zeconds
05PF Router Link LSDE at 3600 seconds

AS Extemnal LSA .. 0
Total number of L. |26

4« |_’|;|i| | Llll

Results Generated: 11:41:30 Aug 04 2004 Generate Wweb Report... | Showve I

Cloze |

Figure 2-58 Discrete Event Tables Tab for San_Diego Node
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2.5 Notice that San_Diego, which is an area-internal router (i.e. belongs to only
one area), has an LSDB for area 0.0.0.1. It has only 6 Router Links LSAs in
its LSDB, and 20 Network Summary LSAs.

2.6 Click Close to dismiss the View Results window.
2.7 Similarly, right-click on the Atlanta node and select View Results.

2.8 Choose the Discrete Event Tables tab. Expand the Performance category;
click on the OSPF Link State Database Summary at 3600 seconds.

DCI Network. £Hanta 21| Preview:

Performance Process Tag [Area...| LS4 Tupe Murnber of LS4s
IF Forwarding Table at End of Simulation

100 [0.0.0.5 Router Links LS4 |6
O5PF Link State Database Summary at 3600 sec Network Links LS4 |0
OSPF Metwork Summary LSDE at 3600 seconds Metwark Summary .| 20
05PF Router Link LSDE at 3600 seconds ASBR Summary LS4/ 0

100 (0.0.0.3) Router Links LS4 B
Metwork Links LS4 |0
Metwork Summary .. 15
ASBR Summary LSA O

100 (0.0.0.4) Router Links LS4 3
Metwork Links LS4 O
Metwork, Summary ... 5
ASBR Surmary LSA O

100 (0.0.0.0) Router Links L5415
Metwork Links LS4 |0
Metwork Summary ... 15
ASBR Summary LS4 0

Figure 2-59 Discrete Event Tables Tab for Atlanta Node

2.9 Notice that Atlanta has a very different LSDB than San_Diego.

2.10 Atlanta has separate LSDBs for the four areas (0.0.0.0, 0.0.0.3, 0.0.0.4, and
0.0.0.5) that it is connected to. The number of router links LSAs and Network
Summary LSAs in each area is different.

2.11 Click Close to dismiss the View Results window.

View routing table size statistic.

3.1 Right-click somewhere in the project space (away from all objects).

3.2 Choose View Results.

3.3 Expand the DCI Network category by clicking on the adjacent (+) button.

3.4 Similarly, expand San_Diego; expand the Route Table. Click on Size
(number of entries) statistic to select it; click Show.

=HE| San_Diego

IJ:'I-| Route Table
L=

: [number of entries]

Figure 2-60 Show San_Diego Route Table
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3.5 Zoom in the graph traces; notice that the routing table size of San_Diego
reaches a maximum of 16 entries, a marked improvement in size over the
maximum of 82 entries obtained for the same router in Lab1a.

17.5

15.0

i—]San_Diego of DCI Network =]

Route Table, Size {number of entries)

12.5

0.0

7.5

5.0

25

10m 20m 30m 40m S0m 60m

Figure 2-61 San_Diego Route Table Size Graph

3.6 Click on the Hide/Show Graph Panels button.

3.7 Click Close to dismiss the View Results window.

4 Examine traffic flow routing.

4.1 Choose Protocols > IP > Demands > Display Routes for Configured

Demands....

4.2 Expand the Seattle source by clicking on the (+) buttons twice until the traffic
flow Seattle <-> Miami appears.

;—E]Floule Report for IP Traffic Flows

Sources [DCI Metwark]
Boston

Seattle
iami

Seattle > Miami

Figure 2-62 Select the Seattle <-> Miami Traffic Flow
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4.3 Click on the traffic flow name to view snapshots of the route taken at different
times by the traffic flow; these will appear in the right side of the panel. Notice
that all the snapshots taken after 2000 seconds will be tagged Incomplete; this
is due to failure of the link Atlanta<->Miami.

Time | Display | Status

1EE.51 No Complete

34891 Ma Complete

528.91 MNa Complete

70891 No Complete

888.91 MNo Complete

1068.91 MNa Complete

124891 No Complete

1428.91 No Complete

1608.91 MNa Complete

1788 91 Mo Complete

1968.91 No Complete

2148.91 MNa Incomplete (Ma rou
2328.91 Mo Incomplete (Mo rou
250891 No Incomplete (No rou
2688.91 MNa Incomplete (Ma rou
2868.91 Mo Incomplete [(Ma rou

Figure 2-63 Seattle <-> Miami Traffic Flow

4.4 Click in the Display column, in the row corresponding to a time after 2000
seconds, to visualize the incomplete route for the traffic flow
Seattle<->Miami. Notice that this route stops on the Atlanta router, which is
an area border router for the destination area. If you visualized the same
incomplete route in Lab1, inside a flat OSPF network, there will be no segment
of the route known, since the destination Miami would have been eliminated
from all routing tables. However, in this case, even if the destination Miami
were eliminated from all databases within area 5, there would still be a
summary for this destination outside the areas. Consequently, the traffic flow
will be routable based on this summarized address up until the border of area
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Figure 2-64 Traffic Routes

4.5 Click on Clear All Routes, but do not close the Route Report for IP Traffic
Flows window.

5 Compare route selection with Lab1b.
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5.1

5.2

Expand the San Diego source by clicking on the (+) buttons until the
San_Diego <-> Boston traffic flow name appears; click on the traffic flow
name to select it.

Click in the Display column, in the row corresponding to time 168.70 seconds
to visualize the route taken by the traffic flow San_Diego <-> Boston.

H—H,Eb_eenix

Figure 2-65 Traffic Conditions in Lab2

5.3

Compare with the route taken by the same traffic in the conditions of Lab1.

Mirieapol IJ V

e ™
oztan

........

-----

_Phoenix

: i Ralsi
emphis

Figure 2-66 Traffic Conditions in Lab1

5.4

5.5

5.6

Notice that in Lab1, there are 2 equal cost paths between San Diego and
Boston. The path from Lab1 that most closely resembles the path observed
in Lab2 has one hop less than the path in Lab2 (i.e. the path in Lab1 goes from
Chicago directly to New York, while the path in Lab2 goes from Chicago to
New York via Pittsburgh). This illustrates the point that the reduced
overhead and routing table sizes associated with hierarchical routing has a
trade-off in that routes selected are not always optimal. In our case, we have
seen a slightly longer route being taken in the network with areas compared
with the route taken in the flat network between the same source and
destination.

Click on Clear All Routes, but do not close the Route Report for IP Traffic
Flows window.

Expand the Phoenix traffic source by clicking on the (+) buttons until the
Phoenix <-> San Francisco traffic flow name shows up; click on the traffic
flow name to select it.
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5.7 In the right side panel, click on the Display field corresponding to
approximately 168 seconds. The following route is displayed in the network
for the Phoenix <-> San Francisco traffic flow.

Figure 2-67 Phoenix <-> San Francisco Route

5.8 Compare with the route for the same traffic flow from Lab1a, where areas
were not configured. Notice that in the case of areas, a route between the
source and destination nodes that stays within one area is preferred to a more
optimal route (with regards to number of hops and bandwidth) that crosses
different areas. This is another situation where configuring OSPF areas leads
to non-optimal routes.

Figure 2-68 Route from Lab1a

End of Procedure 2-8

Conclusion

In this section, we studied the effects of configuring areas in the flat OSPF
network of Lab1. We learned that area configuration, together with
summarization, leads to smaller routing table sizes and smaller OSPF link state
databases. However, we also noticed that area configuration and address
summarization also lead to sub-optimal routes chosen by OSPF.
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IS-IS Network

In this section, we work with a countrywide 1S-1S network, with a backbone and
5 areas. We examine the influence of merging two areas on routes between a
source and a destination in these two areas. In doing so, we familiarize you with
some of the I1S-IS tools available in NETWARS.

Procedure 2-9 Examine the IS-IS Network

1 Switch to the Lab3 scenario by choosing Scenario > Switch to Scenario > Lab3.

r
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Figure 2-69 Sample Network Scenario

2 Check that the network is running I1S-IS on all interfaces.
2.1 Select View > Visualize Protocol Configuration > IP Routing Domains.

2.2 Notice that all the links in the network are annotated with the letter “I”
signifying that I1S-IS is running on the interfaces at either end of each link.

2.3 Press Ctrl+Shift+C to clear the routing protocol visualization.

End of Procedure 2-9

Procedure 2-10 Examine the Route Between Nodes in Different Areas

1 Run the simulation.
1.1 Click the Configure/Run Simulation toolbar button.
1.2 Click Run to start the simulation.

1.3 Close the Simulation Sequence dialog box after the simulation runs.

2 View route between nodes in different areas.
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2.1

2.2
23
2.4

The San Jose router and the Portland router are in different areas; we will
visualize the routes available in the IP forwarding tables between these
nodes.

Click to select San Jose, and then shift-click to also select Portland.
Select Traffic > Visualize > Open Flows Browser.

Click Show Selected.

I,

Denver

San_Diego

A

Figure 2-70 View Routes Between Nodes

25

2.6

We see several routes between Portland and San_dJose, all of which go
through either Seattle or San_Francisco, which are the border routers for
that area. The routes then traverse through the backbone to get to
Los_Angeles (which is the only border router in San_Jose’s area), and then
finally to San_Jose.

Next we will merge areas 49.0001 (San_dJose’s area) and 49.0002
(Portland’s area). Keeping in mind that intra-area routes are preferred over
inter-area routes, we will then examine the new route from Portland to
San_Jose and see it follow a path that does not go through the backbone.

End of Procedure 2-10

Procedure 2-11 Merge Two Areas into One

1 Verify current area configuration.

1.1

1.2

There are 5 areas configured in the network. To facilitate visualization,
colored ovals have been manually added to the network background. The
yellow oval represents area 49.0002, while orange is area 49.0001.

Right-click on the San Francisco router, and select Edit Attributes.

NETWARS/Release 5.1
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1.3 Click on the (+) button next to IP Routing Protocols to expand it; then click
in the Value column on the I1S-IS Parameters row.

=l IP Routing Pratocols
BGF Pararneters
EIGRF Parameters
IGRF Parameters .
I5-15 Parameters lﬁ
DSFF Parameters
RIF Parameters

Figure 2-71 IP Routing Protocols Attributes

1.4 Double-click in Value field corresponding to Processes.

r] [Processesz] Table
Procesz Tag | Frocess Parameters ;I
100 (]

4 o

|1—F|ows [DElete | [rzert | Duplizate | e llE | MgveD-:-wnl

[Uetarls | Eromate | Qg I LCancel |

Figure 2-72 Processes Table dialog box

1.5 Double-click in the Process Parameters column.

1.6 Double-click in the Value field corresponding to Network Entity Titles.

S (Network Entity Titles) Table

Metwork, E ntity Title
43.0002.4100.1200.4007.00

Figure 2-73 Network Entity Titles Table dialog box

1.7 Notice the prefix 49.0002, which indicates that San_Francisco is in area
49.0002.

2 Merge the two areas.

2.1 Merging areas is very simple in IS-IS. Just add a new NET on the San
Francisco router with the area ID part of the NET set to 49.0001 (the adjacent
area).

UG4-2-38 NETWARS/Release 5.1



Routing and Transport Protocols 2—Planning and Analyzing OSPF and IS-IS Networks

In the Network Entity Titles window, click on the first row, which contains the
only NET defined on this router, then click Duplicate, in the second row. Edit
the beginning of the NET to read 49.0001 instead of 49.0002.

] (Network Entity Titles) Table

Hetwork Entity Title il

43.0002.0100.1200.4001.00
43.0007 01 00.1200.4007.00 |

[l _'l_l
2 Rows Delete I Inzert Duplicate Maove Up | MgveDownl

Detals | Fromote | ]S | LCancel |

Figure 2-74 Edit the Network Entity Titles Table dialog box

2.2 Click OK all the way through to save the changes; the two areas are now
merged in one area, simply by configuring both area IDs on San_Francisco.

End of Procedure 2-11

Procedure 2-12 Verify that the Areas have been Merged

1 Run the simulation.
1.1 Click the Configure/Run Simulation toolbar button.
1.2 Click Run to start the simulation.

1.3 Close the Simulation Sequence dialog box after the simulation runs.

2 View the new route between Portland and San_Jose.
2.1 Click to select San Jose, and then shift-click to also select Portland.
2.2 Select Traffic > Visualize > Open Flows Browser.

2.3 Click Show Selected.
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2.4 Click Show All to display the routes in the network; notice that now there is
only one route — Portland <-> San_Francisco <-> San_Jose. This route
does not go through the backbone, indicating that these two areas have now
been merged into one.

Loz fingele
San_Dieg

Figure 2-75 Show Merged Routes

End of Procedure 2-12

Conclusion

In this section, we learned that hierarchical routing in IS-IS follows a route
selection process similar to that in OSPF, i.e. intra-area routes are preferred
over inter-area routes. We also saw how easy it is to merge two I1S-IS areas.
Trying to merge two areas in OSPF would require a significant amount of
reconfiguration.
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3 Planning and Analyzing EIGRP and RIP Networks

Introduction

EIGRP and RIP are common Interior Gateway Protocols (IGP) used for routing
in IP networks. Both protocols are advanced distance vector-based routing
protocols. EIGRP is Cisco-proprietary.

In this chapter, we will perform:

* Routing protocol selection,

e Convergence analysis on link failures, and

* Network merge, route maps, and multiple EIGRP processes.

We will conclude that:

e EIGRP and RIP networks can be analyzed in NETWARS in terms of protocol
overhead, convergence time, and route selection, and

e Complex operations such as merging two corporate networks running RIP or
EIGRP can be modeled in NETWARS.

Note—The following examples were presented at OPNETWORK 2004 in
Session 1312, Planning and Analyzing EIGRP and RIP Networks. If you do not
have access to the files that these procedures use, you can still follow along
using the sample screens provided in this user’s guide.

There is a set of models with all of the procedural steps completed. You may
use these for reference, if you do not wish to do the exercises yourself. These
files end in the suffix “_ref” (reference).
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Selecting a Routing Protocol

In the following example, a car manufacturing company wants to run a distance
vector routing protocol over their network. They are considering RIP and EIGRP
as possible candidates. Criteria to consider for selecting a routing protocol
include: path selection; time taken for routing convergence; and protocol

overhead.
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Figure 3-1 Network Model

In the following section, we will compare the difference in paths between two
nodes with RIP and EIGRP. We’ll view the routing convergence statistics (at
start-up and in case of failure), and then we’ll compare the routing protocol

overhead.
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Analyzing the RIP Routing Protocol

Procedure 3-1 Enable RIP on the Network Model

1

2

Launch NETWARS, if not already opened.
From the System Editor’s File menu, choose Open Editor.

From the Open Editor drop-down menu, choose Scenario Builder, and then click
OK.

Select File > Open Project. The Open Project dialog box displays.

In the Open Project dialog box, select the project file named 1312_1ab1l, and then
click Open.

Note—If you do not have access to this file, simply view the screens provided in
this user’s guide to follow along with the procedure.

Enable RIP on all interfaces in the network.
6.1 Select Protocols > IP > Routing >Configure Routing Protocols....

6.2 Place a checkmark next to RIP. Notice the RIP selection is applied to all
interfaces in the network.

i—]Rnuting Protocol Configurati x|

— Select protocal[z] to avenarnite exizting configuration —

[~ Mone [~ DOSEF
v BIP [ 15415
[~ IGRP [~ EIGRP

v Apply selection to subinterfaces

— Apply the above zelection to
% All interfaces [including loopback, YLAN]
{~ Interfaces across selected links

v Wisualize routing dormains

Cancel |

Figure 3-2 Routing Protocol Configuration dialog box

6.3 Click OK.

7 Visually check the selection of RIP as routing protocol on all interfaces.
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7.1 Verify that all the links in the network are annotated with “R”, showing that the
interface on either side of the link runs RIP processes.

e

Figure 3-3 Links Showing RIP

7.2 To clear routing domain visualization, select View > Visualize Protocol
Configuration > Clear Visualization.

8 Collect network-level convergence and protocol overhead statistics.

8.1 Right-click in the scenario space (away from any objects); select Choose
Individual DES Statistics.

8.2 Expand the RIP category under Global Statistics by clicking on the + button
next to it; select all the statistics under the RIP category, as shown below.

EHE| Global Statistics

N

| Traffic Received [bits/sec)
Traffic Sent [bits/sec]

| Metwark Convergence Activity
| Network Convergence Duration [sec)

Figure 3-4 Selecting All RIP Statistics

8.3 Click OK to confirm the statistics’ selection.

9 Run the simulation.
9.1 Click the Configure/Run Simulation toolbar button.
9.2 Click Run to start the simulation.

9.3 Close the Simulation Sequence dialog box after the simulation runs.

UG4-3-4
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10 View the simulation results.

10.1 Right-click in the scenario space (away from any objects); select View
Results.

10.2 In the RIP category, select Network Convergence Activity and Network
Convergence Duration.

| Global Statistics
=HE| RIP

| Metwork Convergence Activity

| Metwork Convergence Duration [zec
B Traffic Sent (bits/sec]

Figure 3-5 Selecting RIP Network Convergence Statistics

10.3 Click Show to display the graphs.

10.4 De-select Network Convergence Activity and Network Convergence
Duration; then select Traffic Sent and Traffic Received.

| Global Statistics
=HE| RIP

Bl Metwork Corvergence Schivity

B Metwork Convergence Duration [sec)
| Traffic Sent (bits/zec)

Figure 3-6 Selecting RIP Traffic Statistics

10.5 Click Show to display the graphs.
10.6 Close the View Results dialog box.

End of Procedure 3-1

Interpreting RIP Results

Procedure 3-2 Examine RIP on the Network Model

1 Examine RIP Network Convergence statistics.
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The following panel displays the collected RIP Network Convergence statistics.

M= B

RIP.Metwork, Convergence Activity

_t] itguru

1.00 A

RIP.Metwark Convergenice Duration [zec]

O Tm 2m 3m 4m Bm

Figure 3-7 RIP Network Convergence Statistics

1.1 To zoom in the significant area of the graph: right-click on the edge of margin
of the graph panel (but not inside the graph itself); choose Edit Panel
Properties and edit the Horizontal Max to read “20s” (i.e. only the range
between 0 and 20 seconds is relevant in this statistic); click OK.

iﬁ-]Panel Operations E3
Panel fitle: I

¥ Show panel title

Panel Coordinates | Set Calor |
Harizontal label: Itime [sec)
Harizartal Min: IDm
Harizantal k4 ax: IPDS
Full Scale |
[~ Set all draw shyles I FOUATE-Waye LI
or I Cahcel | Apply |

Figure 3-8 Panel Operations dialog box

1.2 Notice in the resulting graphs that convergence of the RIP network starts at 5
seconds and finishes at little after 15 seconds, yielding a 10 second
convergence duration. The two graphs display the same information from
different points of view. The RIP.Network Convergence Activity graph plots
the value of 1 for the time interval during which convergence activity is
detected in the network, and the value of 0 for time intervals when there is no

UG4-3-6
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convergence activity. The RIP.Network Convergence Duration writes a
point for each convergence activity interval — its x-value corresponds to the
time convergence was achieved, while its y-value corresponds to the duration
of the convergence interval.

ﬂ itguru [_[O] =] I
RIP.Metwork Convergence Activity
1.00
0.vs
050
0.25
0.00
RIP.Metwork Convergence Duration [sec)
15
10
3
1]
I ! [ ! I ! I
O O Bs Om 125 O 185

Figure 3-9 RIP Network Convergence Statistics

2 Examine RIP protocol overhead.

The following panel displays the collected RIP protocol overhead statistics.

H]itguru [_ (O] x|

RIP. Traffic Sent [bitz/zec]
40,000

30.000

20.000
10.000

|
n
MO

RIF. Traffic Received [bits/sec)

40.000
30,000

20,000

10,000 r'

Om Tm 2m 3m 4m B

Figure 3-10 RIP Traffic Statistics

2.1 Notice that the RIP.Traffic Sent and RIP.Traffic Received graphs record the
total protocol-generated traffic in the whole network. Notice a 30-seconds
periodicity in the protocol-generated traffic, corresponding to the 30-second
route update timer in RIP. You can infer that all the RIP processes in the
network start at the same time, since their 30-second timers are synchronized

NETWARS/Release 5.1 UG4-3-7



3—Planning and Analyzing EIGRP and RIP Networks Routing and Transport Protocols

to send updates at the same time, creating the peaks in the graphs followed
by troughs of 0 bits/sec. Indeed all the RIP processes are configured to start
at 5 seconds into the simulation. Had we staggered their start times, the
convergence interval would likely be longer.

3 Examine the route chosen for the traffic flow between Washington_Office and
Corporate.

3.1 Select Protocols > IP > Demands >Display Routes for Configured
Demands....

3.2 Expand the source Washington_Office by clicking on the (+) button, until you
can see the route Washington_Office — Corporate, as shown below; click
on the Washington_Office — Corporate route name.

—#]Route Report for IP Traffic Flows . x|
Sources [Choose From Maps Metwark) ;l ] | Display | Status | ;l
‘washington_Office 79.85 fres  JeelyEE
Corporate 22986 Ma Complete

Wwashington_Office - Corporate

< Ll_l =
— Wisualize congestion —
Show All Fh:-utesl Clear Al Houtesl  Yes o

Figure 3-11 Route Report for IP Traffic Flows dialog box

3.3 You should see two snapshots of the route at two different times in the right
half of the panel; click on the Display field of any of the 2 snapshots to change
the Display field to Yes, as shown above.

3.4 Look at the network to see the visual representation of the path the traffic flow
was routed on: it was routed via the Indianapolis_Office node.

] etn:ulE:P'Ia i HET: EE \ o
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Figure 3-12 Traffic Routed via Indianapolis_Office

3.5 To clear the visual representation of the path, click Clear All Routes in the
bottom left side of the Route Report for IP Traffic Flows dialog box.
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3.6 Click Close to dismiss the Route Report for IP Traffic Flows dialog box.

3.7 Notice that the path Washington_Office — Indianapolis_Office —
Corporate has the least number of hops. It uses the link Washington_Office
— Indianapolis_Office, which has a rate of DS-1/1.544 Mbps (right-click on
the link, choose Edit Attributes > View Link Description to confirm).

3.8 Notice there is another path between Washington_Office and Corporate
which uses links of DS-3/44.736 Mbps. However, RIP cannot select a path
based on available bandwidth. Instead, RIP always selects the path with the
least number of hops.

The IT department of the car manufacturing company would like the path
selection to be based on available bandwidth. Hence, they decide to try
running EIGRP on the network.

End of Procedure 3-2

Analyzing the EIGRP Routing Protocol

Procedure 3-3 Enable EIGRP on the Network Model

1 Select Scenario > Switch to Scenario, and choose scenario EIGRP. A new
scenario displays with the same network, already configured to run EIGRP on all
interfaces.

2 Visually check that EIGRP is configured on all interfaces.
2.1 Select View > Visualize Protocol Configuration > IP Routing Domains.

2.2 Notice that all links are annotated with an “E”. Such a link annotation means
that EIGRP is active on the interfaces at both ends of the link.
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Figure 3-13 Links Showing EIGRP
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3 Collect network-level convergence and protocol overhead statistics.

3.1 Right-click in the scenario space (away from any objects); select Choose
Individual DES Statistics.

3.2 Expand the EIGRP category under Global Statistics by clicking on the +
button next to it; select all the statistics under the EIGRP category, as shown
below.

ﬂ Choose Results

| Global Statistics

ECRP |
| Netwark Canvergence Activity
| Netwark Canvergence Duratio
| Traffic Received [hits/sec)

| Traffic Sent [bits/sec)
I T L

Figure 3-14 Selecting All EIGRP Statistics

3.3 Click OK to confirm the statistics’ selection.

4 Run the simulation.
4.1 Click the Configure/Run Simulation toolbar button.
4.2 Click Run to start the simulation.

4.3 Close the Simulation Sequence dialog box after the simulation runs.

5 View the simulation results.

5.1 Panel template have already been saved with the scenario; to retrieve the
saved panels, click the Show/Hide Graphs button.

5.2 Load the panels with latest results by selecting DES > Panel Operations >
Panel Templates > Load with Latest Results.

You should now be able to see the latest results in the panels.

End of Procedure 3-3

Interpreting EIGRP Results

Procedure 3-4 Examine EIGRP on the Network Model

1 Compare EIGRP versus RIP convergence statistics.
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The following panel displays the collected EIGRP Network Convergence statistics.

r] itguru =]

B 1312 lab1_net_v2-EIGRF
B EIGRP.Metwork, Convergence Duration
B 1312 lab1_net_v2-RIF

M RIP.Metwork Convergence Duration [sec]
15

1a

| : [ |
1] 10 20
time [zec]

Figure 3-15 EIGRP Network Convergence Statistics

1.1 To see what the x-value and y-value are for a point recorded in the statistic,
simply place the mouse tip close to the point of interest — a box will appear
showing the coordinates of the nearest recorded point.

Yo 04777070064
#: B.259259
Mearest Point:

Y. 0.0100136948
* 8011035

Figure 3-16 Coordinates Tip

Notice that the EIGRP network takes approx. 102 seconds to converge, while the
same network running RIP took more than 10 seconds to converge. The results
seem puzzling: where would a 3 orders of magnitude difference come from? It
turns out this difference is due to a RIP requirement designed to limit the frequency
of triggered updates. RFC 1058 states: “After a triggered update is sent, a timer
should be set for a random time between 1 and 5 seconds. If other changes occur
before the timer expires, a single update is triggered when the timer expires.” This
mechanism meant to prevent an excessive load on the network due to triggered
updates, can also dramatically extend the convergence time.

2 Compare EIGRP versus RIP protocol overhead.
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The following panel displays the EIGRP versus RIP protocol overhead statistics.
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_—L—] itguru
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400...
time [zec]

Figure 3-17 EIGRP versus RIP Protocol Overhead Statistics

Notice that RIP traffic peaks much higher than the EIGRP traffic in 30-second
intervals. This corresponds to the fact that RIP re-sends the whole topology
information every 30 seconds, while EIGRP sends the information once, then relies
on short hello messages to keep the information up to date.

End of Procedure 3-4

Analyzing RIP and EIGRP in a Failure-Recovery Scenario

Two additional scenarios have been created for a study comparing the behavior
of RIP and EIGRP in case of a link failure, followed by recovery.

Procedure 3-5 Set Up RIP and EIGRP Failure-Recovery Scenario

1

Inspect settings in the RI

P_failure scenario.

1.1 Choose Scenario > Switch to Scenario > RIP_failure.

1.2 Note the network in RIP_failure is the same as the one in RIP, except for the
addition of a failure-recovery definition object and the replacement of the
traffic flow between Washington_Office and Corporate with a flow between
Indianapolis_Office and Corporate. The link between Indianapolis_Office
and Corporate will fail and subsequently recover — we placed a traffic flow
across this link in order to monitor how this traffic flow will be routed during the

link failure.

1.3 Right-click on the failure-recovery object and choose Edit Attributes.
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1.4 To examine the failure settings of the Indianapolis_Office — Corporate link,
double-click in the Value column corresponding to the Link Failure/Recovery
Specification attribute.

_—L—] [fail_rec] Attributes

Tupe: | Utiities
| Altribute Walue
# name fail_rec

& | model Failure Recovery

® |—Failure.-’Hecover_l,J Modeling Enabled

(%) B Link Failure/Frecovery Specification

@ |— Lirk Failure/Recovery Specification File  MOT_USED

|- Mode Failure Mode Mode anly

® Mode Failure/Recoveny Specification Mo Failure/Recoven

Figure 3-18 Link Failure/Recovery Specification Attribute

1.5 Notice that the Indianapolis_Office<>Corporate link fails at 100 seconds
and recovers at 200.

_—L—] [Link Failure/Recovery 5pecification] Table

Mame | Time | Status ;I
Choose From Maps Network. Indianapalis_Office <-» Corporate] 100 | Fail
Choose From Mapz Metwork. Indianapolis_Office <-» Corporate 200 Recower

=
< | »

|2—F|0ws Delete | Irzert Duplicate | Have lip | f e Downl

etz | Bromate | aK LCancel I

Figure 3-19 Link Failure/Recovery Specification Attribute Table

2 Inspect settings in the “EIGRP_failure” scenario.
2.1 Choose Scenario > Switch to Scenario > EIGRP_failure.

2.2 Note that the network in EIGRP_failure is the same as the one in RIP_failure
scenario that you have just examined except that EIGRP is configured to run
on all interfaces instead of RIP. As in RIP_failure, in this scenario, the link
between Indianapolis_Office and Corporate will fail at 100 seconds and will
recover at 200 seconds.

3 Compare results between RIP and EIGRP deployed in a failure scenario.

3.1 Panel templates for comparison statistics between RIP and EIGRP have
already been saved in scenario EIGRP_failure. Bring up the panel templates
by clicking the Show/Hide Graphs button.

3.2 To load the panels with the latest results, select DES > Panel Operations >
Panel Templates > Load with Latest Results.
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You should be able now to see the latest results in the panels.

End of Procedure 3-5

Comparing and Interpreting RIP and EIGRP Results

Procedure 3-6 Compare and Interpret RIP and EIGRP Results

1 Compare EIGRP versus RIP convergence statistics.

The following panel displays a comparison of RIP and EIGRP convergence times.

iﬁ-]itguru =]

M 131Z_|ab1-EIGRP_failure

M EIGRP.Metwork Convergence Duration
M 1312 _|ab1-RIP_Failure

M RIP.Metwork Convergence Duration (sec)

30

20

10

M 1312_|ab1-EIGRP_failure

M EIGRP.Metwork Convergence Activity
M 1312 _|ab1-RIP_Failure

M RIP.Metwork Converaence Ackivity

i

O 1m 2 3m 4m Sm

Figure 3-20 RIP and EIGRP Network Convergence Statistics

1.1 The two graphs show the same data, albeit with different emphases. The
Network Convergence Duration shows the time it took the network to achieve
convergence as (X, y) points. There are 3 pairs of points corresponding to 3
convergence intervals: the first one happens after initialization, the second
one happens after the configured link failure at 100 seconds, the third one
after link recovery at 200 sec. The Network Convergence Activity statistics
shows a value of 1 on the y-axis for as long as there is convergence activity
in the network.

1.2 Notice that following a disturbance (such a link failure, or a link recovery),
convergence is achieved in approx. 102 seconds in the EIGRP network,
versus anywhere between 10 and 20 seconds in the RIP network.

2 Compare EIGRP and RIP routing protocol overhead.
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The following graph displays a comparison of routing protocol overhead in the
same failure-recovery network for RIP and EIGRP.

ﬁ itguru |_ (O] x|

B 1312_lab1-EIGRP_failure
M EIGRP.Traffic Sent [bitz/zec)
MW 1312 lab1-RIP_failure

M RIP.Traffic Sent [bitz/sec)
50,000

40,000

30.000

20,000 ¥

10,000 ]

D

Om Tm 2m 3m dm Bm

Figure 3-21 EIGRP and RIP Routing Protocol Overhead

2.1 Notice that EIGRP routing protocol overhead increases visibly around the link
failure at 100 seconds, and again it increases around the link recovery at 200
seconds, but stays at a low value at all other times. On the other hand, RIP
overhead is periodic, and it is - relative to the activity peak at every 30 seconds
— less influenced by the failure-recovery events.

3 Compare EIGRP and RIP routing of traffic flow between Indianapolis_Office and
Corporate before, during and after link failure.

Repeat the steps below for EIGRP_failure and RIP_failure scenarios. Start with
EIGRP_failure scenario.

3.1 In case the link Indianapolis_Office<>Corporate fails, notice that the traffic
flow between Indianapolis_Office and Corporate will have to be routed via
Washington_Office. From Washington_Office to Corporate, notice there is
one routing solution that minimizes the number of hops at the same time as it
maximizes bandwidth via Pittsburg_Office and Detroit_Plant.
Consequently, we expect both RIP and EIGRP to choose this path during the
failure of link Indianapolis_Office<>Corporate.

3.2 Choose Protocols > IP > Demands > Display Routes for Configured
Demands....
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3.3 On the left side of the dialog box, click on the + button next to

Indianapolis_Office to expand the hierarchy as shown below; click on the
traffic flow name Indianapolis_Office>Corporate to see in the right panel
snapshots of the route taken by the traffic flow at different times.

;—L}]Route Report for IP Traffic Flows 55 ﬂ
Sources [Choose From Maps Network) ;I Time |Disp|ay |Status | ;I
Indianapolis_Qffice 75.00 Mo Complete .
Corporate 105.00 M Complete .
Indianapaliz_Office > Carparate 135.00 Mo Comnplete .
165.00 Mo Complete .
195.00 Mo Complete
22500 Ma Complate
285.00 Mo Complete
285.00 Mo Complete

4 o <!
Yisualize congestion —
Show All Houtesl Clear Al Houtesl ’7(:. s  No

Figure 3-22 Route Report for IP Traffic Flows dialog box

3.4 Click on the Display column, in the row corresponding to a given time, to

change the display from No to Yes. Look at the network to visualize the route
taken by the traffic flow at that time. For instance, below is a snapshot of the
route at 135 seconds — since it falls between 100 and 200 seconds, the link
Corporate <> Indianapolis_Office is failed and the traffic flow is routed as

discussed above.

-

oute Report for IP Traffic Flows

Saurces [Choose From Maps Metwark) ﬂ Time | Digplay | Status

Indianapoliz_Dffice 70,00 Mo Complete
Corporate 105.00 Mo Complete
Indianapolis_Office --> Carporate 135.00 1 Complete

Figure 3-23 Route Snapshot at 135 Seconds

3.5 Clicking again in the Display column will change the value of Yes to No and

the route will no longer be displayed; experiment with viewing snapshots of
the route at different times, bearing in mind that between 100 and 200
seconds the link Indianapolis_Office<>Corporate is not available for
routing.
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Conclusion

3.6 To verify the routing of the same traffic flow in the RIP scenario, choose
Scenario > Switch To Scenario > RIP_failure.

3.7 Repeat steps above in the RIP_failure scenario. Notice that RIP will route the
demand during failure in the same way as EIGRP, since it so happens that a
path satisfied both the least number of hops requirement (for RIP) and the
bandwidth requirement (for EIGRP). Also, note that the demand at 105 sec is
unroutable for RIP since RIP has not yet converged at that time.

End of Procedure 3-6

In the previous section, we introduced the network of a car manufacturer
company and compared the performance of RIP and EIGRP over the
introduced network. Three aspects were compared: route choice between RIP
and EIGRP, routing protocol overhead and routing protocol convergence.

From the point of view of route choice between RIP and EIGRP, we saw a
situation where a traffic flow is routed differently for RIP and for EIGRP —
furthermore, we concluded that RIP is limited in that it only considers the least
number of hops as its optimality criterion. In the failure recovery scenario, we
also saw that a traffic flow is routed through the same path in both RIP and
EIGRP.

From the routing protocol overhead point of view, we saw that RIP uses more
bandwidth than EIGRP, even in the case of a failure recovery scenario.

From the point of view of routing protocol convergence time, we saw that there
is a 3-order of magnitude difference between the time EIGRP takes to converge
and the time RIP takes to converge over the same network, over 3 different
situations: network start-up, link failure and link recovery. More exactly, EIGRP
takes approx 102 seconds to convergence, when RIP takes 10 seconds or
more to converge. The root cause for this difference lies in a RIP RFC
specification, according to which a timer anywhere between 1 and 5 seconds
limits the frequency of triggered updates.

NETWARS/Release 5.1
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Merging Two Networks

In the previous sections of this chapter, we saw a car manufacturing company
choose a routing protocol to run over their corporate network. The candidates
were RIP and EIGRP. From the point of view of traffic engineering, routing
convergence times and routing protocol overhead, EIGRP appeared to be more
beneficial. In this section, the car manufacturing company who is using EIGRP
in their corporate network is merging with a tire manufacturing company, Tirex,
who is using RIP to route traffic.

Figure 3-24 Links Showing RIP

In the following procedure, we will merge the two networks (configure
redistribution on border routers), and then use EIGRP in the whole network.

First, we will examine the Tirex network, and then we will configure the two
networks for merger. We will use route maps to prevent routes from being
redistributed back to the original network. Then we will migrate the Tirex network
from RIP to EIGRP, and use two EIGRP processes.

Examining the Tirex Network

Procedure 3-7 Examine the Tirex Network
1 Launch NETWARS, if not already opened.
2 From the System Editor’s File menu, choose Open Editor.

3 From the Open Editor drop-down menu, choose Scenario Builder, and then click
OK.

4 Select File > Open Project. The Open Project dialog box displays.

UG4-3-18

NETWARS/Release 5.1



Routing and Transport Protocols 3—Planning and Analyzing EIGRP and RIP Networks

5 Inthe Open Project dialog box, select the project file named 1312_l1ab2, and then
click Open.

Note—If you do not have access to this file, simply view the screens provided in
this user’s guide to follow along with the procedure.

6 Visualize routing protocol configuration.
6.1 Select View > Visualize Protocol Configuration > IP Routing Domains.

All the links in the network appear annotated with the letter “R”, meaning the
interface at either end of each link is running RIP routing protocol.

7 Press Ctrl+Shift+C to clear the routing protocol visualization.

End of Procedure 3-7

Configuring the Networks for Merger

Procedure 3-8 Configure the Networks for Merger

1 Select Scenario > Switch to Scenario, and choose scenario
“Merged_Network_Redist”.

Notice that the topologies of the two corporate networks have been connected via
two links: a T-3 link running between Corporate and Tirex_Corporate and a DS-1
link between Washington_Office and Tirex_Raleigh_Plant.

P L / 4
N ] 5
q q\

Tirex_Corporate

H &%
/EfficaTileH_Tallahass : Plant

EN

Figure 3-25 Two Networks Connected

2 Configure EIGRP on the interfaces between the two networks.
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2.1 Select the newly added links Corporate«>Tirex_Corporate and
Washington_Office«>Tirex_Raleigh_Plant (press Shift+down after
clicking on one to select the other as well).

2.2 Select Protocols > IP > Routing >Configure Routing Protocols....

2.3 Select EIGRP by placing a checkmark next to the protocol name; un-check
RIP (also make sure no other protocols are checked); select Interfaces
across selected links; click OK.

iﬁ-]Rqu:ing Protocol Configurak ﬂ

— Select protocal[z] to ovenwrite exizting configuration —

[~ MNone [~ DOSEF
[ BIP [ 1545
[ IGRF v EIGRF

v Apply selection to subinterfaces

— Apply the above zelection to
Al interfaces [including loopback, YLAN]

i+ Interfaces across selected links

v “isualize routing domains

Figure 3-26 Routing Protocol Configuration dialog box

2.4 Inthe ensuing routing domain visualization, notice the two selected links have
an ‘E’ annotation, confirming that EIGRP is running across these links.

Figure 3-27 Selecting EIGRP Links

2.5 Clear the routing protocol visualization by pressing Ctrl+Shift+C.

3 Configure redistribution between RIP and EIGRP.

UG4-3-20
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3.1 Select the nodes Tirex_Raleigh_Plant and Tirex_Corporate by holding
down the Shift key while clicking on the two nodes.

3.2 Redistribution into EIGRP:

¢ Select Protocols > EIGRP > Configure Route Redistribution....

¢ In the RIP row, click in the Status column to change value to Enabled;
make sure the change applies to selected routers, by clicking the

appropriate radio button.

:ﬁﬁonligule Route Redistribution

Thiz operation controls redistribution of routes advertized by the following protocols into EIGRP

Protocal Statuz Bandwidth | Delay Relishility Load MTU
BGP Unchanged 1000 100 255 1] 1500
IGRP Unchanged 1000 100 255 1] 1500
OSPF Unchanged 1000 100 255 1] 1500
155 Unchanged 1000 100 255 1] 1500
RIP 1000 100 286 0 1500
Static Unchanged 1000 100 255 1] 1500
Diirectly Connected Unchanged 1000 100 255 1] 1500
Apply the above selection to:
i All Bouters {* Selected Fouters

Figure 3-28 RIP Status in the Configure Route Redistribution dialog box

¢ Click OK to dismiss the Route Redistribution window.

3.3 Redistribution into RIP:

¢ Select Protocols > RIP > Configure Route Redistribution...

¢ In the EIGRP row, click in the Status column to change value to Enabled;
make sure the change applies to selected routers, by clicking the

appropriate radio button.

i—][ﬁonﬁgule Route Redistribution

This operation contrals redistribution of routes

advertized by the following protocols into RIP

Protocol

BGF

EIGRP

IGRFP

05PF

155

Static:

Directly Connected

| Status |
Unchanged
Unchanged
Unchanged
Unchanged
Unchanged
Unchanged

Apply the above selection to:

= All Routers

Metric
10
10
10

i+ Selected Routers

QK

LCancel

Figure 3-29 EIGRP Status in the Configure Route Redistribution dialog box

¢ Click OK to dismiss the Route Redistribution dialog box.

4 Configure route maps to filter route updates.
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Since we have configured redistribution between the two networks, we have to
make sure that routes from the Tirex network, once distributed in the original
network, are not advertised back into the Tirex network. Similarly, routes from the
original network, once distributed in the Tirex network, should not be advertised
back into the original network. To selectively filter route updates, we have defined
route maps in the two routers involved in the redistribution process:
Tirex_Raleigh_Plant and Tirex_Corporate.

4.1 To examine the route maps definition on Tirex_Corporate, right-click on the
node and choose Edit Attributes; expand the IP group by clicking on the +
sign; select IP Routing Parameters > Route Map Configuration.

iﬁ—][Hnute Map Configuration] Table
tap Label | tap Configuration MHest Map Label ﬂ
Frotect_Car_Manufacturer [..] Mot Used
Frotect_Tirex [..] Mot Used
1 _>I_I
2 Rows Delete | |rsert [NpliEate | Tdewe e | I Eye Do |
[etas | Bromate | (]9 LCancel |

Figure 3-30 Route Map Configuration Table for Tirex_Corporate node

4.2 Two route maps are defined on the Tirex_Corporate node:
Protect_Car_Manufacturer and Protect_Tirex. To examine the definition of
Protect_Car_Manufacturer, double-click in the Map Configuration field.

r] [Map Configuration) Table

Term |Match Info Set Info Action ;l
10 [..] Mane Dienp
20 MNaone Maone Pernit
>
4 K
2 Fows Defete | |[si=e Duplizate | fowe g | [ mwe Moy |
[etarls | Eromote | 0K I LCancel |

Figure 3-31 Map Configuration Table dialog box for Protect_Car_Manufacturer
Route

4.3 Create a Route Map that Prevents Distribution into Car Manufacturer.
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¢ The Protect_Car_Manufacturer route map has two rows in its definition:
the second row contains the default action of allowing traffic through the
interface on which this route map will be installed; the first row contains an
action of denying access to traffic that matches the condition defined in the
Match Info field. Double-click on Match Info in the first row in order to see
the matching condition for traffic being denied access.

=] (Match Info) Table [x]
tatch Property | tatch Condition | Match Yalue ;I
IP Address Equals 192.0.0.0 255.0.00
< of
|1— Fiows [Elete | [Fsert Duplicate | e llp | fme Do |

[etas | Eromate | (0] LCancel |

Figure 3-32 Match Info Table dialog box for Protect_Car_Manufacturer Route

¢ Notice that routing updated destined for the prefix 192.0.0.0/8 are denied
access. This prefix corresponds to the original network of the car
manufacturer. Consequently, Protect_Car_Manufacturer can be used to
prevent routes to destinations inside the original network from coming into
the original network from the Tirex network.

¢ Click Cancel to dismiss all attribute windows.
4.4 Create Route map that Prevents Distribution into Tirex.

¢ Protect_Tirex has been defined in a similar way, except that routes
destined for the prefix 200.0.0.0/8 are denied access. This prefix belongs
to the Tirex network. Hence Route Map 2 can be used to prevent routes to
destinations in the Tirex network from being advertised into the Tirex
network from the original network.

] (Match Info) Table
Match Froperty | Match Condition | t atch Value ﬂ
IP Address Equals 200000255000
o o
'1— Rows [DElete I Irzert uplicate I Hovellp | Fimse ot I

[Vetais | Bramate | (0] LCancel |

Figure 3-33 Match Info Table dialog box for Protect_Tirex Route

We have examined the definition of two route maps. The
Protect_Car_Manufacturer route map is designed to protect the car
manufacturer’s network from loops arising from redistribution, while the
Protect_Tirex route map is designed to protect the Tirex Network for the
same reason. In order for the route maps to be of any use, they need to be
installed among the parameters that control redistribution between the RIP
and EIGRP processes active on the redistribution-enabled nodes:
Tirex_Corporate and Tirex_Raleigh_Plant.

4.5 Install Route Map for EIGRP Redistribution.
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e To install Protect_Car_Manufacturer route map on the Tirex_Corporate
node, right click on the node and choose Edit Attributes; expand the IP
Routing Protocols category by clicking the + button; choose EIGRP
Parameters > Process Parameters > Process Parameters > Address
Family Parameters > Redistribution > Routing Protocols > RIP.

—+](Process Parameters) Table
Procesz |0 | Process Parameters _I
_-:I[Pmcess Parameters) Table
Address Family ‘VHF Mame |Addrass Family Parameters _I
P - &y Maone
_ﬁ[Addless Family Falamelels] Tahla
ttribute ‘ Walue =
T Cisanizy
q Default Infarmation Mot Configured
i Fiedistribution g ]
1 Fows _D -] (Redistibution) T able
&I ﬂ Attribute ‘Va\ua ;I
= : ° | Default Metric [..]
selected abjects Fiouting Protocols g
| Eindiiden: _-_EI[Rnuling Protocols) Table
Attribute ‘Va\ue ;I
IGRP Native Redistribution
1515 Mo Redistibution
OSPF Mo Redistribution
RIP [ -
Details I Promate I aK I LCancel |

Figure 3-34 Routing Protocols Table dialog box

¢ Click in value field of the Route Map attribute and select
Protect_Car_Manufacturer from the drop down list.

€| (RIP) Table ]|
Attribute | W alue ;I
Redistribution Enabled
Metric [..]
Route Map
Foute Filker
Protect_Tirex
Mone _I
Detailz | PBromote | Qg Lancel |

Figure 3-35 RIP Table dialog box

¢ Click OK to dismiss all attribute windows.

4.6 Install Route Map for RIP Redistribution.
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¢ To install Protect_Tirex on the Tirex_Corporate node, right-click on the
node and choose Edit Attributes; expand the IP Routing Protocols
category by clicking the (+) button; choose RIP Parameters > Process
Parameters > Process Parameters > Redistribution > Routing
Protocols > EIGRP.

RIF Parameters

E iﬁ-][RIP Parameters] Table x|
i
1 Attribute |Va\ue ;I

E| |Process Parameters Ly ]
s Parameterg] Table

rily ‘ Routing Instance / YRF Mame | Process Parameters

Global L) ]
iﬁ-][Plocess Parameters) Table x|
Attribute ‘ Walug ;I
Send Style Broadcast
Redistibution L1 ]
] (Redistribution) Table x|
Attribute | Walue ;I
Diefault Metric 1
R |Routing Protocol: o ]
J i'—][Hnuling Protocols) Table
T | Attrbute |Value ;I
BGP Mo Redistibution
EIGRP 1] |

Figure 3-36 Routing Protocols Table dialog box

¢ (Clickin the Route Map field to select Protect_Tirex from the drop down list.

| [EIGRP) Table

AS Number |F\sd\slnbul|un
1 Enabled

i

1 Rows  Delsi= |

‘ Metric
10

Insert

|H0ule Map

Duplicate | Ifovellp, | MgveDuwnl

| Route Filter ;I

ol

Details I Promate I

oK LCancel I

Figure 3-37 EIGRP Table dialog box

¢ Click OK to dismiss all attribute windows.

* The two route maps have been set in a similar way in the other
route-redistribution node Tirex_Raleigh_Plant.

5 Import traffic flows from file.

5.1 Select Traffic > Import Flows > From Spreadsheet.
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5.2 Choose the file traffic, located in directory C:\op_models then click

Open.
Select traffic file to import HE
Lookin & op_rocet = &l &
File hame: |traff\c bt Open I
Files of type: |T><T [kt j Cancel |

Figure 3-38 Select Traffic File to Import dialog box

5.3 Click OK.

i] Import Traffic Flows | ]

|Jze traffic fram spreadzheet to:

+ Replace all existing traffic
" Replace only flows defined in spreadshest

ok | LCancel

Figure 3-39 Import Traffic Flows dialog box

5.4 When the import finishes, import statistics are summarized. Click Close to

dismiss them.

iﬁ-]Tlaﬂic Flow Import Statistics Hi=] 3
Traffic span imported <unknowns to <unknowr d
Metwork Start Time <unknowriz
Tatal Mumber of Files 1
Mumber of Files with Ermors 1]

Mumber of Files Mot Imparted 1]

Tatal Mumber of Lines 1

Mumber of Lines with Emars 1]

Mumber of Flows [mported 3

Taotal Traffic: Imported 157.36Ghb

Tatal Packets Imparted 54,302,400.00

Sum of Time YWindows Imported  300.00m

Files Imported without E mors Crhusershophetiop modelshopnk Yraffic

Files Imported with Errors <Empty>

Files Mot Imparted <Ermpty> -
| | v

“iew Log | LClose I

Figure 3-40 Traffic Flow Import Statistics dialog box

6 Run the simulation.

6.1 Click the Configure/Run Simulation toolbar button.

6.2 Click Run to start the simulation.

6.3 Close the Simulation Sequence dialog box after the simulation runs.

7 Color links by utilization.

UG4-3-26
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7.1 To visualize the utilization of different links, select View > Visualize Link

Loads > Color by Link Load; a window describing the feature pops up — click
OK.

_—L—] Color Links by Load

(O] %]

x| usingthe I utilization and throughput at the current netwark, time: 4|

Color links based on data from | Flow Analysis

Applying this selection will set the link colors and thickness based on the link's current utilization and throughput statistics ;l
respectively, The recorded statistic values are reported in the display that appears when you pass your mouse ower any
lirk. The current time is determined based on the Network start tirme, When in this mode, changes in link statistics over
tirne can be visualized using the network time controller, =l

LCancel Apply 0[5 |

Figure 3-41 Color Links by Load dialog box

7.2 The links of non-zero utilization in the network are color-coded as follows:
green (links between 0-50% utilized), yellow (links between 50-75% utilized)
and red (links more than 75% utilized). The links that are not utilized at all
remain blue. The color-coding is independent in the two directions of the link.

Y\

Fittzbiirgh Ll thce

nta_Plant

\

gton_Office

Figure 3-42 Link Color-Coding
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7.3 Look for over-utilized links (more than 75% utilized, color-coded red). In this

case, there two such links: the link Tirex_Charleston_Office
+—Tirex_Raleigh_Plant and the link Tirex_Raleigh_Plant «
Washington_Office. To see the exact utilization, place the mouse tip over
the link of interest, as shown below.

Mashingtdr_

. utiization and throughput at the current network, time
Tirex_Raleigh_Plant-+'w azhington_Office = 208.94%
MY 0 ashington_OFfice-> Tirex_Faleigh_Plant = 0.00% [0,

Figure 3-43 Utilization Tip

By placing the mouse tip over each of the links, notice that the links
Tirex_Charleston_Office <> Tirex_Raleigh_Plant and
Tirex_Raleigh_Plant <> Washington_Office are more than 100 % utilized.
The link Tirex_Raleigh_Plant «~» Washington_Office is intended as a
backup link between the two merged networks, the primary link being
Corporate<>Tirex_Corporate.

7.4 We suspect that the traffic is routed through the backup link, leading to its

over-loading. To check this hypothesis, select nodes
Tirex_Charleston_Office and Detroit_Plant (press the Shift key while
selecting both nodes); then choose Traffic > Visualize > Open Flows
Browser.

7.5 Make sure the Tirex_Raleigh_Plant—Detroit_Plant is checked; then click

Show Selected.

7.6 Look at the network to see that the traffic flow between node

Tirex_Raleigh_Plant and Detroit_Plant is routed via the backup link
Tirex_Raleigh_Plant <> Washington_Office.

End of Procedure 3-8

Conclusion

Traffic needs to be re-engineered to take the primary link between the two

networks, rather than over-load the backup link. The following options are

available:

* Reconfigure redistribution and modify the metrics to make the backup link
more unlikely to be chosen for routing, and

* Migrate the Tirex network from RIP to EIGRP, such that the merged network
will become an all-EIGRP network.
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Migrate Tirex Network from RIP to EIGRP

Our example company decided to migrate the Tirex network from running RIP
as routing protocol to running EIGRP. In order not to disrupt the traffic over the
network, this solution will be implemented in stages.

First, a separate EIGRP process is added to all the routers in the Tirex network.
Then, redistribution between the new and old EIGRP processes is configured
on border routers.Finally, the new EIGRP process is enabled and the old RIP

process is disabled.

Procedure 3-9 Migrating a Network from RIP to EIGRP

1 Duplicate the current scenario.

1.1 Select Scenario > Duplicate Scenario.

1.2 Name the new scenario “Merged_Network_Redist_EIGRP”.

2 Enable EIGRP along with RIP on all links in the Tirex network.

2.1 Select the link between Tirex_Corporate and Tirex_New_Orleans office by

clicking on it.

2.2 Right-click on the selected link, and choose Select Similar Links.

2.3 Select Protocols > IP > Routing >Configure Routing Protocols....

2.4 Place a checkmark next to EIGRP — leave RIP checked; make sure the

Interfaces Across Selected Links option is selected; click OK.

2.5 A routing domain visualization appears on the network; notice in the Tirex
network, two protocols are running simultaneously: RIP and EIGRP (links will

be annotated with the letters ‘E’ from EIGRP and ‘R’ from RIP).

—

736724 \ E

Tiemin T mrmmr =k
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7 Redistribution gg/é
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ficeTirex_T allahass
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Figure 3-44 Network Showing EIGRP and RIP

2.6 Press Ctrl+Shift+C to clear the routing domain visualization.

3 Add a second EIGRP process to all routers in the Tirex network.
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3.1 While the links in the Tirex network are still selected, choose Protocols >
EIGRP > Configure Autonomous System....

3.2 Enable the Explicitly Set AS to radio button and enter 2 as AS number;
enable the Interfaces across selected link(s) radio button; click OK.

- |
_1-] Configure AS on Router Interfaces [ (O] <]

This process will configure ASes on EIGRP interfaces

AS Specification:
= AIEIGRF A5es on the same rauter
@ Explicitly zet AS to |2

Apply the above specification ta:
Al Routers
" Selected Bouter(z]
& |nterfaces across selected link(z)

[+ Include Subinterfaces
[+ Include Loopbacks

ak. Lancel |

Figure 3-45 Configure AS on Router Interfaces dialog box

4 Check that the administrative weight of RIP is set to a lower value inside the Tirex
network.

4.1 Normally, the routes found by EIGRP take precedence over routes found by
RIP in the process of insertion into the IP common route table. The relative
precedence is controlled by the administrative weight given to each protocol.
When migrating from RIP to EIGRP in the Tirex network, in the first phase, we
want to deploy EIGRP without promoting its routes into the common routing
table. For that reason, we need to lower the administrative weight of RIP, so
the routes found by RIP will always take precedence over the routes found by
EIGRP. The routers in the Tirex network have already been configured with a
lower administrative weight for RIP than for EIGRP.

4.2 Right-click on the Tirex_Charleston_Office and choose Edit Attributes;
expand the IP attribute category and choose IP Routing Parameters then
Administrative Weights.

iﬁ-]Administrative Wweights Configuration

Fiouting Pratacal | Frocess 1D Admin Weights ;I

EIGRP [Intemal) 1 a0

EIGRP [External) 2 170

EIGRP (Intemal) 2 an

IGRP 1 100

15415 1 115

O5SPF (Intra-Area) 1 110

QO5PF (Inter-frea) 1 110

O5PF (External) 1 110

RIP WA 20 -
Qg Cancel |

Figure 3-46 Administrative Weights Configuration dialog box
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4.3 Notice RIP has a weight of 20, making its routes preferred over routes found
by EIGRP, which has an administrative weight of 90.

4.4 Click Cancel repeatedly to dismiss the Attribute windows.

5 Check that link utilizations did not change.
5.1 Click the Configure/Run Simulation toolbar button.
5.2 Click Run to start the simulation.
5.3 Close the Simulation Sequence dialog box after the simulation runs.

5.4 The links should be colored by utilization as before. If they are not, choose
View > Visualize Link Loads > Color by Link Load.

5.5 Notice the backup link between Washington_Office and
Tirex_Raleigh_Plant is still overloaded.

5.6 To clear the link colors, select View > Visualize Link Loads > Clear
Visualization.

6 Configure redistribution between the two EIGRP processes.

6.1 Click on the Tirex_Corporate node; then right-click on the selected node and
select Select Similar Nodes. Two nodes will be selected: Tirex_Corporate
and Tirex_Raleigh_Plant.

6.2 Right-click on Tirex_Corporate and choose Edit Attributes.

6.3 Check the Apply Changes to Selected Objects checkbox in the lower left
corner.

6.4 Expand IP Routing Protocols by clicking on the (+) button.

6.5 Choose EIGRP Parameters then Process Parameters, and double-click on
the Process Parameters field in the row corresponding to AS 1.

_—L—] [Process Parameters] Table
Frocess ID | Process Parameters ;I
1 [
2 D efault IPvd
4 L I
2 Baows [elete | | Fzert [uplizate | Ievelln | fd o et |
[retais | Bramate | Qg I LCancel |

Figure 3-47 Process Parameters Table dialog box
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6.6 Choose Address Family Parameters > Redistribution > Routing
Protocols > EIGRP.

1—] [Process Parameters] Table
Address Family |VHF Mame |Address Family Parameters ;I
IPvd - sy Mone ]

iﬁ-][Address Family Parameters) Table
Attribute | Walue ;I
q Stub Disabled
[Drefault Information Mot Configured
[T [Rews _ DEEE R dioibution . |
Dietails | Bromote Route Filters Mane Ll
Mffzet | ists Mrne
Details | PBromate | 0K I LCancel I

Figure 3-48 Address Family Parameters Table dialog box

6.7 Make sure that all the settings are as below; by choosing AS Number 2, route
redistribution will be enabled from the EIGRP process of AS 2 to the EIGRP
process of AS 1.

] (EIGRP) Table [ ]
AS Mumber | Fiedistribution | b etric | Foute kap | Fioute Filker ;I
P -t |Jze Native Metic  |Mane Nane

>
A 2
1 Baows elete | Inzert Dplicate | tovelln | fEve Dawr |
Dretails | Promote | ag I LCancel |

Figure 3-49 EIGRP Table dialog box

6.8 Click OK to close each open dialog box until you are back at the Process
Parameters Table dialog box.

1—] [Process Parameters] Table
Frocess 1D | Process Parameters ;I
1 L, 1
2 Default IPv4
¥
A L
2 Baows Delete | Inzert Duplicate | Move Up | Maove Down |
Dietails | EBromaote | K I Lancel |

Figure 3-50 Process Parameters Table dialog box

6.9 Double click on the Process Parameters field in the row corresponding to AS
2.

6.10 Choose Address Family Parameters > Redistribution > Routing
Protocols > EIGRP.
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6.11 Make sure all the settings are as below; by choosing AS Number 1, route
redistribution will be enabled from the EIGRP process of AS 1 to the EIGRP
process of AS 2.

—+]|[EIGRP) Table x|
AS Mumber | Redistribution | Fetric | Route bap | Route Filtker ;I

Enabled Usze Mative Metric  Mone MHone

S—

¥
e
1 Fiows [IElete | Inzert Duplicates tawe | Ff mee Darr |

Dretails | Bromote | 0K | LCancel |

Figure 3-51 EIGRP Table dialog box

6.12 Click OK to dismiss all open attribute windows — a warning will appear to notify
you that changes to multiple objects cannot be undone. In this case, you are
simultaneously making changes to the two selected routers, in order to enable
redistribution between the EIGRP processes running in the two networks.
Click Yes.

7 Disable RIP processes in the Tirex network.

So far, we have added a second EIGRP process to all nodes in the Tirex network.
However, we set the administrative weight of RIP in such a way that any routes
found by the newly installed EIGRP processes will be ignored in favor of the old
RIP routes. We adopted this approach in order to make a smooth transition from
RIP to EIGRP in the Tirex network. While the old RIP routes were still being
selected for insertion into the IP forwarding table, the Tirex Company’s engineers
had had time to debug any issues related to the new EIGRP routes, before these
routes came into general use. We know now that EIGRP works fine, and we are
ready to replace the RIP routes with EIGRP routes. To achieve this replacement,
we will set RIP to an administrative weight higher than that of EIGRP.

7.1 Select all 5 nodes in the Tirex network; to do this, keep the Ctrl key pressed
while clicking on each of the nodes: Tirex_Corporate,
Tirex_New_Orleans_Office, Tirex_Tallahasee_Plant,
Tirex_Charleston_Office, and Tirex_Raleigh_Plant.

Figure 3-52 Select Tirex Network Nodes
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7.2 Right-click on the Tirex_Corporate node and select Edit Attributes.
7.3 Check the Apply Changes to Selected Objects box in the lower left corner.

7.4 Click on the (+) button next to IP and choose IP Routing Parameters then
Administrative Weights.

7.5 Set 500 in the Admin Weights column for RIP.

i—]Administlative ‘Weights Configuration

Fouting Protocal | Processz 1D Admin \Weights ;I
EIGRF [Intermal] 1 a0

EIGRF [External] 170

EIGRP [Intemal] a0

IGRP 1an

15-15 115

OSFF [Intra-Area) 110

O5PF [Inter-Area) 110

OSPF [Extemal) 110

RIF 500 hd

oK I LCancel |

o) L R g g P Y

B

Figure 3-53 Administrative Weights Configuration dialog box

7.6 Click OK to dismiss all windows; click Yes if you get a warning about changes
to multiple objects.

8 Run the simulation.
8.1 Click the Configure/Run Simulation toolbar button.
8.2 Click Run to start the simulation.
8.3 Close the Simulation Sequence dialog box after the simulation runs.

8.4 Choose View > Visualize Link Loads > Color by Link Load; click OK to
dismiss the description of the link-coloring feature.

End of Procedure 3-9
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Results Analysis

Notice the backup link between Washington_Office and Tirex_Raleigh_Plant
is no longer overloaded.
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Figure 3-54 Washington_Office and Tirex_Raleigh_Plant Backup Link

Conclusion

In the previous example we followed a case of merging two networks running
different distance vector protocols: EIGRP and RIP. During the merger, we
made use of multiple processes to enable a smooth transition from RIP to
EIGRP in one of the networks.
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4 Planning and Analyzing IP Multicast Networks

Introduction

IP Multicast is a bandwidth conserving technology that helps reduce traffic by
delivering a single stream of information to multiple receivers.

In this chapter, we will:

* Import a simple network with multicast configurations,

* Validate the configurations using NetDoctor,

e Use Virtual Command Line Interface to modify attributes,

e Configure multicast demands,

* Run simulations and visualize the multicast trees and groups,

e Add support for explicit multicast applications on the end nodes, and

* Analyze the impact of the new traffic on the network and visualize link loads
and throughputs.

Note—The following examples were presented at OPNETWORK 2004 in
Session 1316, Planning and Analyzing IP Multicast Networks. If you do not have
access to the files that these procedures use, you can still follow along using the
sample screens provided in this user’s guide.

There is a set of models with all of the procedural steps completed. You may
use these for reference, if you do not wish to do the exercises yourself. These
files end in the suffix “_ref”’ (reference).

Import and Analyze a Multicast Network

A set of router configuration files is provided for an enterprise-sized network
running IP multicast. In this section, we will import the configuration files to
create a network model and verify its correctness using NetDoctor and analyze
multicast routing.

Procedure 4-1 Creating a Network Model from Device Configuration Files
1 Launch NETWARS, if not already opened.

2 From the System Editor’s File menu, choose Open Editor.

NETWARS/Release 5.1
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3

7

8

9

From the Open Editor drop-down menu, choose Scenario Builder, and then click
OK.

Select File > New Project. The New Project dialog box displays.

In the New Project dialog box, name the new project file Session_1316_Lab1,
and the phase name Background_Traffic, and then click OK.

Choose Topology > Import > Device Configuration Files....

i—]lmport Device Configurations 5[

— Import Mode

+ Replace entire model
(" Merge with existing madel
™ Reimport configurations for selected devices

= Reimpart configurations for modified devices

— Specify Directories Containing Device Configuration Files

v Cizco [0S, CatOs, Pl IC:\op_modeIs\Lab_1 _Configs Browse. . |

I~ Juniper [Jund5) ISDecify... Brawse. .. |
— Import Options Model Assistant Files

[~ Create nodes to represent external ASes ¥ Use the following model assistant files:

[ Create nodes to represent edge LANs 5 1316 _Labl
v Create PVCs <click to add>»
¥ Generate impart log

K —

b | . Import I LCancel I Help |

Figure 4-1 Import Device Configurations dialog box

Specify folders for device configuration files:

7.1 Select the checkbox for Cisco (I0S, CatOS, PIX).

7.2 Click Browse for Cisco (I0S, CatOS, PIX) and select the following folder:
C:\op_models\Lab_1 Configs

7.3 De-select the checkbox for Juniper (JunOS).

Specify import options:

8.1 Select the checkbox for Create nodes to represent edge LANs. This option
creates an edge LAN node for each unconnected, active interfaces. Edge
LANSs can be used as a traffic source or destination.

8.2 Selectthe checkbox for Create PVCs. This option creates a full mesh of PVCs
for frame relay interface that belong to the same subnet.

8.3 Select the checkbox for Generate import log.

Click <Click to add> and choose Session_1316_Lab1 (this Model Assistant file is
used to specify connectivity and location information).

10 Click Import.

UG4-4-2
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11 Import Summary (Concise) appears; observe that there are no skipped
configuration files. Click Close.

12 Save the project:
12.1 Choose File > Save.

12.2 Verify that file name is Session_1316_Lab_1, and click Save.

13 Hide all the PVCs (demands) to clear up the network topology. The imported
network should resemble the following figure.

ﬂProiect: Session_1316 Scenario: Lab_1 [Subnet: top.DCI Network]

Figure 4-2 Imported Network

The import process is now complete.

End of Procedure 4-1
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Understand the Imported Network

In this section, we explore and analyze the imported network model using Flow
Analysis and user-defined reports.

Procedure 4-2 Exploring the Network Model

1 Select Scenarios > Summary Tables > User-Defined Reports > Generate
Report from Template.... The Generate User-Defined Report dialog box displays.

A user-defined report is a set of output tables that list objects and attribute values
of interest. User-defined reports are useful when you want to view and compare the
attributes of multiple objects in one table.

2 Expand Multicast and select Multicast Groups and RP Configuration items
listed as reports to be generated.

i—]ﬁenerate User-Defined Report LI

Select tables to include in user report:

I_ Application
ATH
Frame Relay

| v

Impart Information
IP

LN Switches
Mainframe

[ Include only selected objects in repart
¥ lanore views
[~ Send reports to the Report Server [host not specified]

Fieport name az it will appear on the Report Server: |<pr0iect>-<scenario>
Bt | Generate I Close | Help |

Figure 4-3 Generate User-Defined Report dialog box

3 Click Generate. The View Results dialog box displays.

4 Browse the View Results dialog box:

4.1 Expand Multicast and select “Multicast Groups”. Observe that there is one
multicast group with address 236.1.1.2.

4.2 Click Show. Members of this group are routers Atlanta, Boston, Houston,
SF and Tokyo.

4.3 Select RP Configuration and observe that Atlanta has Auto-RP status
enabled for the group identified by the ACL 31.

4.4 For either report, you can view the full table by clicking Show or
double-clicking on the selected item on the tree-view.

4.5 Close all the tables and the View Results dialog box

End of Procedure 4-2
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Enable Multicast on End-Nodes

The edge LANs created are not multicast-enabled. If we need them to send or
receive multicast traffic, we need to enable them explicitly.

Procedure 4-3 Configuring Multicast Traffic Flows

1 All the end-nodes (LANs) should be multicast-enabled:
1.1 Select the LAN node connected to Tokyo (10_5_4_0/24).
1.2 Right-click on it and choose Select Similar Nodes.

1.3 Select Protocols > IP > Multicast > Enable Multicasting on Selected
Hosts.

This option essentially enables the attribute IP/ IP Host Parameters /
Multicast Mode.

1.4 Make sure you get a confirmation saying “Multicasting has been enabled on
4 hosts”.

End of Procedure 4-3

Add Traffic to the Imported Network

Procedure 4-4 Adding Traffic to the Network
1 Click on the Object Palette tool bar button.
2 From the pull-down menu, choose the “demands” palette.
3 Select the ip_mcast _traffic_flow from the palette.

4 After selecting the above demand:

4.1 Click on the LAN node connected to SF (10_2_4_0/24) to initiate the
demand-creation operation.

4.2 Right-click on the empty project area above the node, and choose Finish
Demand Definition to create a demand.
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4.3 Right-click again on the empty project area and choose Abort Demand

Definition to finish the demand creation operation.

10_2_4_0jz4

Figure 4-4 Creating a Demand

5 Close the Object Palette.

6 Specify the destination multicast address for the demand:

6.1 Right-click on the created demand and choose Edit Attributes.

6.2 For the Destination Address, enter 236.1.1.2. This is the multicast address to

which the routers have been configured to listen.

@

& |madel
Socket Information

& | Desciiption

& |- Destination IP Address

& | Overhead/Segmentation

(Y S & Parameter

—#](10_2_4_0/24 —-> ) Attributes o ] [
| Attribute | Walue ;I
— harme 10_2_4 0524 -

ip_rcast_traffic_Flow

Reprezents 1P Muticast Traffic

Maone
kot Set

Figure 4-5 Specifying the Destination Address

7 Specify the traffic characteristics:

7.1 Double-click on the Traffic (bits/second) attribute value. The Traffic
(bits/second) Attribute Profile dialog box appears.

7.2 Click on the bits/second column on the first row and enter 100000.

7.3 Click on the seconds column on the second row and enter 150.

7.4 Enter 300000 on the second row of the bits/second column.

UG4-4-6
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7.5 Finally in the third row enter 3600 in the seconds column and 300000 in the
bits/second column.

iﬁ-]TralTic (bits/second) Attribute Profile ﬂ
Prafile name: |1
I~ Uriformn ¥ intervals I seconds/step
I~ Use start time |1D:52:D3. 000 Aug 19 2004
zeconds | bitz/zecand ;I bitssecond
0.0 100,000 SR

150 300,000

00,000
300,000

100,000

D
Om 30m &0

;I ¥ Show calendar time

Export... | Impart... | oK I LCancel |

Figure 4-6 Traffic (bits/second) Attribute Profile dialog box

7.6 Click OK to accept the changes.

Here, we are configuring a step-sized stream of background traffic at the rate of
nearly 300 Kbps for duration of 3450 seconds (~1 hour).

We have intentionally decreased the traffic during the first 150 seconds because
we want to capture the behavior during the steady state that occurs after the
switching from shared tree to shortest-path tree. Thus the switching does not affect
the average and peak results for link throughput.

This transitional state occurs because, until a few first packets are sent from the
source to the rendezvous point, the rendezvous point (as well as the other
destinations) will receive duplicate messages on SPT and ST. This would increase
the link throughput for a short duration.

7.7 Double-click on Traffic (packets/second). The Traffic (packets/second)
Attribute Profile dialog box appears.

7.8 Click on packets/second column on the first row and enter 100.
7.9 Click on the seconds column on the second row and enter 150.

7.10 Enter 250 on the second row of packets/second.
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7.11 Enter 3600 and 250 in the third rows for seconds and packets/second
respectively.

iﬁ-]TralTic {packets/second) Attribute Profile ﬂ

Prafile name: I 2

[~ Unifarm  intervals I seconds/step

[ Use start time |15:28:22. 000 Aug 19 2004

seconds | packets/zecond ;I
0.0 100
150 250

200
250

packets/second
0

100

U

arm 20m 40m B0
LI ¥ Show calendar time

Export... | Import... | DK I LCancel |

Figure 4-7 Traffic (packets/second) Attribute Profile dialog box

7.12 Click OK twice to save all changes.

We are specifying the number of packets that must be generated per second for
the traffic we configured (300 Kbps/second).

Note that in the first attribute we specified the traffic to be generated in bits/sec and

in the second attribute we specify the packets to be generated for the configured
amount of traffic.

End of Procedure 4-4

Validate the Network Model Using NetDoctor

Procedure 4-5 Detecting Configuration Errors
1 Choose NetDoctor > Configure/Run NetDoctor.

2 Select all the rules in the Rule Suites / IP Multicast.
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3 Click Run.

i:—]l:unfigure,.-"Run NetDoctor = |EI|5|
Template; IDefauIt MWetDoctor Report ;I

Repart title: I MetDoctor Repart

Rules

Settingsl Notificationl

roup List for PIM Candidate RP Configuration Refere Undefined A

EZ| Group List far Static AP References Undefined ACL J
E| IGMP tecess Group Refersnces Undefined ACL

El| Invalid PIM Register Source

Fi| Invalid Static RF Address

IZ| FIM RP-tnnounce-Fiker Configuration References Undefined ACL

Figure 4-8 Configure/Run NetDoctor dialog box

NetDoctor shows one configuration warning for the rule Group List for PIM
Candidate RP Configuration References Undefined ACL.

4 Click on the warning on the left frame and observe the detailed message on the
right frame.

[P Multicast: Group List for PIM Candidate RP Configuration References Undefined
ACL

The ACL used to specify group lists for candidate RP configuration must be a valid ACL defined on the router.

Source: Cisco 105 Release 12.3 IP Multicast Configuration Guide, Pg 414,

Tested: PIM candidate RP configuration on router: Atlanta

WARNING The group list ACL"31" specified for candidate RP configuration for interface "Loopbackl” is not a valid ACL
Configuration defined on the router. =

Figure 4-9 NetDoctor Warning

This could be the cause of un-routable demands in Flow Analysis. First, let us verify
the problem by looking into the concerned attribute.

5 Right-click on the node Atlanta and choose Edit Attributes. Observe the following
attribute under the group IP Multicasting: PIM Parameters > Auto-RP
Configuration > Candidate RP Configuration > Group Filter Configuration >
Group Filter ACL. Note that the value is 31.

6 Cancel out all the way to return to the top-level attributes.
7 Now observe the standard ACL that the above attribute refers to: IP. IP Routing

Parameters. Standard ACL Configuration. Note that we see two ACLs, 10 and
30.

NETWARS/Release 5.1 UG4-4-9



4—~Planning and Analyzing IP Multicast Networks Routing and Transport Protocols

8 Look in the List Configuration attribute for ACL 30. Note that this refers to the
multicast address 236.1.1.2 that our routers wanted to join.

MISCONFIGURATION: We see that instead of referring to ACL 30, we have
mistakenly referred to ACL 31 when defining the Candidate RPs.

The reason why there were no routes is because we had configured Atlanta to be
an RP for the group that is defined by ACL 31. When flow analysis found no such
ACL, itignored the setting. This led to a multicast group (236.1.1.2) without any RP
configuration.

There are three ways to fix this error:
8.1 Modify the specified attribute directly.
8.2 Modify the configuration file and do a reimport.

8.3 Modify the specified attribute using the Virtual Command Line Interface (or
Virtual CLI.)

In the following procedure, we will use Virtual CLI to fix this misconfiguration.
9 Click Cancel to close all the attribute dialog boxes.

End of Procedure 4-5

Use Virtual CLI to Fix Configuration Errors

The Virtual Command Line Interface (or Virtual CLI) emulates Cisco’s CLI so
that Cisco configuration commands can be entered for OPNET models. This
interface is available only for OPNET node models created from Cisco I0S and
CatOS configurations.

Procedure 4-6 Using Virtual CLI to Fix Errors

1 The command that you enter on a router to change the above attribute is:

ip pim send-rp-announce interface-type interface-number scope
ttl-value [group-list access-list]

Based on the Standard ACLs configured on the node and the multicast
configuration, the correct command to be entered is:

ip pim send-rp-announce Loopback 0 scope 10 group-list 30

2 Right-click on the router Atlanta and select Open Virtual CLI...

The dialog box that appears is the virtual command line interface; you can enter
Cisco commands as you would enter them on the real Cisco device.

3 At any point you can:
3.1 Make use of the auto-fill or auto-complete feature by pressing the Tab key.

3.2 Display the list of supported commands by typing a ? (question mark).

4 Press Enter and type en to enter the enable mode.

UG4-4-10
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5 Type config t - to enter configuration commands from the terminal.

6 Type in the command that we identified to fix the error.

ip pim send-rp-announce Loopback O scope 10 group-list 30

ﬁ\\'irtual Command Line Interface: Atlanta x|

Atlanta conl is now availahble ;J

Press RETURN to get started.

Atlantaren
Atlanta#config t
Enter configuration commands, one per line. End with CNTL-Z.
Rerun simulation if changes are made to the router's configuration.
Atlanta(config)#ip pim send-rp-7

send-rp-announce Auto-RP send EP announcement

send-rp-discovery Auto-RP send EP discovery message (as RP-mapping agent)
Atlanta(config)#ip pim send-rp-announce Loopback 0 scope 10 group-list 30
Atlanta (config)#exit

Atlanta#
I
B[ I
LCopy | Paste | Cloze | Help |

Figure 4-10 Virtual CLI Window

7 Type exitto come out of the configuration mode.
8 Click Close to come out of the Virtual Command line interface.

9 Verify that the attribute was indeed changed to 30.

IP. PIM Parameters. Auto-RP Configuration. Candidate RP Configuration.
Group Filter Configuration. Group Filter ACL

10 Rerun NetDoctor to verify that the error was cleared:
10.1 Choose NetDoctor > Configure/Run NetDoctor.
10.2 Make sure all the rules in the Rule Suites / IP Multicast is selected.
10.3 Click Run.

Note that NetDoctor reports zero errors and zero warning messages in the
web report.

End of Procedure 4-6

Visualize Multicast Demands and Trees

Procedure 4-7 Visualizing Multicast Demands and Trees

1 Rerun the simulation:

1.1 Select Flow Analysis > Configure/Run Flow Analysis...
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1.2 Make sure the Start time and the Stop time differs at least by an hour.

1.3 In the Protocol Settings, make sure Consider all unconnected interfaces is
checked.

1.4 Make sure Display flow analysis log is unchecked.

1.5 Click Run.
2 Select Traffic > Visualize > Open Flows Browser.

3 Expand the node 10_2_4_0/24 and click on the demand 10_2_4_0/24—. You will
see a list of routes displayed on the right-hand pane in the window.

4 Click on each of the routes to observe the path taken to each of the destination
nodes (that is, the group members).

5 Observe that all the routes taken by the demand is the shortest path to the
destination, indicating that it has taken the SPT (Shortest Path Tree). By default,
all the routers—even those configured to run PIM-SM—uwiill switch to shortest path
after the first multicast packet.

We have successfully fixed the un-routable demands problem using NetDoctor and
Virtual CLI.

6 View multicast trees:

6.1 Select the LAN node connected to SF 10_2_4 0/24, and choose Show
Multicast Routes From Selected Node...

6.2 In the View Multicast Route dialog box, make sure that 236.1.1.2 is selected
as the Multicast Group Address and that the Source-based tree check box is
checked.

=0ix]

— Choosze Destination Multicast Group

Multicast Group Address I 2IE11.2 i

— Choose Multicast Tree Mode
[~ Shared tree [V Source-based tree

Ceartl | Cose | Hep |

Figure 4-11 View Multicast Route dialog box
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6.3 Click Show.

Figure 4-12 Showing Multicast Routes

6.4 Observe that the route from SF takes the shortest path to all the group
members i.e. Tokyo, Atlanta, Houston and Boston.

6.5 Click Clear All.
6.6 Now check the checkbox for Shared tree.
6.7 Click Show.

Figure 4-13 Showing Shared Tree Routes
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6.8 Observe the small RP icon on the node Atlanta.

Note that (except for Tokyo) all the traffic goes to Atlanta and then to the
respective nodes; we will later investigate why Tokyo traffic goes via the
shortest path instead of taking the path through Atlanta.

6.9 To observe all traffic going to Atlanta, click Close in the View Multicast Route
dialog box (make sure you still see the paths in the network model).

6.10 Click on the paths or the link between the central frame-relay cloud and node
Atlanta.

il
10_3_10‘10.24

Atla San%iego l‘-%_a"-‘r
Landan
B=-=3 10_2_4_0f24 - Boston_Bkup_IDC i
=== 10_2_4_0/24 - Houstan v
B 10_2_4_0j24 - Atlanta v |
EEmmem Atlanta [ Senaldfd <= 1010 12 0f30(+) »

Bostoﬁ__lDC : -SF *Q,
ré‘-v b
; = Crallaz
// L&

e
PR
Huouston

T

Y PH_IDG
10_2_4_0iz4

Figure 4-14 Showing Traffic Through Atlanta

6.11 Note that you see three paths from 10_2_4_0/24 destined to nodes Boston
and Houston traveling through Atlanta.

We saw the shared tree from SF going directly to Tokyo because the normal
unicast route between Tokyo and Atlanta (RP) passes through SF. When SF
sends traffic to Atlanta, it comes back to SF; hence from that point on, SF
learns to bypass Atlanta and send traffic to Tokyo directly, even ifitis a shared
tree.

End of Procedure 4-7

Observe Link Usage and Utilization

We will study the link utilization in the network due to the current levels of
multicast traffic.

Procedure 4-8 Observing Link Usage and Utilization

1 Select View > Visualize Link Loads > Color by Link Load ....
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2 Inthe Color Links by Load dialog box, make sure that Flow Analysis is chosen for
the first pull-down menu and peak utilization and throughput for each link for
the second pull-down menu.

:—lﬁ:—]tolor Links by Load ;IEILI
Colar links based on data from I Flows Analyszis x| using the I peak utiization and throughput for each link, =l
Applying this selection will set the link colors and thickness based on link's peak ufilization and throughput statistics |

respectively, The time at which each link reaches its peak could be different. The recorded statistic values and the peak []]
time are reported in the display that appears when you pass your mouse aver any link.
These statistics were collectad from a Flow Analysis run. The link peak statistics are computed taking into consideration the LI

LCancel Apply Clear |

Figure 4-15 Color Links by Load dialog box

3 Click Apply to see link widths and colors change according to the throughput and
peak utilization.

4 Note that the only link that is heavily utilized is the one connecting SF and the
Frame relay cloud 10_10_12_0/30(+).

5 Move your mouse over the links to observe the peak utilization and throughput for
that and the other links.

e

Atlanta Sanlliegs %J 10_3_6_0i24
London

Houston

s

Tokya

o
peak, utilization and throughput For each link
Forward Interval Murnber = 1
Feturn Inkeval Mumber = 0
= SF->10_10_12_0{30{+) = 61.06% [1.23 Mbps{2.02 Mbps]
10_10_12_0/30{+)->5F = 0,00% [0.00 Mbps/2.02 Mbps]
i =1 narme = SF [ Seriald <-» 10_10_12_0/30(+)
N\,f;!"' fiaies LA port a = SF.FRELAY (IFZ PO}
. port b= 10_10_1Z_0y30{+).Frame Relay (P8)
data rate = 2,015,000

p——

Boston_Bkup_IDHC

Figure 4-16 Peak Utilization and Throughput Tip

End of Procedure 4-8

Conclusions

The Device configuration import allows you to import a network topology using
device configuration files. Using NetDoctor, you can validate your network and
detect any configuration problems. Virtual command line interface enables you
to fix the error with a user-interface that emulates Cisco CLI.
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You used Flow Analysis to visualize the multicast trees and the paths taken by
the demands. You visualized the difference between the shortest path tree and
the shared tree (RPT).

In the next section, you will learn how to configure explicit multicast applications
like video-conferencing on this imported network.

Adding Explicit Shared Multicast Applications to a Network

This section walks you through all the configurations required to configure the
explicit multicast traffic on a network.

In the following procedure, we will send video traffic between 10_2_4_0/24
(source) and 10_3_6_0/24 (destination). In the process, we will learn how to
configure explicit multicast traffic on the network using the application objects,
and run a discrete event simulation to study the impact of the new traffic on the
network.

Procedure 4-9 Adding Explicit Applications to a Network
1 Launch NETWARS, if not already opened.
2 From the System Editor’s File menu, choose Open Editor.

3 From the Open Editor drop-down menu, choose Scenario Builder, and then click
OK.

4 Select File > Open Project. The Open Project dialog box displays.

5 In the Open Project dialog box, select the project file Session_1316_Lab2 in
folder C:\op_models, and then click Open.

5.1 Make sure the current scenario is Explicit_Applications.

6 Specify the application:
6.1 Right-click on the Application Config node and select Edit Attributes.
6.2 Verify that there is a single application called Video.

6.3 Observe the specification of the application looking at the attributes under
Description / Video Conferencing.

¢ Note that the Symbolic Destination Name for the application is set as
Multicast Destination.

¢ The Frame Interarrival Time Information attribute specifies the
interarrival time between the frames (e.g 10 Frames /second) using a
distribution.

¢ The Frame Size Information attribute specifies the frame size of the
incoming and the outgoing video streams.

UG4-4-16

NETWARS/Release 5.1



Routing and Transport Protocols

4—~Planning and Analyzing IP Multicast Networks

6.4 Click Cancel, all the way to the node level.
6.5 Right-click on the Profile Config node and select Edit Attributes.
6.6 Verify that there is a single profile called Video.

6.7 Click on the Applications attribute in that row to observe more details about
this profile.

6.8 Click Cancel, all the way to the node level.

Configure the application:

Note that in the application definition we have defined a Symbolic Destination
called Multicast Destination. This symbolic name needs to be resolved or
mapped onto a real destination address (in our case, a multicast destination
address).

7.1 Right-click on the LAN object attached to SF i.e. 10_2_4_0/24, and then
choose Edit Attributes.

7.2 Expand the group Applications and double-click on the attribute
Application: Destination Preferences.

7.3 Observe that there is a single row with Video set as the value for the attribute
Application and that Multicast Destination is set as the Symbolic Name.

7.4 Click on the Actual Name attribute value and note that Name is configured to
236.1.1.2.

@ Application: ACE Tier Configuration Unzpecified

)] | pplication: Destination Preference: [T

@ Application: Mulicasting Specification | Mane

S Lo Y P SR SRR o RS S T

—+]|(Application: Destinatic x|
Application | Symbolic Mame |.~'—\ctua| Hame ;I
Wideo tulticast D estination L, o]

i—](nctual Mame) Table x|

Selection Weight d

10

Figure 4-17 Actual Name Table Attribute dialog box

7.5 Click Cancel twice to return to the top-level attribute structure.
7.6 Click on the Application: Supported Profiles attribute.

7.7 Observe that the Profile Name is set as Video.

7.8 Click Cancel to come back to the top-level attributes.

7.9 Notice that the value for the attribute Application: Transport Protocol is set
as UDP. (This is because OPNET currently supports only UDP-based
multicast applications).

8 Join the multicast groups:

NETWARS/Release 5.1
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Thus far we configured the application and the resolved the destination address.
Now we need to specify which end-nodes are going to listen/receive this multicast
video traffic.

8.1

8.2

8.3
8.4

Right-click on the LAN object attached to Houston (i.e. 10_3_6_0/24) and
choose Edit Attributes.

Expand the group Applications and double-click on the attribute
Application: Multicasting Specification.

Notice that the attribute Application is set to Video.

Double-click on the attribute Membership Addresses to see 236.1.1.2 set as
the Supported Multicast Addresses.

@
@
@

oy

i—](npplicatiun: Multicasting |

|—.-’-‘n.|:|p|icatic-n: Degtination Preferences Mone

&pplication: Mulicasting Specification [T TEIININGNGNGEEEEEE

Application: Source Preferences Hone

Lo S Y (PO NN o SO T I o SO ) PO LY —

Application Hame | Memberzhip .i‘-.ddresses| Jaining Time [secnnds]| Leaving Time [zeconds) ;I

Wideo I - End of Simulation

i—](Memhership Addresses) ﬂ

Supparted Multicast Addresses

Figure 4-18 Membership Addresses Table Attribute dialog box

8.5
8.6
8.7

8.8
8.9

Click Cancel twice to come back to the top-level attributes.
Double-click on the attribute value for Applications: Supported Services.

Note that application Video is set as one of the supported applications on this
node.

Click Cancel to come back to the top-level attribute structure.

Make sure that the attribute Application: Transport Protocol, is set to UDP.

8.10 Click Cancel to return to the network.

9 Choose statistics:

9.1

Right-click in the project workspace and select Choose Individual DES
Statistics.
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9.2 Expand the link statistics and under point-to-point statistics, make sure the
statistics throughput (bits/sec) and utilization in both directions have been
selected.

iﬁ-]l:huuse Results

Global Statistics

|_ Mode Statistics

=HE| Link Statistics

B lowlevel point-to-paint

= 10int-to-point
—|i queuing delay --»
—|i queLing delay <--

—El throughput [bite/ zec) >
—E] throughput [hite/sec) <-
—|i throughput [packets/sec] -»
—|i throughput [packets/zec) <--
—E] utilizatio --»

—El utilization <--

Figure 4-19 Choose Results dialog box

10 Configure and run Discrete Event Simulation:
10.1 Click the Configure/Run Simulation button.

Note that the Duration is set to “5.0” and that the corresponding unit is set to
minute(s).

10.2 Click Run. The simulation takes about 1-2 minutes to complete.

11 Perform link visualization:
11.1 Close any visible graphs or View Results dialog box.
11.2 Select View > Visualize Link Loads > Color Link by Link Load ....

11.3 In the Color Links by Load dialog box, make sure Discrete Event Simulation
is chosen for the first pull-down menu and peak utilization and throughput
for each link for the second-pull down menu.

iﬁ-]l:olor Links by Load ;Iglil
Calar links based an data from I Discrete Event Simulation | wsing the I peak utlization and throughput for each link, 4|

Applying this selection will set the link colors and thickness based on the link's peak utilization and throughput statistics A
respectively, The time at which each link reaches its peak could be different, The recorded statistic values and the peak
time are reported in the display that appears when you pass your mouse aver any link,

[

LCancel Apply Clear |

Figure 4-20 Color Links by Load dialog box

11.4 Click Apply to see link width and the colors change according the throughput
and peak utilization.

11.5 Note that the link between SF and the Frame Relay cloud is now shown in red,
indicating that the utilization has exceeded the 75 % threshold due to our
video conferencing multicast traffic.
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You can change the option to average utilization and throughput for each
link to view the average link health.

End of Procedure 4-9

Conclusions

Explicit multicast applications can be configured on the end-nodes using the
application definition object and the profile definition object. Modeling explicit
traffic allows us to calculate packet end-to-end delay and thus evaluate the
application performance effectively.

Link visualization allows us to visualize the peak and average utilization and
throughput for the duration of simulation.
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