HTML NIH Publication No: 02-4501

The Revised Up-and-Down Procedure:

A Test Method for Determining the
Acute Oral Toxicity of Chemicals

Results of an Independent Peer Review Evaluation Organized by the Interagency
Coordinating Committee on the Validation of Alternative Methods (ICCVAM)
and the
National Toxicology Program (NTP) Interagency Center for the Evaluation of Alternative
Toxicological Methods (NICEATM)

Volume 2 of 2

National Institute of Environmental Health Sciences
National Institutes of Health
U.S. Public Health Service
Department of Health and Human Services


http://iccvam.niehs.nih.gov/docs/acutetox_docs/udpProc/udpfin01/udpfinal.htm

THE INTERAGENCY COORDINATING COMMITTEE
ON THE VALIDATION OF ALTERNATIVE METHODS
AND
THE NTP INTERAGENCY CENTER FOR THE
EVALUATION OF ALTERNATIVE TOXICOLOGICAL METHODS

The Interagency Coordinating Committee on the Validation of Alternative Methods (ICCVAM) was established
in 1997 by the Director of the National Institute of Environmental Health Sciences (NIEHS) to implement
NIEHS directives in Public Law 103-43. P.L. 103-43 directed NIEHS to develop and validate new test methods,
and to establish criteria and processes for the validation and regulatory acceptance of toxicological testing
methods. P. L. 106-545, the ICCVAM Authorization Act of 2000, established ICCVAM as a permanent
committee. The Committee is composed of representatives from 15 Federal regulatory and research agencies
and programs that generate, use, or provide information from toxicity test methods for risk assessment purposes.
The Committee coordinates cross-agency issues relating to development, validation, acceptance, and
national/international harmonization of toxicological test methods.

The National Toxicology Program Interagency Center for the Evaluation of Alternative Toxicological Methods
(Center) was established in 1998 to provide operational support for the ICCVAM, and to carry out committee-
related activities such as peer reviews and workshops for test methods of interest to Federal agencies. The
Center and ICCVAM coordinate the scientific review of the validation status of proposed methods and provide
recommendations regarding their usefulness to appropriate agencies. The NTP Center and ICCVAM seek to
promote the validation and regulatory acceptance of toxicological test methods that will enhance agencies’
abilities to assess risks and make decisions, and that will refine, reduce, and replace animal use. The ultimate
goal is the validation and regulatory acceptance of new test methods that are more predictive of human and
ecological effects than currently available methods.

Additional Information

Additional information can be found at the ICCVAM/Center Website: http://iccvam.niehs.nih.gov and in the
publication: Validation and Regulatory Acceptance of Toxicological Test Methods, a Report of the ad hoc
Interagency Coordinating Committee on the Validation of Alternative Methods (NIH Publication No. 97-3981, or
you may contact the Center at telephone 919-541-3398, or by e-mail at iccvam@niehs.nih.gov. Specific
questions about ICCVAM and the Center can be directed to the ICCVAM Co-chairs:

Dr. William S. Sokes, NIEHS, EC-17, P.O. Box 12233
Research Triangle Park, NC, 27709; 919-541-7997
stokes@niehs.nih.gov

Dr. Richard N. Hill, USEPA, MC-7101, 401 M Street, SW
Washington, DC, 20460; 202-260-2894
hill.richard@epa.gov

ICCVAM Agencies and Programs

Agency for Toxic Substances and Disease National Cancer Institute

Registry National Institute of Environmental Health
Consumer Product Safety Commission Sciences
Department of Agriculture National Institutes of Health, Office of the
Department of Defense Director
Department of Energy National Institute of Occupational Safety and
Department of Interior Health
Department of Transportation National Library of Medicine
Environmental Protection Agency Occupational Safety and Health

Food and Drug Administration Administration


http://iccvam.niehs.nih.gov
mailto:iccvam@niehs.nih.gov
mailto:stokes@niehs.nih.gov
mailto:hill.richard@epa.gov

The Up-and-Down Procedure;
A Test Method For Determining the Acute
Oral Toxicity of Chemicals

Results of an Independent Peer Review Evaluation
Organized by the Interagency Coordinating Committee on
the Validation of Alternative Methods (ICCVAM)
and the
National Toxicology Program (NTP) Interagency Center for the
Evaluation of Alternative Toxicological Methods (NICEATM)

Volume 2 of 2

National Toxicology Program
P.O. Box 12233
Research Triangle Park, NC 27709

November 2001
NIH Publication No. 02-4501

National Institute of Environmental Health Sciences
National Institutes of Health
U.S. Public Health Service
Department of Health and Human Services



Up-and-Down Procedure Peer Panel Report

Printed: 11/30/2001



Up-and-Down Procedure Peer Panel Report Table of Contents

Table of Contents

Volume 1 of 2

LiSt OF ADDIEVIATIONS. ...t vii
Peer Review Panel MEmMDEIS ... ix
o 01V F=To [0 T=T g T=T | £ SSS X
PIETACE ...t b et h bbb naeere s XV
EXECUTIVE SUMMIATY .....viiiieieiiecie sttt e s te e e s teesaessa e essaeseeseenseanaesneeneesneeneens XiX
I. Up-and-Down Procedure (UDP) Peer Panel Report, July 25, 2000 Meeting ................. I-1
I 1011 oo [1 o (o o IR PURTR -3

2. UDP Protocol: General ConSIderations...........ccoceeererineneninesise e 1-6

3. UDP Protocol: ReVised Primary TeSt.......ccccceiiiiieiiciere e I-10

4. UDP Protocol: ReVised LIMIt TESL........ccciiiiiiiiiiienesen e I-14

5. UDP Protocol: Supplemental Test for Slope and Confidence Limits............ccccevvvenne. 1-20

B. RETEIEINCES ... e I-25
Addendum I:  Estimating a Point on the Dose-Response CUIVe..........ccccoovevereeennane. 1-29
Addendum II:  Considerations for Estimating the SIope..........ccccoceievevievn e 1-30
Addendum I1l:  Summary of the Statistical Evaluation of the Revised UDP............... I-31
Addendum IV: Modified Isotonic Estimates of the Dose-Response Function ............ 1-33

1. UDP Peer Panel Report, August 21, 2001 Meeting ........ccceevereeiieieeieseere e -1
I 1011 0o [1 o o o TP -3

2. Revised Draft UDP Test Guideline (July 12, 2001)........cccovviiieieeiieiieieseeie e -4

3. Proposed Confidence Interval Procedure...........ccoovieiiiiiiniiieereee e -7

4. SOTEWAIE PrOGIAM .. .cuiitiiiiiiiiieiieeie ettt bttt b bbb bbbt b b sbe b b enas 11-8

5. RETEIBINCES ...ttt b bbb b ene 11-9
FHLLRETEIENCES ... bbbt b bbbt bbb -1



Table of Contents Up-and-Down Procedure Peer Panel Report

Appendices
A - ICCVAM Test Method RecommENdatioNs...........ccocoiiririninienineresesee s A-1
B - Final Revised UDP Test Guideline (U.S. EPA 10/31/01)......cccccccviiiiiiiieiesieene e e B-1
C - August 2001 Peer Panel Meeting Review Materials ..........c.cccceveveiveniiciesieene e, C-1
C-1  Acute Oral Toxicity: Revised UDP Test Guideline, July 12, 2001 .................... C-3
C-2 A Proposed Procedure for Calculating Confidence Intervals .............cccceevenee. C-33
C-3  Description of the Acute Oral Toxicity Software Program..........cccccceeevvennne C-109
C-4  Evaluation Guidance to the Panel for the Revised UDP..........c.ccooeovninenene. C-111
D - Federal Register NoOtices for the UDP ..o D-1
D-1  Vol. 65, No. 34, February 18, 2000..........cccccveirerieieieeieseere e D-3
Request for Data and Nomination of Expert Scientists
D-2  Vol. 65, NO. 106, June 1, 2000........ccccurireriniinienieneniese e D-5
Notice of Peer Review Panel Meeting and Request for Comments
D-3  Vol. 66, NO. 121, June 22, 2001.......cccoooiririiinienieeenieeeee e D-7
Notice of Availability and Request for Comments
D-4  Vol. 66, N0. 133, July 21, 2001 ......ccooiieeeeeieeeeiee e D-11
Notice of Peer Review Panel Meeting
E - Summary Minutes and Public Comments from the UDP Meetings..........cccccccevevvevnenen. E-1
E-1  Minutes and Public Comments of the Peer Review Panel Meeting.................... E-3
July 25, 2000 in Crystal City, Arlington, VA
E-2  Minutes of the Peer Review Panel Meeting..........cccoovevveeieiiiieeie e E-13
August 21, 2001 in Research Triangle Park, NC
E-3  Submitted Public Comment for the August 21, 2001 Meeting..........ccccceevennene E-19



Up-and-Down Procedure Peer Panel Report Table of Contents

Table of Contents

Volume 2 of 2

Note: The April 14, 2000 Background Review Document (BRD), evaluated for the July 25, 2000 Peer Review Panel
Meeting, is available at http://iccvam.niehs.nih.gov/methods/udpdocs/AIIBRDIk.pdf. For this final report, the April
14, 2000 BRD was revised to address comments from the Panel (Appendix F). Selected BRD appendices from the
April 14, 2000 BRD are provided for reference (Appendices G-Q).

F - Revised Background Review Document (BRD) on the UDP (October 31, 2001) .......... F-1
G - Acute Oral Toxicity: Modified UDP ........ccccooieiiiieieceseeese e G-1
(U.S. EPA Revised Test Guideline 425N, April 2000)
H - Acute Oral TOXICITY: UDP .......couiiiiiecieie ettt e e anaesne e H-1
(OECD Test Guideline 425, adopted 21 September 1998)
I - ACULE OFal TOXICITY ..vovieiieiiieie ettt e e et esse e e sra e e e sneeneas I-1
(OECD Test Guideline 401, adopted 24 February 1987)
J - Development 0f OECD 425 ...ttt J-1
J-1 UDP: Is there a Need for Further Validation?.............ccccoovoninininininineneee, J-3
J-2 Rationale for the UDP as Submitted t0 OECD .........cccccooiiiinininiieeceee J-11
J-3 Presentation for Test Guideling 425 — UDP ........ccccooiiiiiiinieneneneeeeeee J-15
K - UDP Primary Test: Proposed Revision of the Guideline 425 ...........cccccoovoveveieiieieenns K-1
"Primary Procedure” for Point Estimation of the LD50
L - UDP Primary Test: Comparison of Stopping Rules and LD50 Estimators................... L-1
M - The UDP Limit Test: Accuracy of In Vivo Limit Dose TeStS .......ccccceevevvererverieseenn. M-1
N - Proposed UDP Supplemental Procedure to Estimate Slope and
ConfidenCe INTEIVAL ..o N-1
N-1  Considerations for Supplemental Procedure..........ccooveveiveieiieereciiese e N-3
N-2  Supplemental Procedure to Determine Slope and Confidence Interval.............. N-5
N-3  SUMMAIY TADIES.....ccuiiiiieieceee et N-9
N-4  Simulation Tables and LEENdS ..........cceverieiiiiieriiiese e N-23
N-5  Additional Simulations: Supplemental Procedures to Determine Slope......... N-105
O - The Basis for ReViSiNg the UDP...........cccoiiiiiiiiiine e 0O-1
O-1  Statistical Basis for Estimating Acute Oral TOXICItY .......cccovvviveveiiiereiieceen 0-3
O-2  Comparison of Classification Probabilities. .............ccoooniininiiiiiniieien 0O-13
O-3  Brief Statistical Description of the Method..............ccooiiiiiniiiii 0O-17


http://iccvam.niehs.nih.gov/methods/udpdocs/AllBRDlk.pdf

Table of Contents Up-and-Down Procedure Peer Panel Report

P - Selection of the Appropriate Animal Gender for the UDP...........ccccceivvieiiiieicicie e, P-1
P-1  Gender Sensitivity 0f XenobIOtiCS ......ccviverieiiiiiiiieie e P-3
P-2  Comparison of Male and Female Rat Oral and Dermal LD50 Values .............. P-23
P-3  Toxicological Evaluation of Pesticide Hazard to Avian Wildlife..................... P-45
P-4  Sex Dependent Metabolism of XenobiotiCs...........cccvveveiiiiiiiiieiicesececees P-69
Q - U.S. Federal Regulations for Acute Oral TOXICITY ......cccccvevveriereiieie e Q-1
Q-1 CPSC Regulations, Administration and Enforcement .............cccoceeveveiiieieennn, Q-3
Q-2 OSHA Regulations, Hazard Communication ............ccccevereiiveiesieereseesie e Q-11
Q-3  U.S. EPA Regulations, Pesticide RegiStration ...........cccccvevereeresverieseesiesnennn Q-17
Q-4  U.S. EPA Regulations, Pesticide Labeling.........cccccevviviereiiieiesiese e Q-25
Q-5 U.S. EPA Regulations, Data ReqUIremMents .........ccccvevereerieieerieseeie e Q-33
Q-6  U.S. EPA Regulations, NEW USES.........ccccveieriiierieeie e esie e Q-57
Q-7 U.S. DOT Regulations, Shipping RequIrements............cccceevverervereseereseennns Q-69

Vi



Up-and-Down Procedure Peer Panel Report

List of Abbreviations and Acronyms

ASTM
ATCM
BRD

°C
CASRN
CFR

Cl

CHT

CPSC
ECETOC
ECVAM
EU

FDA
FDP
FIFRA
FR

g9

GHS
GLP
ICCVAM

IUCLID
kg

LD50
MEIC

mg

mL
NICEATM

NIEHS
NTP
OECD
OPP
OPPT
OPPTS
PL
SAS
TG

TG 401
TG 420

List of Abbreviations and Acronyms

American Society for Testing and Materials

Acute Toxic Class Method

Background Review Document

Degrees Centigrade

Chemical Abstract Service Registry Number

Code of Federal Regulations

Confidence Interval

CIIT Centers for Health Research (formerly: Chemical Industry Institute of
Toxicology)

Consumer Product Safety Commission

European Centre for Ecotoxicology and Toxicology of Chemicals
European Centre for the Validation of Alternative Methods
European Union

Food and Drug Administration

Fixed-Dose Procedure

Federal Insecticide, Fungicide and Rodenticide Act

Federal Register

gram

Globally Harmonized System

Good Laboratory Practice

Interagency Coordinating Committee on the Validation of Alternative
Methods

International Uniform ChemicaL Information Database

kilogram

Median lethal dose

Multicentre Evaluation of In Vitro Cytotoxicity

milligrams

milliliter

NTP Interagency Center for the Evaluation of Alternative Toxicological
Methods

National Institute of Environmental Health Sciences

National Toxicology Program

Organisation of Economic Co-operation and Development

Office of Pesticide Programs/U.S. EPA

Office of Pollution Prevention and Toxics/U.S. EPA

Office of Prevention, Pesticides, and Toxic Substances/U.S. EPA
Public Law

Statistical Analysis System — (SAS Institute, Inc., Cary, NC, USA)
Test Guideline

Test Guideline 401 (Acute Oral Toxicity) [OECD]

Test Guideline 420 (Acute Oral Toxicity - Fixed Dose Method) [OECD]

vii



List of Abbreviations and Acronyms Up-and-Down Procedure Peer Panel Report

TG 423
TG 425
UDP

u.S. DOT
U.S. EPA
ZEBET

3Rs

List of Abbreviations and Acronyms
(continued)

Test Guideline 423 (Acute Oral Toxicity - Acute Toxic Class Method)
[OECD]

Test Guideline 425 (Acute Oral Toxicity - Up-and-Down Procedure)
[OECD]

Up-and-Down Procedure

U.S. Department of Transportation

U.S. Environmental Protection Agency

Center for Documentation and Evaluation of Alternative Methods to Animal
Experiments

Refinement, Reduction, and Replacement (of animal use)

viii



Up-and-Down Procedure Peer Panel Report

Peer Review Panel Members

Peer Review Panel

The following individuals served as members of the
Up-and-Down Procedure Peer Review Panel:

Curtis Klaassen, Ph.D. (Co-Chair)
University of Kansas Medical Center
Kansas City, KS

Diane Gerken, D.V.M., Ph.D. (Co-Chair)
Battelle Memorial Institute
Columbus, OH

PANEL SECTIONS

1. Revised UDP Protocol: General
Considerations

Janice Kuhn, Ph.D., D.A.B.T. (Leader)
Stillmeadow, Inc.
Sugarland, TX

Kimberly Bonnette, M.S., LA.T.G.
Springborn Laboratories, Inc.
Spencerville, OH

Gary Wnorowski, B.S.
Product Safety Labs
East Brunswick, NJ

2. Revised UDP Primary Test

Wallace Hayes, Ph.D., D.A.B.T., D.AT.S.
(Leader)

The Gillette Company

Boston, MA

Bas Blaauboer, Ph.D.
Utrecht University
Utrecht, The Netherlands

Robert Copeland, Ph.D.
Howard University
Washington, DC

John Reeve, M.S.

Ministry of Agriculture and Forestry
Food Assurance Authority
Wellington, New Zealand

Nigel Stallard, Ph.D.
University of Reading
East Gate Reading, UK

3. Revised UDP Limit Test

George Alexeeff, Ph.D., D.A.B.T. (Leader)
California Environmental Protection Agency
Sacramento, CA

Robert Condon, Ph.D.
Consulting Biostatician
Myersville, MD

A.A.J. van lersel, Ph.D.

RIVM-Institute’s Centre for Alternatives to
Animal Testing

National Institute for Public Health and the
Environment

Roosendaal, The Netherlands

4. UDP Supplemental Test for Slope/
Confidence Limits

Robert Scala, Ph.D., D.A.B.T., D.A.T.S.
(Leader)

Toxicology Consultant

Tucson, AZ

Philip Botham, Ph.D.
Zeneca Ltd.
Cheshire, UK

Wyman Dorough, Ph.D.
Mississippi State University
Starkville, MS

Nancy Fluornoy, Ph.D.
American University
Washington, DC

Charles Hastings, Ph.D., D.A.B.T.
BASF Corporation
Research Triangle Park, NC



Acknowledgements

Up-and-Down Procedure Peer Panel Report

Acknowledgements

The following individuals developed the revised test method protocol and supporting
documentation for the Up-and-Down Procedure. Those marked with an astrisk (*) were
members of the UDP Technical Task Force:

*Dr. Greg Carr
Proctor & Gamble Company

Mr. Wolfgang Diener

Federal Institute for Health Protection of
Consumers and Veterinary Medicine
(BgvV)

*Mr. David Farrar
U.S. EPA

*Dr. Michael Green
CPSC

*Dr. Kailash Gupta
CPSC

Dr. Elwood F. Hill
Patuxent Environmental Science Center

*Dr. Timothy Barry
U.S. EPA

Dr. Gregory Kedderis
CHT

*Dr. Elizabeth Margosches
U.S. EPA

*Mr. John Redden
U.S. EPA

*Dr. Deborah McCall
U.S. EPA

*Mr. William Meyer
U.S. EPA

Dr. Cheryl Mugford
CHT

Dr. Harold Podall
U.S. EPA

Dr. Carrie Rabe
Clement International Corporation

*Dr. Amy Rispin (Leader)
U.S. EPA

Dr. Sharon Segel
Clement International Corporation

*Dr. Katherine Stitzel
Proctor & Gamble Company

Mrs. Anne Whitehead
University of Reading



Up-and-Down Procedure Peer Panel Report

Acknowledgements

The following individuals are acknowledged for their contribution to the Revised Up-and-Down
Procedure review process:

Interagency Coordinating Committee on the Validation of Alternative Methods (ICCVAM)
Acute Toxicity Working Group (ATWG)

Agency for Toxic Substances and
Disease Registry (ATSDR)

Dr. John Wheeler

Consumer Product Safety Commission
(CPSC)

Dr. Marilyn Wind, Director
Dr. Kailash Gupta
Dr. Susan Aitken

Department of Defense (DOD)

Dr. Harry Salem

Department of Transportation (DOT)
Dr. George Cushmac
Food and Drug Administration (FDA)

Dr. Nakissa Sadrieh

Dr. Antonia Mattia

Dr. Patrick G. Swann
Ms. Suzanne Fitzpatrick

National Cancer Institute (NCI)

Dr. Victor A. Fung

Xi

National Institute of Environmental
Health Sciences (NIEHS)

Dr. William S. Stokes (Co-Chair)
Dr. Rajendra Chhabra

National Institute for Occupational
Safety and Health (NIOSH)

Dr. Joe Antonini
Dr. Surender Ahir

U.S. Environmental Protection Agency
(U.S. EPA)

Dr. Richard Hill (Co-Chair)
Dr. Angela Auletta

Dr. Byron Backus

Dr. Diane Beal

Mr. David Farrar

Dr. Roger Gardner

Dr. Bentley Gregg

Dr. Karen Hamernik

Dr. Masih Hashim

Ms. Marianne Lewis

Dr. Elizabeth Margosches
Dr. Jeanie McAndrew
Dr. Debbie McCall

Dr. Mark Perry

Dr. John Redden

Dr. Daniel Rieder

Dr. Amy Rispin

Dr. Roy Sjoblad



Acknowledgements Up-and-Down Procedure Peer Panel Report

Interagency Coordinating Committee on the Validation

of Alternative Methods (ICCVAM)
Designated Agency Representatives

Agency for Toxic Substances and Disease Registry Center for Devices and Radiological
*William Cibulas, Ph.D Health
aMoiz Mumtaz, Ph.D. Raju Kammula., D.V.M., Ph.D., D.A.B.T.
Melvin E. Stratmeyer, Ph.D.
Consumer Product Safety Commission Center for Biologics Evaluation and
*Marilyn L. Wind, Ph.D. Research
Susan Aitken, Ph.D. Anne M. Pilaro, Ph.D.
Kailash C. Gupta, Ph.D. Martin D. Green, Ph.D.
Patricia Bittner Center for Food Safety and Nutrition
David G. Hattan, Ph.D.
Department of Agriculture Center for Veterinary Medicine
*Jodie Kulpa, D.V.M. Devaraya Jagannath, Ph.D.
aElizabeth Goldentyer, D.V.M. Louis T. Mulligan, D.V.M.
National Center for Toxicological
Department of Defense Research
*Robert E. Foster' Ph.D. William T. A"aben, Ph.D.
aPatty Boll Martha M. Moore, Ph.D.
Harry Salem, Ph.D. Office of Regulatory Affairs
John M. Frazier, Ph.D. Atin R. Datta, Ph.D.
Department of Energy National Cancer Institute
*Marvin E. Frazier, Ph.D. *David G. Longfellow, Ph.D.
aMarvin Stodolsky, Ph.D. QAlan Poland, Ph.D.
Department of the Interior National Institute of Environmental Health Sciences
*Barnett A. Rattner, Ph.D. *William S. Stokes, D.V.M., D.A.C.L.A.M.
aSarah Gerould, Ph.D. (Co-Chair)
aJohn R. Bucher, Ph.D., D.A.B.T.
Department of Transportation Rajendra S. Chhabra, Ph.D., D.A.B.T
*George Cushmac, Ph.D. Jerrold J. Heindel, Ph.D.

aSteve Hwang, Ph.D.
National Institute for Occupational Safety and

Environmental Protection Agency Health
*Vanessa Vu, Ph.D. *Paul Nicolaysen, V.M.D.
Office of Pollution Prevention and Toxics aDouglas Sharpnack, D.V.M., M.S., D.A.C.V.P.
Richard N. Hill, M.D., Ph.D. (Co-Chair)
Angela Auletta, Ph.D National Institutes of Health
Office of Pesticides Programs *Margaret D. Snyder, Ph.D.
Karen Hamernik, Ph.D. aNelson Garnett, D.V.M., D.A.C.L.A.M.
Office of Research and Development
Harold Zenick, Ph.D. National Library of Medicine
Suzanne McMaster, Ph.D. *Vera Hudson, M.S.
OECD Test Guidelines Program (Jeanne Goshorn, M.S.

Maurice Zeeman, Ph.D.
Occupational Safety and Health Administration
Food and Drug Administration *Surender Ahir, Ph.D.
*Leonard M. Schechtman, Ph.D.
aSuzanne C. Fitzpatrick, Ph.D., D.A.B.T.
Center for Drug Evaluation and Research
Joseph J. DeGeorge, Ph.D.
Abby C. Jacobs, Ph.D.

* Principal Agency Representative
a Alternate Principal Agency Representative

Xii



Up-and-Down Procedure Peer Panel Report Acknowledgements

National Toxicology Program (NTP)
Interagency Center for the Evaluation of Alternative Toxicological Methods (NICEATM)

Mr. Brad Blackard Ms. Christina Inhof
ILS, Inc. ILS, Inc.

Ms. Sue Brenzel Ms. Linda Litchfield
ILS, Inc. ILS, Inc.

Ms. Bonnie Carson Dr. Barry Margolin
ILS, Inc. UNC-Chapel Hill

Dr. Finis Cavender Ms. Debbie McCarley
ILS, Inc. NIEHS

Ms. Loretta Frye Dr. William S. Stokes, Director
NIEHS NIEHS

Dr. Thomas Goldsworthy Dr. Raymond Tice

ILS, Inc. ILS, Inc.

Xiii



Acknowledgements Up-and-Down Procedure Peer Panel Report

Xiv



Up-and-Down Procedure Peer Panel Report Appendix F

APPENDIX F

Up-and-Down Procedure
Revised Background Review Document (BRD)

October 31, 2001

Note: The April 2000 Background Review Document (BRD) was reviewed by the Peer Review
Panel at the July 25, 2000 Panel meeting. This document was subsequently revised in
accordance with the Panel’s discussions, recommendations, and conclusions. To maintain
continuity between the two BRDs, the designation for each appendix cited in the original BRD as
well as the designation used in the UDP Peer Panel Report are provided. This revised BRD
does not include information provided to the UDP Peer Panel for their August 21, 2001

deliberations.
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EXECUTIVE SUMMARY

Introduction: The acute oral toxicity test is a fundamental component in defining the toxicity of a test
material for hazard classification and labeling purposes. There are two types of acute oral tests: a) those
that identify a dose range in which the median lethal dose (LD50) falls, and b) those that determine a
point estimate of the median lethal dose of the material. In tests that estimate the LD50, if sufficient data
are available, an estimate of the slope of the dose-response curve and confidence interval can also be
determined. In 1981, the Organization of Economic Co-operation and Development (OECD) adopted a
test guideline (TG 401) for acute oral toxicity that estimated the LD50 and in many cases, the slope and
confidence interval. TG 401 has become the traditional acute oral toxicity test. TG 401 was revised in
1987 to utilize three dose groups of five rats of one sex with confirmation in the other sex using one
group of five rats. This resulted in reduced animal use from 50 or more in the 1981 version to 20 in the
1987 version.

Since 1987, OECD has adopted three additional acute oral toxicity tests, one of which is the up-and-down
procedure (UDP) in 1998. With the new test guidelines adopted, OECD is considering a proposal to
delete TG 401. Of the three alternative tests, the UDP is the only test providing a point estimate of the
LD50 and does this rather efficiently for many chemicals by only using six or seven animals. However,
the UDP does not provide an estimate of the slope of the dose-response curve and confidence interval.
With TG 401 to be deleted, there would be no method available to regulatory agencies that provided an
estimate of slope and confidence interval. In addition, the global harmonization of the classification
scheme has resulted in the need to revise the Fixed-Dose Procedure (FDP) and the Acute Toxic Class
Method (ATCM). As a result, OECD agreed to revise all three alternative methods. The U.S.
Environmental Protection Agency (EPA) agreed to revise the UDP to include a procedure that would
provide slope and corresponding confidence interval estimates. The UDP described in this document has
been revised to include: a) a modified up-and-down procedure with improved performance; b) a modified
Limit Test utilizing only females and providing a limit dose of 5000 mg/kg for specific regulatory
purposes; and c) an added supplemental test for determining the slope and confidence interval.

Test Method Protocol: The Revised UDP has three tests: a) the primary test to estimate the LD50; b) a
Limit Test allowing testing at 5000 mg/kg for specific regulatory purposes; and c) the added supplemental
test to estimate the slope and confidence interval. In the primary test, one animal is dosed at 175 mg/kg
and observed for 14 days. If the animal is alive at 48 hours, a second animal is dosed at a 0.5 log higher
dose. If the first animal dies, then the second animal is dosed at a 0.5 log lower dose. Dosing stops when
the stopping criteria are satisfied. In the Limit Test, one animal is dosed at 2000/5000 mg/kg. If the
animal dies, the primary test is conducted. If the animal lives, two more are dosed at the limit dose. If
they both live, the Limit Test is satisfied because three animals have survived at the limit dose. If one or
both of the two animals die, then two more are tested at the limit dose. If a total of three animals live, the
Limit Test is satisfied. If three animals die, the primary test is conducted. In the supplemental test, three
up and down tests (runs) are started at slightly differing doses below the LD50. Dosing continues in each
run until an animal dies.

Characterization of the Materials Used: There have been three validation studies of the UDP. A total of
25 chemicals were tested in which data using the UDP were compared to data generated using TG 401. A
wide variety of chemicals from a number of chemical classes were tested, which affected different target
organs and exhibited a wide range of LD50s (ranging from 48 to greater than 20,000 mg/kg).

Reference Data: Reference data consisted of acute oral toxicity data generated using TG 401. In two of
the studies, the data for TG 401 and the UDP were generated concurrently in the same laboratory. In the
third study, the chemicals were selected from published data from a validation study of ATCM. The data
were generated in compliance with national or international GLP guidelines.
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In Vivo Test Method Data and Results: Although the UDP was not adopted at the time, the protocol used
a default starting dose of 100 mg/kg, a dose spacing factor of 1.3, and a stopping rule of testing four
animals after the first reversal.

Computer Simulation Validation of Revised UDP: A statistical procedure involving 1000 to 5000
computer simulations examined many permutations of testing conditions and the range of results provided
insight into the factors affecting the slope. These simulations allowed the determination of the
recommended starting dose, the dose spacing factor, and the stopping rules.

In Vivo Test Method Performance Assessment: For the three validation studies, the absolute ratio of the
LD50 from TG 401 studies to the LD50 from UDP studies average 1.76, well within expected variability.
If one apparent outlier is eliminated, the ratio becomes 1.28. The one exception was for mercuric
chloride.

Computer Simulation Performance Assessment: Simulations have resulted in changing the starting dose,
the dose spacing factor, and stopping rules. The default starting dose was increased from 100 mg/kg to
175 mg/kg as a compromise between the possibility of severe toxicity and starting too far from the LD50.
The dose spacing factor was changed to 3.2 to allow the investigator to move more quickly toward the
LD50 if the starting dose was far from the LD50 and to better estimate the LD50 for chemicals with a
shallow slope. The stopping criteria include maximum likelihood ratios and allow a more accurate
estimate of the LD50 without utilizing too many animals.

Test Method Reliability: There are no known in vivo data on the reliability of the Revised UDP. A
number of inter- and intra-laboratory validation studies were conducted prior to 1981. Considering the
extremes in testing conditions, it is remarkable that the LD50 varied by no more than a factor of 2 to 3.
These studies showed the need to standardize the protocol for toxicity methods. Under standardized
protocols, the variability was greatly reduced. In the three validation studies, the absolute ratio of the
LD50 for the UDP data and TG 401 data was 1.76. When mercuric chloride was not considered, the ratio
was 1.28. These ratios are well within the expected reliability factor of three.

Test Method Data Quality: The data for the three validation studies were generated under applicable
GLPs and no discrepancies were noted that altered the general conclusions of the study reports.

Other Scientific Reports and Reviews: No other published UDP data in mammals are available.
Unpublished data in birds dosed two at a time results in using large numbers of animals. Consideration
was given to the moving-average method for estimating the slope and confidence interval.

Animal Welfare Considerations: There was a clear reduction in incidence of pain and suffering in animals
in the UDP study compared to TG 401 animals. The UDP reduced animal usage by 77% compared to
animal usage in TG 401 studies. The Revised UDP emphasizes the utilization of humane endpoints and
the handling of moribund animals. Although it has been suggested that cytotoxicity tests replace acute
oral testing in animals, in vitro cytotoxicity tests have not been validated as replacement tests.

Other Practical Considerations: Gender differential sensitivity, equipment, and training were addressed.
Based on studies that display sex differences in sensitivity, the female is considered more sensitivity and
will be used except when known male sensitivity dictates otherwise. To conduct Revised UDP studies,
laboratories will need a computer and access to readily available commercial software. Software may be
made available on the OECD and EPA websites. The technical staff will need to be familiar with humane
endpoints and the handling of moribund animals. In addition, they will need to be able to use the
computer to conduct the studies properly to evaluate stopping rule criteria as well as the LD50 and slope
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estimates. The Revised UDP will take at least two weeks to complete dosing and therefore at least four
weeks to complete the study. Although there will be fewer animals to observe at any given time, the cost
of the study may increase because of the extended time to conduct the study.
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1.0 Introduction and Rationale of the Revised UDP
1.1 Introduction
1.1.1 Human Poisonings

Acute exposure to poisonous substances is a common occurrence. For example, in the United States,
based on data for 1998 from the Toxic Exposure Surveillance System (65 Poison Control Centers serving
257.5 million people), a total of 2,241,082 human exposures were reported resulting in 8.7 exposures per
1000 people. Of these exposures, 775 fatalities were reported with the highest incidence (432, 56%) in
persons between 20 and 49 years of age. Of these totals, 1,749,792 exposures (78%) and 638 fatalities
(82%) were via oral ingestion. Of the total exposures, 86,289 (3.9%) were to pesticides while the highest
incidence of exposure was to cleaning substances (229,500; 10.2%). Insecticides accounted for only 16
deaths (2.1%) compared to 246 (32%) following ingestion of analgesics.

1.1.2  Acute Toxicity Testing

The purpose of acute toxicity testing is to identify and categorize those chemical substance (hereafter
referred to as substances) that pose a potential hazard to humans and other species. Historically, in
determining the acute toxicity of a substance, one of the first tests to be conducted has been an acute oral
toxicity test designed to estimate an acute oral LD50. The LD50, or median lethal dose, is the dose
expected to kill 50% of the test population. The test animal of choice for acute lethality testing has been
the rat, although acute oral LD50 values have been calculated for mice and other mammalian species.
Birds, fish, and other species have been used for ecological considerations. The classical method for
estimating the LD50 has been to orally dose individual animals, in groups of five to ten per sex, with
varying concentrations of the test substance and to subsequently observe whether the animal lived or died
over a defined period of time (generally 14 days). The calculation of the LD50 is derived from the dose-
response curve for lethality. The confidence limits of the LD50 and an estimate of the slope of the dose-
response curve can be calculated under two conditions: (1) when there are at least two doses in which at
least one, but not all, of the animals are killed, or (2) if the dose range for surviving animals overlaps
sufficiently the dose range for animals that die.*

A procedure for calculating the oral LD50 was first described by Trevan in 1927. This approach has been
used as a benchmark for comparing the acute toxicity of substances and relating their toxicity to human
health. Inspection of oral LD50 data in large databases (e.g., the Registry of Toxic Effects of Chemical
Substances [RTECS], the International Uniform ChemicaL Information Database [IUCLID]) indicates
that multiple values obtained for the same test substance in the same species can be quite variable.
However, much of these data were generated using experimental conditions varying widely with respect
to strain, sex, age, husbandry, and health status of the animals. As regulatory agencies began to require

! Slope (of the dose-response curve) has been defined by the U.S. EPA and the OECD as a value related to the angle at

which the dose-response curve rises from the dose axis. In the case of probit analysis, when responses are analyzed on a probit
scale against dose on a log scale, this curve will be a straight line and the slope is the reciprocal of sigma, the standard deviation
of the underlying test subject tolerances, which are assumed to be normally distributed.

The U.S. EPA defines probit as an abbreviation for the term “probability integral transformation” and a probit dose-
response model permits a standard normal distribution of expected responses (i.e., one centered to its mean and scaled to its
standard deviation, sigma) to doses (typically in a logarithmic scale) to be analyzed as if it were a straight line with slope the
reciprocal of sigma. A standard normal lethality distribution is symmetric; hence, its mean is also its true LD50 or median
response.

Further, the U.S. EPA defines sigma as the standard deviation of a log normal curve describing the range of tolerances
of test subjects to the chemical (where a subject is expected capable of responding if the chemical dose exceeds the subject’s
tolerance). The estimated sigma provides an estimate of the variation among test animals in response to a full range of doses.
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acute oral toxicity data, it became evident that a standardized protocol(s) must be used if data for test
substances are to be valid and useful.

The U.S. Environmental Protection Agency (EPA) published test guidelines for acute toxicity in October
1982 as part of Subdivision F of the Pesticide Assessment Guidelines for the Office of Pesticides and in
September 1985 as part of 40 CFR part 797 for the Office of Toxic Substances. Since publication of the
guidelines, the results of more than 15,000 acute oral toxicity tests have been submitted for consideration to
the U.S. EPA’s Office of Pesticides. Similarly, the Consumer Product Safety Commission (CPSC) utilizes
acute oral toxicity in regulating commercial products in the United States (16 CFR Part 1500; original BRD
Appendix E, currently Appendix Q-1). In contrast, the Food and Drug Administration (FDA) does not
require this type of acute toxicity testing for drugs.

1.1.3 The Traditional LD50 Test

The LD50 method was further standardized in 1981 by the international acceptance among the member
countries of the Organisation for Economic Co-operation and Development (OECD) of Test Guideline
(TG) 401. In this test, the test substance is typically administered by oral gavage to fasted young adult
animals (five animals per sex). The guideline calls for a minimum of three dose levels in the toxic/lethal
range; generally, however, the test typically included at least five dose levels to ensure adequate data for
calculating an LD50. For test substances with no information regarding their potential for acute oral
toxicity, a range-finding or sighting study of up to five animals could be conducted to identify the range
of lethal doses. In such situations, at least 30 animals per sex are utilized in each test.

Generally, to minimize study duration and variation in dosing solutions, all dose groups are treated
simultaneously. The animals are observed periodically during the first 24 hours with special attention
given during the first four hours, then at least once a day for 14 days or until they recover. Clinical signs,
including time of onset, duration, severity, and reversibility of toxic manifestations, are recorded at each
observation period. Body weights are determined pre-treatment, weekly thereafter, and at the death of the
animals or termination of the study. All surviving animals are humanely killed at 14 days or after
recovery, whichever is earlier. Gross necropsies are conducted on all animals in the study. The goal of
the test is to have at least two groups for each sex in which at least one, but not all, animals are Killed by
the test substance. If this circumstance occurs, the slope of the dose-response curve and confidence
interval can be calculated using probit analysis. A Limit Test, which involves the dosing of five animals
of each sex at 5000 mg/kg, is used for substances with low toxicity. If, for each ex, no more than two
animals die, then the LD50 for that sex is considered to be greater than 5000 mg/kg. Variation in the
results due to inter-animal variability, intra- and inter-laboratory variability, and to differences in strain,
sex, estrus cycle, and species have been characterized. Based on intra- and inter-laboratory testing, the
point estimate of the LD50 appears to be reliable within a factor of two or three (Griffith, 1964; Weil et
al., 1966; Weil and Wright, 1967). If appropriate data are obtained, OECD TG 401 can provide the
LD50, the slope, the confidence interval, and the hazard classification.

In 1987, in response to concerns about the numbers of animals used in LD50 testing, OECD TG 401 was
revised to require only one sex with confirmation in the other sex at one dose level only (OECD, 1987)
(original BRD Appendix A, final report Appendix I). This revision reduced the minimum number of
animals required for each test from 50 to 60 to between 25 and 30. Also, in the 1987 version of OECD
TG 401, the number of animals for the Limit Test was reduced to five animals of a single sex dosed at
2000 mg/kg.

Additional efforts have been made to reduce the number of animals used while maintaining the accuracy

of the method for assessing the acute toxicity of a test substance. These alternative approaches do not
involve a change in the treatment of the animals or in the endpoints examined. Since 1987, OECD has
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approved three additional acute oral toxicity test guidelines that reduce animal use: TG 420 (the Fixed-
Dose Procedure; FDP) in July 1992 (OECD, 1992); TG 423 (the Acute Toxic Class Method, ATCM) in
March 1996 (OECD, 1996); and TG 425 (the UDP) in October 1998 (OECD, 1998). OECD TG 420 and
TG 423 do not provide a point estimate of the LD50, but do provide a dose range in which the LD50 is
expected to occur.

114 The UDP (OECD TG 425)

The UDP, a sequential test method, was first described by Bruce (1985). Three validation studies have
been conducted to evaluate the ability of the UDP to estimate the LD50 when compared to the traditional
LD50 method described in OECD TG 401 (Bruce, 1987; Bonnyns et al., 1988; Yam et al., 1991). Based
on these studies and other considerations, in 1998, the OECD adopted the UDP (TG 425) as an acute oral
toxicity test. The 1998 OECD TG 425 entitled “Acute Oral Toxicity: Up-And-Down Procedure” is
provided in Appendix H of this final report (original BRD Appendix A).

In this test, one animal (usually a female) is dosed at the best estimate of the LD50, with 200 or 500
mg/kg suggested as a default-starting dose level if no toxicity information is available. If the animal dies
or is moribund within 24 hours of dosing, a second animal is dosed at a lower dose level. If feasible, a
dose-spacing factor of 1.3 is used, but other dose-spacing factors may be used if justified. If the first
animal survives, a second animal is dosed at an appropriate higher dose level. Dosing continues until four
animals are dosed after the first reversal (minimum of 6 animals). Information from one sex may be
adequate to assess acute toxicity. However, if desirable, comparability of response in the other sex can be
evaluated by administering to generally not more than three animals, dose levels around the estimated
LD50. In the Limit Test, if the first animal dosed at 2000 mg/kg survives, the second animal is treated
with the same dose level. When three animals have survived at the limit dose level, three animals of the
opposite sex are dosed at the same dose level to verify the absence of acute toxicity. If all animals
survive, then the LD50 is considered to be greater than 2000 mg/kg. The UDP employs a parameterized
maximum likelihood method to estimate the LD50, which is used to identify the toxic class of the
substance for labeling purposes (see U.S. EPA Document 4; original BRD Appendix C, final report
Appendix J-3).

At the March 1999 OECD Expert Meeting (Washington, DC, U.S.), it was recognized that there were
strengths and weakness in each of the acute oral toxicity tests (OECD TG 401, TG 420, TG 423, TG 425).
Although acute toxicity information is used primarily to classify and label substances, some authorities
also use acute toxicity test results to perform various risk assessment functions, including a determination
of confidence interval and slope to make risk projections at the low end of the dose-response curve.
Among the acute toxicity tests, only OECD TG 401 provided the ability to measure risk assessment
parameters and OECD had decided to phase out this guideline. In recognition of the concerns identified
at this meeting, it was decided that the alternative test guidelines to OECD TG 401 required revision. As
part of the revision process, authorities revising the guidelines were charged with incorporating a number
of considerations, including: (1) restricting the test to females only; (2) incorporating the new globally
harmonized classification scheme (OECD, 1998); (3) adding an optional range-finding assay; (4)
incorporating an ability to evaluate toxicity in the range of LD50 values of 2000 to 5000 mg/kg body
weight; and (5) changing the test design to improve the operating characteristics of the method when the
approximate LD50 is unknown or for substances with a low dose-response slope. In the case of OECD
TG 425, the U.S. EPA was asked also to add a procedure for estimating the slope of the dose-response
curve (the slope of the dose-response curve defines the confidence interval for the LD50) (see U.S. EPA
Document 12; original BRD Appendix C, final report Appendix O). Other major motivations for
revising the UDP were:

1. computer simulations had revealed that the UDP was biased towards the starting dose level for

test substances with a shallow slope; and
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2. the UDP could require significantly more animals per test if the starting dose level was far from
the LD50.

Computer simulations were performed to evaluate the performance of the UDP as described in OECD TG
425 and to determine appropriate changes to optimize the method’s performance without actually testing
animals in the laboratory. Efforts to revise the UDP proceeded along two lines:

1. To revise the single-sequence version of the UDP to improve its performance when the
approximate LD50 and dose-response slope are not known or for substances with wide variability
of response, and to allow for lethality to be evaluated in the 2000 to 5000 mg/kg range for certain
hazard classification purposes.

2. To provide a multi-sequence test method that can simultaneously address the issues in #1, while
also providing the confidence interval and slope. This method would allow for both hazard
classification and risk assessment needs.

1.1.5 The Regulatory Need for Slope and LD50 Confidence Intervals

The regulatory need for slope and confidence limits is based on the requirements of ecological risk
assessment. In assessing the risk of pesticides to nontarget organisms, the U.S. EPA compares toxicity
information with the expected environmental concentration and subsequently determines the likelihood
that nontarget organisms will be exposed. When lethality is the toxic effect of concern, the results of
acute toxicity testing are used. Laboratory data on the rat are used as surrogate information for naturally
occurring populations of terrestrial animals. For assessment of hazard to other nontarget species, the U.S.
EPA receives data on aquatic and avian species. Acute toxicity data used include the LD50 value, the
slope of the dose-response curve, and information on dose effects. Risk assessment involves comparison
of hazard and exposure to characterize risk. Risk assessments are performed to determine the existence of
a population loss potential from the use of pesticides in the environment. In addition, the U.S.
Endangered Species Act mandates that the U.S. EPA assess the potential for individual deaths of listed
species due to use of pesticides.

1.1.5.1 Range of Data Available

Data available at the time of registration or reregistration of a pesticide consist of laboratory studies of
toxicity and environmental fate. In addition, pesticide registrants submit small plot field studies of
pesticide behavior in the environment. Effects in nontarget organisms are characterized primarily by
using single-species laboratory toxicity tests, which yield dose-response curves of lethality and effect.
This information can be augmented by data on effects of the substance in other nontarget species.
Exposure estimates can be based on laboratory studies and any available monitoring data. Computer
modeling can be used to generate distributions of expected environmental concentrations.

1.1.5.2 Use of Point Estimates

Preliminary risk assessments involve comparison of point estimates of toxic effects with point estimates
of exposure (i.e., the most probable expected exposure). For acute toxicity to terrestrial vertebrates, for
example, the expected environmental exposure can be compared at 20% of the LD50 as a regulatory
threshold. The value of 20% LD50 has been traditionally used to initiate regulatory action in the pesticide
program and is based on the presumption that significant lethality will not occur at concentrations below
this level of toxicity. However, the slopes of dose-response curves for acute toxicity of the various
pesticides must be considered in examining the validity of the assumption of negligible lethality at
environmental concentrations less than or equal to 20% of the LD50. Examination of slopes for acute
toxicity has shown that the criterion of 20% LD50 may be insufficiently protective for some substances,
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while for others it is a worst case value and may be overly conservative. Thus, slope values of LD50 are
just as important as the point estimates of lethality.

1.1.5.3 Monte Carlo and Other Probabilistic Assessment Techniques

In 1996, the U.S. EPA’s Scientific Advisory Panel recommended a number of improvements in the risk
assessment of pesticides, including the use of probabilistic methods. In addition, on May 15, 1997, the
deputy administrator of the U.S. EPA signed a Policy for Use of Probabilistic Analysis in Risk
Assessment, stating that probabilistic techniques would be used in determining ecological risk and would
integrate both stressor and dose-response assessments. Such probabilistic analysis techniques are to be
part of a tiered approach to risk assessment. This approach would progress from the use of simpler
techniques such as quotient methods to compare point estimates of toxic effects with expected
environmental exposure, to probabilistic methods that involve integration of effects and exposure
distributions. Preliminary risk assessment methods using quotients are extremely useful as a screening
tool to identify pesticides that may be safely used in the environment under conditions that are efficacious
for their intended purpose. However, for pesticides that appear to pose significant risk, the application of
Monte Carlo and other probabilistic techniques allows the analyst to account for the relationship between
stressor and dose-response variables and express this relationship as likelihood of damage. Probabilistic
techniques also provide a framework for expression of variability and uncertainty in risk assessments; in
this way, sensitivity analyses can be performed to determine the relationship of exposure assumptions and
mitigation options to risk.

The Ecological Committee on the Federal Insecticide, Fungicide, and Rodenticide Act (FIFRA) Risk
Assessment Methods (ECOFRAM) is a peer involvement workgroup with a mission to develop
probabilistic methods for pesticide risk assessment. Assessment endpoints, which are meaningful and
attainable, are characterized. ECOFRAM has defined a progression of methods for risk assessment from
quotients of toxicity to exposure, involving point estimates to probabilistic determinations. Initially, toxic
effects are described in terms of the dose-response characteristics of a pesticide in a single test species.
The slope of the dose-response curve accounts for the variance of mortality in that particular species.
Retrospective analysis of toxicity information in birds and mammals has given rise to models and
uncertainty factors which can be used to identify other uncertainty factors to allow for the increased
sensitivity of other species (Luttik and Aldenberg, 1997; Sheehan et al. 1995). As data become available
for additional species, the uncertainty factor is reduced.

Pesticide exposure assessments are based on an array of laboratory and field studies of environmental
fate, which contain details regarding agricultural application rates and frequency of use. Modeling can be
used to predict the range of environmental exposure levels. Monte Carlo simulation techniques are then
used to integrate the dose response and exposure information. The results of risk assessment can be
expressed as a probability of mortality to terrestrial nontarget populations. An estimation of the
proportion of the population with at least a 90%, 75%, or 50% likelihood of dying as a result of pesticide
exposure can be determined. The degree to which the distribution is sensitive to various parameters in the
risk assessment model can also be examined. This aspect allows the effect of mitigation to be evaluated.

As environmental fate prediction is refined, increasing weight is given to the initial model for
characterizing toxic effects of the substance to nontarget species. ECOFRAM suggests establishing
additional test concentrations near the lethal threshold in acute toxicity tests to reduce variability and
improve performance characteristics. In addition, to reduce the uncertainty associated with interspecies
extrapolation, additional species should be tested for lethality. Approximate lethal dose methods, such as
the UDP, are under consideration for this purpose. When acute toxicity studies in rats indicate that a
substance poses significant risk to terrestrial mammals, an additional acute toxicity test may be required
in an appropriate species of naturally occurring terrestrial populations. Similar recommendations were
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made for interspecies extrapolation in avian species as part of a SETAC (Society of Environmental
Toxicology and Analytical Chemistry)-OECD conference in 1994.

1.1.5.4 Endangered Species

Assessment of the potential risks of pesticides to endangered species requires that the probability of the
loss of an individual be carefully assessed. An U.S. EPA agency team systematically assesses site-
specific risk to endangered species using acute toxicity results. Not only is the LD50 value used, but the
slope of the dose-response curve is also taken into consideration. The slope value will help to ensure that
the possibility of adverse effects is carefully considered, rather than rely on a regulatory trigger based on a
fixed fraction of the LD50 value. As noted above, this consideration allows the validity of assumptions of
negligible risk to be tested more precisely.

1.1.6 Revised UDP
1.1.6.1 Dose Progression Factor

The current OECD UDP test guideline calls for sequential dosing with a dose progression factor of 1.3.
Simulations with this progression factor clearly demonstrate that if the starting dose level is not close to
the actual LD50 value for a test substance, many additional animals (as many as 30) might be needed
before an adequate estimate of the LD50 is obtained. In addition, a significant bias toward the starting
dose will be introduced in the results. Inclusion of a dose range-finding study was considered in order to
determine the best initial dose. However, the sequential nature of dose progression in the test design of
the UDP provides results that lead to centering the test doses around the LD50. Therefore, incorporation
of several aspects of range-finding into the basic test was achieved by adjusting the dose spacing.

The use of simulations resulted in optimization of the test performance and increases in its applicability,
by adjusting the size of the dose progression factor to 0.5 log dose (or 3.2 dose). The test should perform
well with this spacing for most situations (i.e., where the slope is equal to or greater than 3.5) and will
result in a more efficient use of animals.

1.1.6.2 Stopping Rule

In simulations, the number of animals needed was found to be dependent on the slope. However, in many
cases, the slope is not known prior to testing and the results of the test fail to provide confidence intervals.
To allow the UDP to be applied to a wide variety of test substances with reasonable reliability, the test
utilizes a flexible stopping rule with criteria based on an index related to the statistical error. For test
substances with higher slopes, the stopping rule will be satisfied with four animals after the first reversal.
Additional animals might be needed for test substances with slopes below 4.

1.1.6.3 Limit Test
A sequential Limit Test has been designed which improves reliability of correct classification when
compared to batch testing. The revised test guideline calls for attainment of three survivals or three

deaths following testing at the limit dose level. In many cases, the test will be complete with three
animals, although four or five animals may be needed in some cases.
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1.1.6.4 Supplemental Test

A multi-sequence test has been developed as an option for determination of slope and confidence
intervals. The option included in the revised guideline calls for use of multiple independent test
sequences. To allow for a wide range of slope values from steep to shallow, combinations of dose
progression factors can be used. To conserve animal usage, dosing for each sequence stops after reversal
of outcome. Testing can be tiered in that results from the basic test can be combined with the outcome of
optional testing for probit calculation of the slope and confidence intervals.

1.1.6.5 Use of a Single Sex

As agreed upon at the OECD’s March 1999 Expert meeting the revised UDP uses a single sex, typically
females. Female rats have a lower relative detoxification capacity for most substances, as measured by
specific activity of phase | and 1l enzymes. Therefore, for test substances that are direct acting in their
toxic mechanism, females would generally be more sensitive. If metabolic activation is required for a
substance’s toxicity, consideration must be given as to whether the preferred sex for testing is the male.
In addition to consideration of metabolic activation and detoxification, all other information should be
evaluated. Information on substance analogues or the results of testing for other toxicological endpoints
of the substance itself can also indicate potential gender differences. If the investigator has reason to
believe that males may be more sensitive than females, then males may be used for testing.

1.2 The Scientific Basis of the Revised UDP

It is generally accepted that the acute oral toxicity in rats and other laboratory species can serve as an
indicator of the potential for acute oral toxicity in humans. Animal studies are never perfect in their
prediction of human effects; the best data for effects in humans are human data. An analysis of the
historical database has demonstrated that the ranking of the LD50 values is similar between laboratory
species and humans. Substances that are not toxic in the rat are often not toxic in humans and substances
that are highly toxic in the rat are often highly toxic in humans. Since human testing for acute lethality is
unethical and illegal, animal bioassays have provided data that are reasonable approximations of the
effects in humans. The revised UDP method permits estimation of an LD50 with a confidence interval
and the results allow a substance to be ranked and classified according to the OECD Globally Harmonised
System for the classification of substances that cause acute toxicity.

The primary test consists of a single ordered dose progression in which animals are dosed, one at a time,
at 48-hour intervals. The first animal receives a dose level a step below the level of the best estimate of
the LD50. If the animal survives, the dose level for the next animal is increased to a default factor of 3.2
times the original dose level; if it dies, the dose level for the next animal is decreased by a similar dose
progression factor. Each animal should be observed carefully for up to 48 hours before making a decision
on whether and how much to dose the next animal--a decision which is based on the 48-hour survival
pattern of all the animals up to that time. A combination of stopping criteria is used to keep the number
of animals low while adjusting the dosing pattern to reduce the effect of a poor starting value or low
slope. Dosing is stopped when one of these criteria is satisfied, at which time an estimate of the LD50
and a confidence interval are calculated for the test based on the status of all the animals at termination.
For most applications, testing will be completed with only 4 animals after initial reversal in animal
outcome. The LD50 is calculated using the method of maximum likelihood.

The Limit Test is a sequential test that uses a maximum of five animals. A test dose of up to 2000 or,

exceptionally, 5000 mg/kg, may be used. The selection of a sequential test plan increases the statistical
power and also has been made to intentionally bias the procedure toward rejection of the limit test for test
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substances with LD50s near the limit dose (i.e., to err on the side of safety). As with any limit test
protocol, the probability of correctly classifying a compound will decrease as the actual LD50 more
nearly resembles the limit dose. Figure 1-1 shows a flowchart schematic for the UDP Limit Test
procedure.
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Figure 1-1. Flowchart Schematic for the UDP Limit Test Procedure,
using 2000 mg/kg as the Limit Dose
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13 Intended Regulatory Uses of the Revised UDP

The regulatory basis for the Revised UDP is the need to identify the toxic effects of a given test substance
as part of a safety evaluation for potentially exposed humans. Acute toxicity testing provides information
on the health hazards likely to arise from short-term exposure and is typically an initial step in the
evaluation of the toxic characteristics of a chemical substance. Data from acute studies may serve many
different roles, such as to:
- provide a basis for hazard classification and labeling

establish dosing levels for repeated-dose toxicity studies

generate information on affected organs

give clues as to the mode of toxic action

aid in the diagnosis and treatment of toxic reactions

provide information for comparison of toxicity and dose response among members of chemical

classes

help standardize biological products

serve as a standard for evaluating alternatives to the animal test

help judge the consequences of exposures in the workplace, at home, and on accidental release

The Revised UDP will replace the current regulations on acute oral toxicity testing for the CPSC, the U.S.
EPA, and the U.S. Department of Transportation (DOT). The Revised UDP will specifically provide the
following:
1. Point Estimate of Lethality for Classification:
> classification of pure substances - CPSC, DOT, Occupational Safety and Health
Administration (OSHA)

> classification of mixtures - CPSC, DOT, OSHA

» classification of pesticide active ingredients and formulations - U.S. EPA

» characterization of inerts in pesticide formulations — U.S. EPA

2. Range Estimate of Lethality for Classification:

» classification of pure substances - CPSC, DOT, OSHA
» classification of pesticide formulations — U.S. EPA

3. Risk Assessment (Slope, Confidence Intervals, Dose-Effect)
» human health assessment, pure substances and mixtures - CPSC, OSHA,; and pesticides —
U.S. EPA
» environmental assessment of pesticides — U.S. EPA

4. Limit Dose at 5000 mg/kg:

> Pesticides, safer chemical policy/incentives, biological agents — U.S. EPA
» consumer products - CPSC

Because the Revised UDP provides an estimate of the slope of the dose-response curve and the
confidence interval for the LD50, the data can also be used for risk assessment purposes and probabilistic
modeling.

1.4 Currently Accepted Acute Oral Toxicity Test Methods

Should the Revised UDP be adopted by the OECD, it is expected that U.S. Federal agencies requiring
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acute toxicity data as generated by OECD TG 401 will accept the UDP as the alternative acute oral
toxicity test. Guidelines and regulations for acute oral toxicity are shown in Table 1-1. The current
guidelines of U.S. Federal agencies for acute oral testing are:

1. Under the Federal Hazardous Substances Act, the CPSC requires testing of groups of 10 rats
weighing between 200 and 300 g at doses between 50 and 5000 mg/kg followed by a 14-day
observation period to obtain an LD50 (16 CFR 1500; original BRD Appendix E, final report
Appendix Q-1). OECD TG 401 is an accepted test method. For the Limit Test, a group of
10 rats is dosed at 5000 mg/kg and observed for 14 days.

2. Under FIFRA, the U.S. EPA requires the testing of rats weighing between 200 and 300 g at
doses between 5 and 5000 mg/kg followed by a 14-day observation period (40 CFR 152;
original BRD Appendix E, final report Appendix Q-3). OECD TG 401 and TG 425 are
accepted test methods.

3. Under FIFRA, the U.S. EPA requires the identification of the range of the acute oral LD50s
by testing rats weighing between 200 and 300 g followed by a 14-day observation period (40
CFR 156; original BRD Appendix E, final report Appendix Q-4). OECD TG 401, TG 420,
TG 423, and TG 425 are accepted test methods.

4. Under FIFRA, the U.S. EPA requires acute oral testing of chemicals and products which may
become a residue in food and nonfood crops (40 CFR 158; original BRD Appendix E, final
report Appendix Q-5). OECD TG 401 and TG 425 are accepted test methods.

5. Under the Toxic Substances Control Act (TSCA), the U.S. EPA requires acute oral toxicity
data for chemicals proposed for a significant new use (40 CFR 721; original BRD Appendix
E, final report Appendix Q-6). OECD TG 401 and TG 425 are accepted test methods.

6. The U.S. DOT and its 11 administrations require the identification of the range of the acute
oral LD50s by testing in young adult rats (49 CFR 173; original BRD Appendix E, final
report Appendix Q-7). OECD TG 401, TG 420, TG 423, and TG 425 are accepted test
methods.

For the U.S. EPA OPP, the LD50 for a test substance may be obtained using several methods including,
(1) OECD TG 401 in which three groups of five female rats, 8 to 12 weeks of age, receive a single oral
dose of the test substance and are observed for 14 days with a single confirming dose given to five male
rats; (2) a conventional LD50 test in which several groups of five male and five female rats are given a
single oral dose of the test substance and are observed for 14 days, with the selected dose levels based on
a range-finding study, and (3) the UDP method can be used, but requires the submission of an acceptable
protocol (e.g., OECD TG 425). In addition, a Limit Test may be conducted for a group of five male and
five female rats given a single oral dose of 2000 or 5000 mg/kg and observed for 14 days.
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Appendix F

Table 1-1 Guidelines and Regulations for Acute Oral Toxicity
AGENCY
OR GUIDELINES AND COMMENTS

ORGANIZATION

REGULATIONS!

Consumer Product
Safety Commission
(CPSC)

16CFR1500
Hazardous Substances
and Articles:
Administration and
Enforcement

§1500.3 Definitions

The CPSC, as mandated under the Federal Hazardous
Substances Control Act, requires acute oral toxicity and other
testing be conducted on chemicals in commerce. The purpose is
to provide adequate labeling and warning to consumers of goods
that are hazardous via oral, dermal, or inhalation during
purposeful or accidental exposure.

A single oral dose in rats followed by a 14-day observation
period, for classification purposes.

U.S. Department of
Transportation
(U.S. DOT)

49CFR173
Shippers — General
Requirements for
Shipments and
Packaging

§173.132 Definitions
§173.133 Assignment
of packing group and
hazardous zones for
Division 6.1 materials

The DOT, in compliance with Hazardous Materials Regulations,
outlines the requirements to be observed in preparing hazardous
materials for shipment by air, highway, rail, or water, or any
combination thereof. These regulations are based on the
Recommendations of the United Nations Committee of Experts
on the Transport of Dangerous Goods, the International Civil
Aviation Organization, and the International Maritime
Organization.

Classification based on LD50 for packing requirements.

U.S. Environmental
Protection Agency
(EPA) Office of
Pesticide Programs
(OPP)

40CFR152 Pesticide
Registration and
Classification
Procedures

§152.3 Definitions

§156.10 Labeling
requirements for
Pesticides and Devices

§158.20 Data
Requirements for
Registration

§158.70 Acceptable
protocols

The U. S. EPA is required under the Federal Insecticide,
Fungicide, and Rodenticide Act (FIFRA) to register all
pesticides available for use in the U.S. This section sets forth
the procedures, requirements, and criteria for registration and
reregistration of pesticide products, and regulatory activities
affecting registration. Testing must be in compliance with Good
Laboratory Practices (GLPs) (40 CFR Part 792).

A statistical-derived estimate of the single oral dose level of a
substance causing 50% mortality to the test population under
specified conditions.

The U. S. EPA is required under FIFRA to adequately label all
pesticide products for use in the U.S. Such labeling is primarily
for worker protection and must include information on toxicity,
symptoms, treatment, and recommended personal protective
equipment. Testing must be in compliance with GLPs (40 CFR
Part 792). Classification based on the LD50 for labeling
requirements.

This section specifies the types and amounts of data and
information required by the Agency to make informed decisions
on the risks and benefits of various pesticide products. Testing
must be in compliance with GLPs (40 CFR Part 792). An acute
oral LD50 is part of the minimum data package for registration.

OECD protocols can be used to develop data necessary to data
requirements.

Revised Up-and-Down Procedure Background Review Document

F-17




Appendix F Up-and-Down Procedure Peer Panel Report

U.S. Environmental 40CFR721 Significant | The U. S. EPA requires vendors under the Toxic Substances

Protection Agency new uses of chemical Control Act (TSCA) to conduct acute oral toxicity studies

(U.S. EPA) Office of substances according to harmonized test guidelines (OECD TG 401). A

Pesticide Programs safety evaluation must be conducted for each proposed new use

(OPP) of a chemical substance. Testing must be in compliance with
GLPs (40 CFR Part 792).

U.S. EPA, Office of OPPTS 870.1100 EPA Health Effects Test Guidelines

Pollution Prevention Acute Oral Toxicity http://www.epa.gov/docs/OPPTS Harmonized/870 Health Eff

and Toxic Substances ects Test_Guidelines/Drafts/

(OPPTS)

T Unless otherwise specified in the comments column, guidelines may be accessed via the U.S. Government Printing
Office (GPO) Code of Regulations database http://www.access.gpo.gov/nara/cfr/cfr-table-search.html.

15 Intended Range of Substances Amenable to Testing Using the Revised UDP

Because the method of dosing (i.e., oral gavage) is the same for OECD TG 401 and the Revised UDP,
any class of substances and products that can or have been tested using TG 401 can be tested using the
Revised UDP. The test is designed for substances that can be administered neat (i.e., without dilution) or
in a solvent. The test is not restricted to water-soluble substances. Any solvent or vehicle can be used,
but the solvent or vehicle must not add to or mask the toxicity of the test substance.

2.0 Proposed Protocol for the Revised UDP
2.1 Detailed Protocol and Rationale

OECD adopted the UDP as TG 425 in October 1998 (original BRD Appendix A, final report Appendix
H). The UDP Primary test has now been revised by changing the default starting dose level, the dose-
spacing factor, the time period before the dosing of the next animal, and the stopping criteria. The UDP
Limit Test was changed to utilize females only and to allow, for specific regulatory purposes, a limit dose
level of 5000 mg/kg. In addition, an UDP Supplemental Test has been added to provide the estimation of
the slope of the dose-response curve and the 95% confidence interval of the LD50. The Revised UDP
guideline has been prepared using OECD test guideline format and is entitled, “Acute Oral Toxicity:
Modified Up-and-Down Procedure (Revised UDP)” (see U.S. EPA Document 1B — original BRD
Appendix C, final report Appendix G). A description of the Revised UDP follows; exact wording from
the UDP guideline (version 425N) is set in quotation marks.

2.1.1 Materials, Equipment, and Supplies
2.1.1.1 Selection of animal species

“The preferred rodent species is the rat although other rodent species may be used. In the normal
procedure, female rats are used because literature surveys of conventional LD50 tests show that, although
there is little difference of sensitivity between sexes, in those cases where differences were observed,
females were in general more sensitive. When there is adequate information to infer that males are more
sensitive, they should replace females in the test” (see paragraph 12, Revised UDP, U.S. EPA Document
1B - original BRD Appendix C, final report Appendix G).
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This section has not been altered from that provided in the original UDP.

“Healthy young adult animals should be employed. Littermates should be randomly assigned to treatment
levels. The females should be nulliparous and non-pregnant. At the commencement of the study, the
weight variation of the animals should be minimal and not exceed +20% of the mean weight for each sex.
The test animals should be characterized as to species, strain, source, sex, weight and/or age” (see
paragraph 13, Revised UDP, U.S. EPA Document 1B — original BRD Appendix C, final report
Appendix G).

Because the UDP requires at least 48 hours between the sequential dosing of animals, the +20% variation
rule for body weight may too restrictive. Utilizing animals from the same shipment in a randomized
manner in which dosing may occur over a two to three week period may result in many animals
exceeding this specified weight range, leading to increased animal use and associated costs.

2.1.1.2 Housing and feeding conditions

“The temperature in the experimental animal room should be 22%C (£3%C). Although the relative
humidity should be at least 30% and preferably not exceed 60% other than during room cleaning, the aim
should be 50-60%. Lighting should be artificial, the sequence being 12 hours light and 12 hours dark.
The animals are housed individually. Unlimited supply of conventional rodent laboratory diets and
drinking water should be provided” (see paragraph 14, Revised UDP, U.S. EPA Document 1B - original
BRD Appendix C, final report Appendix G).

This section has not been altered from that provided in the original UDP.

2.1.1.3 Preparation of animals

“The animals are uniquely identified and kept in their cages for at least five days prior to dosing for
acclimatization to the laboratory conditions. During acclimatization the animals should be observed for
ill health. Animals demonstrating signs of spontaneous disease or abnormality prior to the start of the
study are eliminated from the study” (see paragraph 15, Revised UDP, U.S. EPA Document 1B - original
BRD Appendix C, final report Appendix G).

This section has not been altered from that provided in the original UDP.

2.1.1.4 Preparation of doses

“When necessary, the test substance is dissolved or suspended in a suitable vehicle. It is recommended
that, whenever possible, the use of an aqueous solution or suspension be considered first, followed by
consideration of a solution or emulsion in oil (e.g., corn oil) and then by possible solution in other
vehicles. For vehicles other than water, the toxicity of the vehicle must be known. In rodents, the volume
should not normally exceed 1 mL/100 g body weight; however, in the case of aqueous solutions 2
mL/100 g body weight can be considered.” (see paragraph 16, Revised UDP, U.S. EPA Document 1B -
original BRD Appendix C, final report Appendix G).

This section has not been altered from that provided in the original UDP.

2.1.2 Procedure

2.1.2.1 Primary testing using a single-sequence of dosing
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“For selecting the starting dose, all available information should be used, including information on
structure-activity relationships. When the information suggests that mortality is unlikely, a limit test
should be conducted. When there is no information on the substance to be tested, it is recommended that
the starting dose of 175 mg/kg body weight be used. This dose serves to reduce the level of pain and
suffering by starting at a dose level which in most cases will be sublethal. In addition, this dose reduces
the chance that hazard of the chemical will be underestimated” (see paragraph 17, Revised UDP, U.S.
EPA Document 1B - original BRD Appendix C, final report Appendix G).

“For each run, single animals are dosed in sequence usually at 48-hour intervals. However, the time
intervals between dosing should not be fixed rigidly and may be adjusted as appropriate (e.g., in case of
delayed mortality). The first animal is dosed a step below the toxicologist’s best estimate of the LD50. If
no estimate of the chemical’s lethality is available, dosing should be initiated at 175 mg/kg. If the animal
survives, the second animal receives a higher dose. If the first animal dies or appears moribund, the
second animal receives a lower dose. Animals Killed for humane reasons are considered in the same way
as animals that died on test. Dosing should not normally exceed 2000 mg/kg body weight or 5000 mg/kg
body weight as justified by specific regulatory needs” (see paragraph 18, Revised UDP, U.S. EPA
Document 1B - original BRD Appendix C, final report Appendix G).

Prior to conducting the study, the testing laboratory should consider all available information on the test
substance. Such information will include the identity and chemical structure of the substance; its physical
chemical properties; the results of any other in vitro or in vivo toxicity tests on the substance;
toxicological data on structurally related substances or similar mixtures; and the anticipated use(s) of the
substance. This information is useful to determine the relevance of the test for the protection of human
health and the environment, and will help in the selection of an appropriate starting dose.

The UDP suggested a dosing sequence of 24 hours. Since some animals die between 24 and 48 hours
post-dosing and because fasting of the next animal to be dosed typically does not start until at least 24
hours after the treatment of the preceding animal, the dosing sequence in the revised UDP is at least 48
hours.

“Moribund state is characterized by symptoms such as shallow, labored or irregular respiration, muscular
weakness or tremors, absence of voluntary response to external stimuli, cyanosis, and coma. Criteria for
making the decision to humanely Kkill moribund and severely suffering animals are the subject of the
separate OECD Guidance Document on the Recognition, Assessment and Use of Clinical Signs as
Humane Endpoints for Experimental Animals used in Safety Evaluation” (see paragraph 19, Revised
UDP, U.S. EPA Document 1B - original BRD Appendix C, final report Appendix G). The Guidance
Document was provided the original BRD as Appendix B, but is not appended to this final report.

The Revised UDP emphasizes careful cageside and in-hand observations as described in the Guidance
Document.

2.1.2.2 Dose-Spacing Factor and Stopping Rules

“The dose for each successive animal is adjusted up or down, depending on the outcome of the previous
animal. At the outset, if feasible, a slope of the dose response should also be estimated based on all
information available to the toxicologist including structure activity relationships. The dose progression
factor should be chosen to be the antilog of 1/(the estimated slope of the dose-response curve). When
there is no information on the substance to be tested, a dose progression factor of 3.2 is used. Dosing
continues depending on the outcomes of all the animals up to that time. In any event, if 15 animals have
been tested, testing stops. Prior to that, the test is stopped based on the outcome pattern if:
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1) the upper testing bound is reached and 3 consecutive animals survive at that bound or if the lower
bound is reached and 3 consecutive animals die at that bound, or

2) the next animal to be tested would be the 7" and each surviving animal to this point has been
followed by a death and vice versa (i.e., 5 reversals occur in 6 animals started), otherwise;

3) evaluation whether testing stops or continues is based on whether a certain stopping criterion is
met: Starting following the fourth animal after the first reversal (which may be as early as the
decision about the seventh animal), three measures of test progress are compared via two ratios.
If the first measure is at least two-and-one-half times both of the other measures (i.e., both ratios
are 2.5), testing is stopped.

For a wide variety of combinations of LD50 and slopes as low as 2.5, the stopping rule will be
satisfied with four to six additional animals, with fortuitously well-placed tests using even fewer.
However, for chemicals with shallow dose-response slope (large variance), more animals may be
needed. If animal tolerances to the chemical are expected to be highly variable (i.e., slopes are
expected to be less than 3), consideration should be given to increasing the dose progression
factor beyond the default 0.5 log dose (i.e., 3.2 progression factor) prior to starting the test.”

When the stopping criteria have been attained after the initial reversal, the LD50 should be
calculated using the method described in” Section 2.1.7.3 (see paragraph 20 and 21, Revised
UDP, U.S. EPA Document 1B - original BRD Appendix C, final report Appendix G).

In the current UDP, the dose-spacing factor was 1.3. This factor has been changed to 3.2 in the Revised
UDP because:
1. if the starting dose level is far from the LD50, a dose-spacing factor of 1.3 may use many animals
to reach the LD50; and
2. if the dose-response curve is very shallow (2.5 or less), a factor of 1.3 leads to a significant
possibility of bias toward the starting dose level.

For example, if the LD50 is 1878 mg/kg and the starting dose level is 175 mg/kg, it would require 12
animals to approach the LD50. A spacing factor of 3.2 requires the use of only three animals. If the slope
is shallow and the starting dose level is far from the LD50, it is likely that there will be a reversal of
outcome far from the LD50. Since the current UDP stops with four animals after the first reversal, the
test often does not reach the LD50 prior to meeting stopping criteria. A complete description of the
development of the stopping criteria is given in U.S. EPA Document 5 (original BRD Appendix C, final
report Appendix K).

2.1.3 The Supplemental Test: Estimate of an LD50 and Slope of the Dose-Response Curve

“Following the primary test, a supplemental test to estimate the slope of the dose-response curve can be
implemented when necessary. This procedure uses multiple testing sequences similar to the primary test,
with the exception that the sequences are intentionally begun well below the LD50 estimate from the
primary test. These test sequences should be started at doses at least 10 times less than the LD50 estimate
from the primary test and not more than 32 times less. Testing continues in each sequence until the first
animal dies. Doses within each sequence are increased by the standard 3.2 factor. The starting dose level
for each test sequence should be staggered, as described in Appendix |1, paragraph 6. Upon completion
of up to six of these supplemental test sequences, a standard probit analysis should be run on the entire
collection of data, including the outcomes of the primary test. Good judgment will be required in cases
where the primary test yields estimates of LD50 that are too close to the lower limit of doses tested.
When this occurs, testing may be required to begin well above the LD50, where deaths are likely, and
each sequence will terminate with the first survivor. If slope may be highly variable, an alternate
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procedure, using varying dose progression sizes, may be appropriate” (see paragraph 22, Revised UDP,
U.S. EPA Document 1B - original BRD Appendix C, final report Appendix G).

A complete description of the development of the Supplemental Test is given in U.S. EPA Document 8
(original BRD Appendix C, final report Appendix N).

2.1.4 The Limit Test

“Dosing should not normally exceed 2000 mg/kg body weight. However, when justified by specific
regulatory needs, testing up to 5000 mg/kg body weight may be considered. One animal is dosed at the
upper limit dose; if it survives, two more animals are dosed sequentially at the limit dose; if both animals
survive, the test is stopped. If one or both of these two animals die, two animals are dosed sequentially at
the limit dose until a total of three survivals or three deaths occur. If three animals survive, the LD50 is
estimated to be above the limit dose. If three animals die, the LD50 is estimated to be at or below the
limit dose. If the first animal dies, a primary test should be run to determine the LD50.” A flow chart
delineating the procedures for the Revised UDP Limit Test is shown in Table 2-1.

“As with any limit test protocol, the probability of correctly classifying a compound will decrease as the
actual LD50 approaches the limit dose. The selection of a sequential test plan increases the statistical
power and also has been made to intentionally bias the procedure toward rejection of the limit test for
compounds with LD50 values near the limit dose (i.e., to err on the side of safety)” (see paragraph 23,
Revised UDP, U.S. EPA Document 1B; original BRD Appendix C, final report Appendix G).

In the Revised UDP, the test stops when testing is complete in females; whereas, in the current UDP,
three males are tested following testing in females. A complete description of the rationale for the Limit
Test is given in U.S. EPA Document 7 (original BRD Appendix C, final report Appendix M).

Table 2-1 Flow Chart for the Revised UDP Limit Test

1. Test one animal - if it survives, then test two additional animals
(first animal) - if it dies, then conduct the Primary Test
2. Test two animals - if both survive, then the test is complete
(second and third animals) if one or both die, then test two additional animals
sequentially
3. Test two animals sequentially - stop the test as soon as three animals have survived

(fourth and fifth animals) or died. If three animals have died, then conduct the
Primary Test
2.1.5 Dosing Procedures

2.1.5.1 Administration of doses

“The test substance is administered in a single dose to the animals by gavage using a stomach tube or a
suitable intubation cannula. The maximum volume of liquid that can be administered at one time depends
on the size of the test animal. In rodents, the volume should not normally exceed 1 m1/100 g body
weight; however, in the case of aqueous solutions 2 m1/100 g body weight can be considered. When a
vehicle other than water is used, variability in test volume should be minimized by adjusting the
concentration to ensure a constant volume at all dose levels. If administration in a single dose is not
possible, the dose may be given in smaller fractions over a period not exceeding 24 hours.
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Animals should be fasted prior to dosing (e.g., with the rat, food but not water should be withheld
overnight; with the mouse, food but not water should be withheld for 3-4 hours). Following the period of
fasting, the animals should be weighed and the test substance administered. The fasted body weight of
each animal is determined and the dose is calculated according to the body weight. After the substance
has been administered, food may be withheld for a further 3-4 hours in rats or 1-2 hours in mice. Where a
dose is administered in fractions over a period of time, it may be necessary to provide the animals with
food and water depending on the length of the period” (see paragraphs 24 and 25, Revised UDP, U.S.
EPA Document 1B - original BRD Appendix C, final report Appendix G).

This section has not been altered from that provided in the original UDP.
2.1.6  Endpoints Recorded
2.1.6.1 Observations

“After dosing, animals are observed individually at least once during the first 30 minutes, periodically
during the first 24 hours, with special attention given during the first 4 hours, and at least once daily
thereafter. The animals should normally be observed for 14 days, except where animals need to be
removed from the study and humanely killed for animal welfare reasons or are found dead; however, the
duration of observation should not be fixed rigidly. The length of the observation period should be
determined by the toxic reactions, time of onset, and length of recovery period, and may thus be extended
when considered necessary. The times at which signs of toxicity appear and disappear are important,
especially if there is a tendency for toxic signs to be delayed. All observations are systematically
recorded with individual records being maintained for each animal. Toxicology texts should be consulted
for information on the types of clinical signs that might be observed” (see paragraph 26, Revised UDP,
U.S. EPA Document 1B - original BRD Appendix C, final report Appendix G).

In the revised UDP, more emphasis is placed on humane endpoints and clinical signs. Examples of
clinical signs were provided in the original BRD in Appendix B; this appendix is not included in this
final report.

“Careful clinical observations should be made at least twice on the day of dosing, or more frequently
when indicated by the response of the animals to the treatment, and at least once daily thereafter.
Animals found in a moribund condition and animals showing severe pain and enduring signs of severe
distress should be humanely killed. When animals are killed for humane reasons or found dead, the time
of death should be recorded as precisely as possible. Additional observations will be necessary if the
animals continue to display signs of toxicity. Observations should include changes in skin and fur, eyes
and mucous membranes, and also respiratory, circulatory, autonomic and central nervous systems, and
somatomotor activity and behavior pattern. Attention should be directed to observations of tremors,
convulsions, salivation, diarrhea, lethargy, sleep, and coma” (see paragraph 27, Revised UDP, U.S. EPA
Document 1B - original BRD Appendix C, final report Appendix G).

More emphasis is placed on humane endpoints and clinical signs in the Revised UDP. Humane treatment
of animals was described in the original BRD in Appendix B; this appendix is not included in this final
report.

2.1.6.2 Body weight

“Individual weights of animals should be determined shortly before the test substance is administered, at
least weekly thereafter, at the time of death or at day 14 in the case of survival. Weight changes should
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be calculated and recorded” (see paragraph 28, Revised UDP, U.S. EPA Document 1B - original BRD
Appendix C, final report Appendix G).

This section has not been altered from that provided in the original UDP.
2.1.6.3 Pathology

“All animals, including those which die during the test or are killed for animal welfare reasons during the
test and those that survive at day 14, are subjected to gross necropsy. The necropsy should entail a
macroscopic inspection of the visceral organs. As deemed appropriate, microscopic analysis of target
organs and clinical chemistry may be included to gain further information on the nature of the toxicity of
the test material” (see paragraph 29, Revised UDP, U.S. EPA Document 1B - original BRD Appendix C,
final report Appendix G).

This section has not been altered from that provided in the original UDP.
2.1.7 Data and Reporting
2.1.7.1 Data

“Individual animal data should be provided. Additionally, all data should be summarized in tabular form,
showing the following for each test concentration: the number of animals used; the number of animals
displaying signs of toxicity; the number of animals found dead or killed for humane reasons; time of
death for each animal; a description and the time course of toxic effects and reversibility; and necropsy
findings. A rationale for the starting dose and the dose progression and any data used to support this
choice should be provided” (see paragraph 30, Revised UDP, U.S. EPA Document 1B - original BRD
Appendix C, final report Appendix G).

This section has not been altered from that provided in the original UDP.

2.1.7.2 Data Storage

Original data are collected and maintained in study books according to Agency-accepted Good
Laboratory Practices (GLPs). Data are then entered into computerized spreadsheets for manipulation and
analysis.

2.1.7.3 Calculation of LD50 for the Primary Test

“The LD50 is calculated using the maximum likelihood method, other than in exceptional cases given
below. The following statistical details may be helpful in implementing the maximum likelihood
calculations suggested (with an assumed sigma). All deaths, whether immediate or delayed or humane
kills, are incorporated for the purpose of the maximum likelihood analysis. Following Dixon (1991a), the
likelihood function is written as follows:

L=LL,..L,,

where

L is the likelihood of the experimental outcome, given mu and sigma, and n is the total number of animals
tested.
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Li = 1 - F(Z) if the i"" animal survived, or
Li= F(Z) if the i" animal died,

where

F = cumulative standard normal distribution,

Z; = [log(d;) - mu]/sigma

d; = dose given to the i" animal, and

sigma = standard deviation in log units of dose (which is not the log standard deviation).

When identifying the maximum of the likelihood L to get an estimate of the true LD50, mu is set = log
LD50 and automated calculations solve for it.

An estimate of sigma of 0.5 is used unless a better generic or case-specific value is available.

(a) If testing stopped based on criterion (1) (i.e., a boundary dose was tested repeatedly; see Section
2.1.2.2), or if the upper bound dose ended testing, then the LD50 is reported to be above the upper bound;
if the lower bound dose ended testing then the LD50 is reported to be below the lower bound dose.
Classification is completed on this basis.

(b) If all the dead animals have higher doses than all the live animals, or vice versa, the LD50 is between
the doses for the live and the dead animals; these observations give no further information on the exact
value of the LD50. Still, a maximum likelihood LD50 estimate can be made provided there is a value for
sigma. Stopping criterion (2) (i.e., 5 reversals occur in 6 animals started; see Section 2.1.2.2) describes
one such circumstance.

(c) If the live and dead animals have only one dose in common and all the other dead animals have higher
doses and all the other live animals lower doses, or vice versa, then the LD50 equals their common dose.
If there is ever cause to repeat the test, testing should proceed with a smaller dose progression.

If none of the above situations occurs, then the LD50 is calculated using the maximum likelihood method.

Maximum likelihood calculation can be performed using either SAS (e.g., PROC NLIN) or BMDP (e.g.,
program AR) computer program packages as described (SAS, 1990; BMDP, 1990). Other computer
programs may also be used. Typical instructions for these packages are given in appendices to the
American Society for Testing and Materials (ASTM) Standard E 1163-87. The sigma used in the BASIC
program will need to be edited to reflect the changes in this version of the OECD 425 Guideline. The
program’s output is an estimate of log(LD50) and its standard error.

The stopping criterion (3) (i.e., is based on three measures of test progress that are of the form of the
likelihood (see Section 2.1.2.2) with different values for mu, and comparisons are made after each animal
tested after the sixth that does not already satisfy criterion (1) or (2). The equations for criterion (3) are
provided in Appendix I1l. These comparisons are most readily performed in an automated manner and
can be executed repeatedly, for instance, by a spreadsheet routine such as that also provided in Appendix
I11. If the criterion is met, testing stops and the LD50 can be calculated by the maximum likelihood
method” (see paragraph 31 to 33, Revised UDP, U.S. EPA Document 1B - original BRD Appendix C,
final report Appendix G).

After the sixth animal is dosed, the stopping rule is checked after each additional animal is tested. When
the stopping rule is satisfied, the LD50 is calculated.
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2.1.7.4 Calculation of LD50 and Slope Using Supplemental Procedure

“A Supplemental Procedure is based on running three independent replicates of the Up-and-Down
Procedure. Each replicate starts at least one log, but not greater than 1.5 log, below the estimated LD50.
Each run stops when the first animal dies. All data from these runs and the original Up-and-Down run are
combined and an LD50 and slope are calculated using a standard probit method” (see paragraph 34,
Revised UDP, U.S. EPA Document 1B - original BRD Appendix C, final report Appendix G).

No statistical procedures are required for the Limit Test.
2.1.8 Report
“The test report must include the following information:

Test substance:
- physical nature, purity and physicochemical properties (including isomerization);
- identification data

Vehicle (if appropriate):
- justification for choice of vehicle, if other than water

Test animals:
- species/strain used,;
- microbiological status of the animals, when known;
- number, age, and sex of animals;
- rationale for use of males instead of females;
- source, housing conditions, diet, etc.;
- individual weights of animals at the start of the test, at day 7, and at day 14

Test conditions:
- rationale for initial dose level selection, dose progression factor, and for follow-up dose levels;
- details of test substance formulation;
- details of the administration of the test substance;
- details of food and water quality (including diet type/source, water source)

Results:

- body weight/body weight changes;

- tabulation of response data by sex (if both sexes are used) and dose level for each animal (i.e., animals
showing signs of toxicity including nature, severity, duration of effects, and mortality);

- time course of onset of signs of toxicity and whether these were reversible for each animal;

- necropsy findings and any histopathological findings for each animal, if available;

- slope of the dose-response curve (when determined);

- LD50 data;

- statistical treatment of results (description of computer routine used and spreadsheet tabulation of

calculations)

Discussion and interpretation of results
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Conclusions:

(see paragraph 35, Revised UDP, U.S. EPA Document 1B - original BRD Appendix C, final report
Appendix G).

This section has not been altered from that provided in the original UDP.
2.1.9 Equipment and Training
2.1.9.1 Equipment

Equipment needed is the same as the standard equipment for any oral toxicity test, including: cages,
balances, analytical equipment as necessary to confirm the identity of the test substance, possibly
waterbaths or mixers to dissolve the substance, dosing syringes, gavage catheters, and necropsy
equipment. The only special piece of equipment needed for this method is a standard personal computer
to run a spreadsheet program and a means to run maximum likelihood estimates using SAS or a similar
program. It is anticipated that stopping rule program will be made available in ExcelO or some other
standard format on the OECD or U.S. EPA websites or on a floppy disk. It could also be written, as
described in the guideline, by the toxicologists themselves if preferred.

2.1.9.2 Training

Technicians running the Revised UDP must be trained to properly calculate, mix, and administer test
substances to rats via oral gavage and trained to make and record observations in an acute toxicity study,
including the gross necropsy. They should also be familiar with OECD guidelines on humane endpoints
and able to make decisions on when to sacrifice a terminally ill animal.

Staff must also be able to use the computer programs. A full description of how to use the stopping rule,
with examples, is included in the guideline. The use of the maximum likelihood method for calculating
the LD50 is a standard statistical program and would require experience in these programs. Training may
be available for those unfamiliar with this type of computer program. Dosing and observations are
similar to other acute toxicity protocols. For all acute toxicity studies, technicians conducting the studies
must be trained in making and recording observations correctly; this training is a very important aspect of
the guideline and is often overlooked.

2.1.10 Basis for the Selection of Females

In revising TG 401 in 1987, OECD required the use of only one sex of the test species. Differences in
gender sensitivity may include, but are not limited to, differences in specific enzyme systems (e.qg.,
cytochrome P450 or conjugation pathways) and differences in absorption, distribution, and excretion
(e.g., body fat content and distribution). A complete discussion of gender considerations is given in U.S.
EPA Document 14 (original BRD Appendix C, final report Appendix P).

2.1.11 Confidential Information

There are no confidential data associated with the Revised UDP.
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2.1.12 Decision Criteria for the Revised UDP

The decision criteria for the Revised UDP are detailed in the test guideline. Decision criteria for an
adequate test and for stopping testing are proposed to be part of the computer program (see U.S. EPA
Document 6 - original BRD Appendix C, final report Appendix L).

2.2 Basis for the Number of Replicate and Repeat Experiments

Historically, only a single experiment has been required to estimate the LD50 for a test substance (see
OECD TG 401, TG 425, Revised UDP). The scientific basis for this requirement is unknown, but is most
likely based on limiting animal use and the realization that the resulting LD50 is only a reasonable
approximation. Similarly, the Limit Test is based on a single test. In contrast, the Supplemental Test in
the Revised UDP, in order to calculate the slope of the dose-response curve and the corresponding
confidence interval of the LD50, is based on three to four replicate tests. The justification for this number
of replications is provided in U.S. EPA Document 1B (original BRD Appendix C, final report Appendix
G).

2.3 Protocol Modifications as a Result of VValidation Studies

The Revised UDP is a test guideline constructed and validated using computer simulations. The
computer simulation studies were used to optimize the protocol as to starting dose level, dose-spacing
factor, and stopping rules. The starting dose level has been changed to 175 mg/kg as part of the process
to reduce animal use for test substances with a shallow slope in the dose-response curve. The dose-
spacing factor was increased to 3.2 to curtail excess animal use prior to the first reversal when the starting
dose level is far from the LD50. The stopping criteria allow for a more accurate estimate of the LD50 for
test substances with a shallow slope and yet require only six or seven animals when the slope is steep.

3.0 Characterization of the Substances Tested

Three in vivo studies have been conducted using the UDP. The test substances used in each study are
presented below. For the Bruce (1987) study, selection of the test substances was based on a wide
variation in LD50 values (from 273 to more than 20,000 mg/kg). The rationale for selecting the five
substances in the Bonnyns et al. (1988) study was that each compound affected different target organs;
the published LD50 values ranged between 200 to 2000 mg/kg. In the Yam et al. (1991) study, the ten
compounds were arbitrarily selected from the 20 test substances studied by van den Heuvel (1990), with
consideration given to the range of LD50 values (48 to greater than 3000 mg/kg).
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Table 3-1

Reference Test Substances
Bruce (1987)
Test Substance Chemical/Product Class CAS Number
Proprietary Ingredient -
Proprietary Laundry detergent -
Proprietary Ingredient -
Proprietary Laundry detergent -
Proprietary Laundry detergent -
Proprietary Shampoo -
Proprietary Flavor -
Caffeine Stimulant 58-08-2
Potassium hydroxide Strong base 1310-58-3
Proprietary Dishwashing detergent -
Bonnyns et al. (1988)
Test Substance Chemical/Product Class CAS Number
Barium acetate Metal salt 543-80-6
Barbital CNS depressant 57-44-3
Coumarin anticoagulant drug 91-64-5
Allyl heptanoate alkyl ester -
Diquat Herbicide 85-00-7
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Yam et al. (1991)

Test Substance Chemical/Product Class CAS Number
Nicotine plant product 54-11-5
Na pentachlorophenate chlorinated organic salt -

Na arsenite metal salt 7784-46-5
p-Dichlorobenzene chlorinated solvent 106-46-7
Fentin hydroxide organic tin fungicide 76-87-9
Acetanilide medicinal/intermediate 103-84-4
Tetrachlorvinphos organophosphate pesticide -
Piperidene solvent 110-89-4
Mercuric chloride metal salt 7487-94-7
4-Aminophenol solvent 123-30-8

4.0 Reference Data Used for Performance Assessment

In LD50 studies using OECD TG 401, it was common practice to dose 50 or more animals
simultaneously and evaluate lethality based on a 14-day observation period. The UDP involves the
dosing of animals in a sequential manner. Sequential sampling is a novel approach to LD50 testing,
although it has been used successfully in other areas. Bruce (1987) evaluated the UDP using a series of
ten substances and the results were compared with LD50 values generated using TG 401. In this series,
the test substances consisted primarily of surfactant-based cleaners, but also included a flavoring
substance, caffeine, and potassium hydroxide. Subsequently, two other studies (Bonnyns et al., 1988;
Yam et al., 1991) compared the results of the UDP with the classical LD50 test (OECD TG 401). In the
Yam et al. (1991) study, the OECD TG 401 data used for comparison were taken from the van den
Heuvel et al. (1990) study. In total, 25 substances were evaluated in these studies, as detailed in Lipnick
et al. (1995). This number of compounds for validation studies is similar to that run for the FDP (20
compounds) (van den Heuvel et al., 1990) and the ATCM (30 compounds) (Schlede et al., 1992).

4.1 Protocol for Reference Data (OECD TG 401)

The reference data were generated using OECD TG 401. No deviations to the protocol were noted in the
Bruce (1987), Bonnyns et al. (1988), or the van den Heuvel (1990) studies.

4.2 Results for OECD TG 401 Studies
Listings of the substances in the three comparison studies of the UDP are provided in Table 4-1. In the
Bruce (1987) and the Bonnyns et al. (1988) studies, the authors simultaneously conducted acute oral

testing using OECD TG 401. The Yam et al. (1991) study was part of the validation study for FDP and
the OECD TG 401 data for both studies were taken from the van den Heuvel (1990) study.
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Table 4-1

Results from TG 401 Studies

Test Substance LD50 (mg/kg)
Bruce (1987)
Ingredient >20,000
Laundry detergent 10,110
Ingredient >10,000
Shampoo 9,280
Dishwashing detergent 5,560
Laundry detergent 4,040
Laundry detergent 3,510
Flavor 3,490
Caffeine 344
S
Bonnyns et al. (1988)
Diquat 1,036
Allyl heptanoate 991
Barium acetate 571
Coumarine 470
Barbital 404
Yam et al. (1991)

4-Aminophenol >3,000
p-Dichlorobenzene >2,000
Tetrachlorvinphos >2,000
Acetanilide 1,893
Piperidene 488
Na pentachlorophenate 309
Mercuric chloride 160
Fentin hydroxide 119
Nicotine 71
Na arsenite 48
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4.3 Original Data Sheets

Proctor and Gamble Company provided original datasheets for portions of the Bruce (1987) and the Yam
et al. (1991) studies. Additional original datasheets are available and can be obtained, if necessary.

4.4 Quality of Reference Data
The three studies that generated reference data were conducted using CFR Part 792 or CFR 160 GLPs.
4.5 Availability of Human Data

Relevant human data exist for each of the substances tested in the reference data studies. Human data
were not used in generating the reference data.

4.6 Reference Data for the Computer Simulations

The computer simulations did not utilize any specific in vivo data; instead, the simulations encompassed
the range of possible LD50 values and slopes as noted in the U.S. EPA's Office of Pesticides database.

4.7 Data Considerations
4.7.1 Data on Slopes and LD50 Values
A comparison of dose-response slope estimates for OECD TG 401 data using rats (29 substances from

van den Heuvel et al., 1987) and U.S. EPA avian data (135 Office of Pesticides avian studies) is provided
below in Table 4-2.

Table 4-2 Comparison of Dose-Response Slope Estimates for OECD TG 401 Rat Data (van
den Heuvel et al., 1987) and U.S. EPA Avian Data (135 Office of Pesticides Avian

Studies)
Slope Number of substances (percent)
van den Heuvel Avian
<25 1 (3.4) 14 (10.4)
2.5-6.0 11 (37.9) 77 (57.0)
>6.0 17 (58.6) 44 (32.6)
29 135

4.7.2  Avian Acute Toxicity and Slope Data

The avian data provided below are for registered pesticide active ingredients from the Environmental Fate
and Effects Division (EFED) of the U.S. EPA database. The database file, called “bird_slopes”, contains
only those studies for which a slope was recorded. Only 135 out of a total of 919 studies have reported
slopes. Reasons for the slope not being reported include: (1) the study was a limit test, conducted at only
a single dose level; (2) the study did not yield at least two doses with mortality between 0% and 100%,
which is the minimal requirement of the analytical program (TOXANAL) U.S. EPA uses to calculate a
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probit slope; (3) the study was conducted at dose levels either too high or too low; (4) mortality failed to
follow a dose-response pattern; or (5) the slope was not calculated or recorded (common with older
studies). It should be noted that studies with steeper slopes would likely not have a slope calculated for
reason (2). Therefore, there may be a bias in the data in that steep slope values may be missing more
frequently than shallow slope values.

Description of Field Names

CHEMICAL Chemical common name

SHAUGHNESSEY U.S. EPA identification number for active ingredient (Shaughnessey number)
USEPATTERN Class of pesticide based on target organism (Ex. “insecticide™)
COMMONNAME Species common name

TGL Indicates if the toxicity value is “>" or “<”

TOXICITY LD50 value in mg/kg

TOXLEVEL Unit of toxicity value (MGK=mg/kg)

CL 95% confidence limit for LD50 estimate

CURVESLOPE Probit slope estimate

EPAIDENT U.S. EPA identification number for the study (MRID)
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4.7.3 Data from Six Completed OECD TG 401 Studies

Summarized outcomes from six studies on five pesticides carried out according to OECD TG 401 are
provided in this BRD. Issues relating to the analysis of pesticide data were the impetus for reexamining
the performance of all alternative guidelines under various circumstances (i.e., shallow slopes). The data
are tabulated giving proportion responding at each dose level, along with any estimates of LD50, slope,
and associated confidence intervals, as well as the calculation method(s) cited by the study investigators.
These data were cited in an U.S. EPA Office of Pesticide Programs study with confidential substance
identity.

Compound 1:  shallow dose response

Dose (mg/kg) Males Females
25 (prelim.) 0/2 0/2
100 (prelim.) 212 0/2
50 0/5 0/5
80 2/5 2/5
126 4/5 4/5
200 5/5 4/5

“LD50(95%CI)” 92(64-128) 103(73-141)

Using Finney’s method for probits (1978), the male and female estimated slope is 5.5 (i.e., 1.4 with log
transformation of dose), compared to a combined data estimated slope of 5.4 [i.e., 1.4 with log
transformation of dose; LD50(95%CI) = 97(76-122)] (Finney, 1971).

Compound 2:  shallow dose response

Dose (mg/kg) Males Females
987 0/5 0/5
1481 0/5 0/5
2222 3/5 3/5
3333 4/5 5/5
5000 5/5 not run
0 0/5 0/5
“LD50(95%CI)]  2314(1790-2990) 2132(1748-2600)

Using Weil (1952), the estimated LD50 and confidence intervals for combined male and female data was
2221 (1869-2639) mg/kg.
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Compound 3:

shallow dose response

Using Litchfield and Wilcoxon (1949), the LD50 and confidence intervals for combined male and female

Dose (mg/kg) Males Females
4000 0/5 0/5
4500 0/5 4/5
4800 0/5 5/5
5050 3/5 5/5
5200 2/5 not run
“LD50(95%CI)” 5150(4940- 5380) 4380(4210- 4560)

data was 4810(4550-5080) mg/kg.

Compound 4:

shallow dose response

Using Litchfield and Wilcoxon (1949), the slope [(0.5)log(LD84/LD16)] was 0.23 for males and 0.15 for

Dose (mg/kg) Males Females
1 0/5 0/5
2 1/5 1/5
3 4/5 5/5
5 4/5 5/5
10 5/5 5/5
“LD50(95%ClI)” 2.7(1.8-4.0) 2.7(1.8-4.2)

females, using the definition for compound 5.

Compound 5:

Using Thompson and Weil (Biometrics 8:51-54) per C. Stephan (1978) the slope [(0.5)log(LD84/LD16)]
was 4.1 for males and 3.8 for females.
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Dose (mg/kg) Males Females
130 0/6 0/6
250 0/6 0/6
500 1/6 0/6
1000 0/6 3/6
2000 5/6 6/6
4000 6/6 6/6
“LD50(95%Cl)” 1414(927-2598) 1000(733-1364)
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Compound 6:  steep dose response

Dose (mg/kg) Males Females
294/192 0/5 0/5
429/235 3/5 4/5
552/294 4/5 4/5

“LD50(95%ClI)” 435(302-581) 234(183-296)

The calculation method is unspecified. However, a computer program of C.E. Stephan (1982) resulted in
a slope of 10.6 for males and 13.4 for females.

5.0 Test Method Data and Results

There have been three studies in which data obtained using the UDP are compared with data obtained
using OECD TG 401. A list of the substances tested in each study is provided in Table 5-1. In the Bruce
(1987) and Bonnyns et al. (1988) studies, the OECD TG 401 data were generated simultaneously with the
UDP data. Inthe Yam et al. (1991) study, the OECD TG 401 data were taken from a validation study for
FDP (van den Heuvel et al., 1990) and little is known about the differences between animals and
substances in the two studies.

5.1 In Vivo Data Using the UDP
5.1.1 Bruce (1987) Study

In the Bruce (1987) study, 10 substances were tested using a dose-spacing factor of 1.4 for OECD TG 401
tests and 1.3 for the UDP tests. For OECD TG 401, the animals were dosed simultaneously and observed
for 14 days. For the UDP, the animals were dosed sequentially at least 24 hours apart and observed for 7
days. The stopping rule was that four animals were tested after the first reversal of outcome. The LD50
values for these substances ranged from 0.39 to 22 mg/kg and all calculated LD50 values for the two
methods were within a factor of 1.4, well with the range observed in inter- and intra-laboratory variation
studies (See Section 7.0).

5.1.2 Bonnyns et al. (1988) Study

In the Bonnyns et al. (1988) study, the UDP dose-spacing factor was 1.3 and five animals were tested
after the first reversal. The selected substances affected different organs as follows:

barium acetate heart

allyl heptanoate central nervous system
barbital central nervous system
coumarine homeostasis

diquat kidney

The published LD50 values ranged between 200 and 2000 mg/kg. All calculated LD50 values for the two
methods were within a factor of 1.9, well within the range observed in inter- and intra-laboratory studies
(See Section 7.0). Both OECD TG 401 and the UDP tests would have classified all substances as
harmful.
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5.1.3 Yametal. (1991) Study

In the Yam et al. (1991) study, ten substances were tested in the UDP using a dose-spacing factor of 1.3
and the stopping rule was to test four animals after the first reversal. Animals were dosed sequentially,
separated by 24 hours. The substances were also tested using the FDP by using five males and five
females starting at one of the fixed dose levels. The animals weighed between 190 and 300 g, were fasted
for 16 to 20 hours prior to dosing, and were observed for 14 days. The UDP LD50 data were compared to
OECD TG 401 LD50 data of van den Heuvel et al. (1990). The OECD TG 401 data were generated in a
single laboratory using the 1981 OECD guideline rather than the 1987 guideline, but no details as to
strain, age, or weight of the animals were provided. The absolute ratio of each set of LD50 values for the
UDP and OECD TG 401 were within a factor of 1.9, except for mercuric chloride where the ratio was 13.
It is not clear why this discrepancy was present for mercuric chloride; it may be related to the purity/batch
of the substance, solubility, weight or age of the animals, or other possible sources of variation as the
OECD TG 401 data were taken from van den Heuvel et al. (1990). Additionally, one of the data points
could represent an outlier. It should be noted that data in RTECS indicate that the LD50 for mercuric
chloride is considerably less than 160 mg/kg.

Table 5-1 Substances and Results for the UDP Validation Studies

Test Substance | UDP LD50 (mg/kg)
Bruce (1987)
Ingredient 22,400
Laundry detergent 11,090
Ingredient >10,100
Shampoo 8,700
Dishwashing detergent 5,700
Flavor 4,120
Laundry detergent 4,020
Laundry detergent 3,520
Caffeine 421
Potassium hydroxide 388
Bonnyns et al. (1988)
Diquat 1,022
Allyl heptanoate 582
Barbital 581
Coumarine 517
Barium acetate 302
Yam et al. (1991)

p-Dichlorobenzene 2,495
Tetrachlorvinphos 2,208
4-Aminophenol 1,557
Acetanilide 1,107
Na pentachlorophenate 425
Piperidene 337
Fentin hydroxide 152
Nicotine 70
Na arsenite 53
Mercuric chloride 12
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In the three validation studies involving the UDP, the resulting estimate of the LD50 was compared to an
LD50 generated using OECD TG 401. The Revised UDP utilizes the same methodology as the UDP
except in the dose-spacing factor and the stopping rules. On this basis, these studies can be applied to the
validation of the Revised UDP. There was excellent concordance between OECD TG 401 and the UDP
data for all 25 substances, except for mercuric chloride. The LD50 values ranged from 0.05 to 22 mg/kg
and several chemical classes were represented.

6.0 Test Method Performance

The performance characteristics of the UDP and the Revised UDP can be evaluated using four criteria:
1. the point estimate of the LD50 as compared with OECD TG 401 data;
2. the estimation of the slope of the dose-response curve for mortality and the confidence
interval for the LD50 as compared to OECD TG 401 data;
3. the hazard classification as compared to the hazard classification using OECD TG 401 data;
and
4. the number of animals used in the study as compared to OECD TG 401.

6.1 In Vivo Validation Studies

In Table 6-1, the results of three in vivo validation studies involving OECD TG 401 and the UDP are
provided along with the ratio of the LD50 values for the two methods. For all 25 substances, the average
ratio of the LD50 values for the two methods is 1.76. If mercuric chloride is not included, the average
ratio is 1.28. The LD50 using the Revised UDP was the higher value for 15 of the 25 substances and was
the lower value for the remaining 10 substances. These data indicate that the two methods provide
essentially the same point estimate of the LD50 for the substances tested. The single exception is
mercuric chloride. Without access to the data for the OECD TG 401 LD50 values in the van den Heuvel
(1990) study, it is impossible to determine whether significant differences (e.g., age or weight of the
animals or purity of the test substance) between the two studies may have affected the outcome. In the
Bruce (1987) and the Bonnyns et al. (1988) studies, the same laboratory determined the LD50 values
using both OECD TG 401 and the UDP.

A comparison of rat oral LD50 data with estimated human lethality data is given in Table 6-2. The
average ratio of the UDP LD50 to the lower estimate of human lethality is a factor of 46. This factor
compares well with the safety factor of 100 often applied in risk assessment procedures to derive a safe
level for humans while utilizing animal data. These data also illustrate and support the conservative
approach of using safety factors in human risk assessment. On this basis, the UDP provides suitable data
for risk assessment purposes and probabilistic modeling.

F-42 Revised Up-and-Down Procedure Background Review Document



Up-and-Down Procedure Peer Panel Report Appendix F

Table 6-1 Validation Studies for the UDP

Absolute Ratio of
Test Substance LD50 (mg/kg) L D50 values
OECDTG 401 | UDP
Bruce (1987)
Ingredient >10,000 >10,100 1.01
Laundry detergent 4,040 3,520 1.15
Ingredient >20,000 22,400 1.12
Laundry detergent 3,510 4,020 1.15
Laundry detergent 10,110 11,090 1.10
Shampoo 9,280 8,700 1.07
Flavor 3,490 4,120 1.18
Caffeine 344 421 1.22
Potassium hydroxide 273 388 1.42
Dishwashing detergent 5,560 5,700 1.03
Bonnyns et al. (1988)
Barium acetate 571 302 1.89
Barbital 404 581 1.44
Coumarine 470 517 1.10
Allyl heptanoate 991 582 1.70
Diquat 1,036 1,022 1.01
Yam et al. (1991)
Nicotine 71 70 1.01
Na pentachlorophenate 309 425 1.38
Na arsenite 48 53 1.10
p-Dichlorobenzene >2,000 2,495 1.25
Fentin hydroxide 119 152 1.28
Acetanilide 1,893 1,107 1.71
Tetrachlorvinphos >2,000 2,208 1.10
Piperidene 488 337 1.45
Mercuric chloride 160 12 13.3
4-Aminophenol >3,000 1,557 1.93
Average Ratio 1.76
Average Ratio (without mercuric chloride) 1.28
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Table 6-2 UDP Study Substances with Human Oral Lethality Data

UDP OECD TG 401 Dosage for
Rat LD50 Rat LD50 60 kg person*
(mg/kg) (mg/kg) (mg/kg)
Bruce (1987)
Caffeine 421 344 50 - 167
Bonnyns et al. (1988)
Barbital 581 404 100 - 167
Diquat 1,022 1,036 67 - 100
Yam et al. (1991)
Nicotine 70 71t 0.67-1.0
Sodium Arsenite 53 48t 1-20
Fentin Hydroxide 152 119% 1.17
Acetanilide 1,107 1,893t 0.83-8.33
Mercuric Chloride 12 1607 8.33
4-Aminophenol 1,557 >3000t 16.7

* Data from the Hazardous Substances Data Bank, National Library of Medicine (May 2000)
t Data from van den Heuvel et al. (1990)

6.2 Computer Simulation Validation of the Revised UDP

The Revised UDP is a statistical sampling technique designed to determine the mean and variance of the
population of a test species. The Revised UDP has not been validated in in vivo studies; however, the
current UDP has been validated against OECD TG 401 using in vivo studies. Because the Revised UDP
involves only a change in statistical sampling technique, its performance cannot easily be determined
using in vivo studies. Since computer simulations are more appropriate, the Revised UDP has been
validated using this approach (see U.S. EPA Documents 5 and 6 - original BRD Appendix C, final report
Appendices K and L, respectively).

6.2.1 Rationale for Statistical Approach for the Revised UDP

Acute oral toxicity tests provide quantal data because the result in any animal can be only one of two
possibilities — either the animal lives or it dies. In evaluating a statistical method, the question will be,
“How well does the method predict the mean and variance of the population based on a small sample
taken from that population?” Consider an experiment to determine how often a flipped coin will come up
heads or tails. Clearly the results of a single trial would be insufficient to determine the correct answer;
even several trials would fail to provide the correct answer. Instead, the trials must be repeated over and
over to determine how often the sampling technique will predict the correct answer.

6.2.2 How the Computer Simulations Work

The simulations are meant to represent all possible types of response configurations anticipated under the
assumed conditions. To simulate an experiment, the following details should be known: the starting dose
level; the underlying distribution of tolerances which is characterized by the LD50 and the slope of the
dose-response curve; hazard classification; boundary doses; rules for handling boundary doses; and
stopping rules. Additional information is needed for slope estimation experiments. By simulating
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experiments under a set of assumed conditions, the distribution of possible outcomes can be
characterized. The simulations take into account the variety of possible outcomes and the probabilities
with which they are observed. In some cases, simulations are not necessary because distributional results
can be used to determine test procedure performance.

For the Revised UDP, one experiment is simulated at a time and the LD50 is estimated. A total of 12000
to 5000 simulation experiments are conducted for each experimental design. This number of simulations
is sufficient to achieve good representation of all of the experimental results likely to occur. The
distribution of the LD50 estimates is then summarized and the 5™ and 95™ percentiles are reported.

The simulations are aimed at evaluating all of the permutations possible for the multiple experiments and
do not provide the permutations possible for any one animal. If a given dose has 30% expected mortality,
then on the average, in simulated experiments, that dose would produce lethality 30% of the time.
However, as with any sample from a larger population, for any given set of animals receiving that dose, it
should not be expected that exactly three of these ten animals (30%) would die.

6.2.3 Validation Using Computer Simulations

During a recent OECD evaluation of acute oral tests, all currently accepted designs were shown by
simulation techniques to have poor ability to estimate the LD50 of the underlying population under two
conditions: 1) when the dose-response curve is shallow and 2) when the starting dose level for the test is
far from the actual LD50 (see U.S. EPA Document 1A — original BRD Appendix C, currently Section
1.1.4 of this revised BRD). To determine if improvements in the sampling technique can be made to
improve the ability of the Revised UDP to correctly estimate the LD50, simulations have been conducted
(see U.S. EPA Documents 5 and 6 — original BRD Appendix C, final report Appendix K and L,
respectively). Using simulations, the Revised UDP has a greater chance than the current UDP of placing
the estimated LD50 near the mean of the underlying population, even when the starting dose level is
inappropriate (Table 6-1). This type of comparison would be impossible using actual animal tests, since
no determination could be made regarding which small sample tested is providing the correct estimate of
the underlying population and which sample is incorrect.

Instead, using LD50 data generated in past studies, a series of assumptions as to the slope, true LD50, and
the starting dose level have been used to evaluate the Revised UDP as a statistical sampling technique.
Using these assumed values, the UDP has been simulated to evaluate how well it estimates the true LD50
and slope using the various assumed values. The assumed values have been treated as though they are the
mean and variance of the population. When both the mean and variance of the population are known, it is
possible, using a computer, to simulate the generation of a random sequence of responses. Using this
method, the computer can simulate the results from repeatedly taking small samples from a much larger
population. The population is sampled in such a way that the results from the small sample have the best
chance of correctly estimating the mean and variance of the entire population. By using a series of such
simulations, it is possible to test how often the Revised UDP will accurately estimate the mean and
variance or standard deviation of the population.

Animal testing is not only unnecessary, but is without value in determining the validity of the new
statistical design. The characteristics of the test animal and the test methodology remain unchanged from
the current UDP. Assay variability has previously been characterized and deemed acceptable by both the
United States and international regulatory community. Thus, computer simulations provide the most
suitable approach for evaluating changes in dose spacing and the decision criteria on estimating the LD50.
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6.3 Results of Computer Simulations

Simulations and calculations have been conducted to explore the performance of the Revised UDP (see
U.S. EPA Document 5 — original BRD Appendix C, final report Appendix K). Computer simulations
have been used to optimize the protocol. The simulations have examined the spacing of doses, the
efficiency of animal usage, starting dose level, assumed slope, and certain other factors. Simulations have
also been used to examine the effects of steep and shallow slopes and the effects of the starting dose level
being far from the LD50.

The UDP, as adopted, is designed to efficiently determine the LD50; to accomplish this task, a value for
the slope and an estimate of the LD50, based on information available for the test substance, must be
assumed. Nevertheless, the UDP does an excellent job of determining the LD50 except for substances
with a shallow slope or in cases where the starting dose level is far from the “true” LD50. The U.S. EPA
and other regulatory agencies need the slope of the dose-response curve and the confidence interval of the
LD50 for certain substances for probabilistic modeling and risk assessment purposes.

The primary test in the Revised UDP is identical to the current UDP except for the dose-spacing factor,
stopping rule, and other improvements. This procedure has been shown to efficiently estimate the LD50.
The areas of improvement as evaluated via computer simulations are described below. Most of the
changes evident in the Revised UDP involve the Supplemental Test and have been implemented to
improve the estimation of the slope of the dose-response curve and the calculation of confidence interval
of the LD50.

6.3.1 Dose-Spacing Factor

A discussion of the dose-spacing factor requires knowledge of slope and variance. The standard deviation
for a data set is designated as sigma (s) and sigma is the inverse of the slope of the dose-response curve;
thus, a sigma of 0.5 corresponds to a slope of 2. Sigma is a measure the spread of the data around the
center point in a lognormal bell-shaped curve (i.e., around the LD50). The method is optimized when the
slope of the dose-response curve for the substance is near the assumed slope (the default spacing factor of
3.2 is optimized for a slope of 2). With the large spacing factor, the performance of the method is
unaffected by the starting dose level, although the number of animals used will increase if the starting
dose level is far from the LD50. For a shallow slope, the method is more likely to provide a correct
estimate if the starting dose level is closer to the LD50. For a steep slope, the method provides a good
estimate even if the starting dose level is far from the LD50 because the first reversal will be close to the
LD50. For a shallow slope, the first reversal may occur far from the LD50 resulting in a bias toward the
starting dose level. Thus, the probability of an early reversal (far from the LD50) depends on the slope,
not the starting dose level.

The dose spacing in the current UDP is 1.3d, where d is the previous dose. This spacing corresponds to a
slope value of 8 in the dose-response curve and a sigma of 0.125 in the normal curve of animal responses
to the substance in a test for lethality. Simulations of the values for the LD50 calculated using the current
UDP demonstrate that performance is optimum when the starting dose level is very close to the true LD50
and the assumed or assigned sigma is small and/or close to the true sigma. In fact, simulations show that
the method works well for “true” sigma values < 0.25 (i.e., the median value estimated for LD50 is very
close to the true LD50) and the 90% ratio (difference between 5™ and 95™ percentile predictions) of LD50
is relatively small (i.e., < 3). The probability of an early first reversal in test outcome depends on the
distance of the initial dose from the true LD50.

If the starting dose level diverges significantly from the true LD50 and the spacing factor is 1.3d, the
number of animals utilized to reach the LD50 can be excessive. When the starting dose level is far from
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the true LD50 and the slope is shallow, a bias is introduced in the median value of the estimated LD50; in
these cases, the bias is toward the starting dose level. When sigma is larger than the spacing factor, the
spread of estimated LD50 increases. Simulations show that under these conditions, the 95/5% ratio may
be highly variable and range from one or two orders of magnitude. For a spacing factor of 1.3d, shallow
slopes do not increase animal usage, instead, the test terminates early because the first reversal is far from
the LD50. However, steep slopes may cause an increase in animal usage if the starting dose level is far
from the LD50 because it may take several doses to reach the lethal range for the substance when the
spacing factor is small.

To reduce this inefficiency, consideration was given to changing the dose-spacing factor. After a number
of simulation trials, it was found that use of a larger dose step size, namely 3.2d (or 0.5 log d), improved
the efficiency of animal usage. In addition, when simulation experiments were performed with a 3.2d
step size and calculations of LD50 used an assumed sigma value of 0.5 (corresponding to a slope of 2),
the bias was minimized or eliminated in the median value of estimated LD50. However, there was only a
slight improvement in the precision or the spread of estimated LD50 values (i.e., the 95/5% ratio). For
substances with very shallow slopes or a large spread (sigma = 1.25), a bias in median value of LD50
reappears and the 95/5% ratio increases, but the problems are not as severe as with the smaller (1.3d) dose
spacing.

A comparison of the median estimated LD50 (based on 1000 runs) and the number of animals used for
dose-spacing factor of 1.3 and 3.2 is provided in U.S. EPA Document 5 (original BRD Appendix C, final
report Appendix K). By increasing the spacing of doses, the efficiency of animal usage is improved and
certain other characteristics are optimized in many simulations. The LD50 estimate using a spacing factor
of 1.3 is very close to the actual LD50 for simulations using a steep slope; however, animal usage can be
as high as 21. While the LD50 using a spacing factor of 3.2 is below the actual LD50, it never requires
more than 10 animals. For moderate and shallow slopes, the spacing factor of 3.2 results in LD50
estimates that are more accurate and uses fewer animals than for LD50 estimates using the 1.3 spacing
factor.

6.3.2 Use of a Stopping Rule

In cases where the slope of the dose-response curve is shallow, it may take many animals to determine an
accurate LD50. If the test stops with four animals after the first reversal of outcome as is the case for the
current UDP, the estimate of the LD50 is not very accurate; therefore, a stopping rule is needed to
eliminate this inaccuracy. To obtain an accurate LD50, the test must be extended to include more animals
when evaluating substances with a shallow slope. The stopping rule allows an accurate estimate of the
LD50 while limiting the total number of animals to 15. If the slope is steep, the stopping rule has been
designed to allow the test to stop at four animals after the first reversal. Based on the low percentage of
substances with a shallow slope, the stopping rule will not increase animal usage for a majority of test
substances. Five stopping rules have been considered as follows:

1. Based on fixed nominal size -- testing four additional animals after the first reversal; if a reversal
is observed at the second dose level, the nominal size will be six.

2. Based on the number of reversals -- testing stops after five reversals; under the most favorable
conditions (each dose level after the first resulting in a reversal), the number of necessary animals
would be six.

3. Based on the convergence of estimators of the LD50 -- two estimators of the LD50 are the
maximum likelihood estimate and the geometric average dose; testing stops when the ratio of the
two estimators falls below 2 or other preassigned factor.

4. Based on a likelihood ratio with optimized slope -- values close to the geometric mean carry more
weight than values far from the geometric mean; weight is determined using the likelihood ratio.
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5. Based on a likelihood ratio with default slope -- identical to stopping rule #4 except a default
slope is used, reducing the complexity of the calculations.

As stated above, stopping rule #1 does not work for shallow slopes. U.S. EPA Document 6 (original BRD
Appendix C, final report Appendix L) provides a comparison of the number of animals used for each of
the stopping rules with slopes varying from 0.5 to 8.3. Data are presented for starting dose levels of 0.1
LD50, LD50, and 100 LD50. On the basis of these data, stopping rules #1, #3, and #4 were not
considered further.

The final stopping rule criteria are as follows:

1. The upper bound is reached and three consecutive animals survive at that bound or the lower
bound is reached and three consecutive animals die at that bound.

2. The next animal to be tested would be the 7" and each surviving animal has been followed by a
death and vice versa (i.e., five reversals occur in six animals dosed).

3. Beginning with the fourth animal after the first reversal (which may be as early as the 7" animal),
three measures (likelihood estimates) of the test progress are compared using two ratios. If the
first measure is at least two-and-one-half times both of the other measures (i.e., both ratios are at
least 2.5), testing stops (see Appendix Il in U.S. EPA Document 1B — original BRD Appendix
C, final report Appendix G)

6.3.3  Other Considerations
6.3.3.1 Bounding of the Range of Test Dose Levels

The UDP has been revised so that test dose levels are bounded below by 1 mg/kg and above by 2000 or
5000 mg/kg. The features of the current algorithm (see U.S. EPA Document 5 - original BRD Appendix
C, final report Appendix K) are the identification of a finite set of testable doses and a modification of
the dose-spacing factor.

6.3.3.2 Stopping at the Bound Dose, “Out-of-Bound” Estimates (The Limit Test)

Testing stops if there is a sequence of three survivals at the designated upper limit dose level or a
sequence of three deaths at the designated lower limit dose level. In those cases, the finding from the
study is that the LD50 is outside the testable range (e.g., below 1 mg/kg or above 2000 or 5000 mg/kg).
When the LD50 is calculated to be greater than 2000 or 5000 mg/kg, the experimenter would not use the
point estimate of the LD50, but would merely conclude that the LD50 is above the upper limit dose level.

6.3.3.3 Performance Indices and Other Statistics Reported
The performance indices have been extended by including the percent of estimates “within a factor of 2”
of the true LD50. The index is denoted PF2, standing for Percentage with Factor-of- 2 accuracy. The

index combines bias and precision.

When calculating measures of bias or spread, “out-of-bound” estimates are replaced with the nearest
bound value (1 or 5000).

6.3.3.4 Maximum Number of Animals
The maximum number of animals tested has been set at 15. When 25 was used as the maximum number

of animals, the number of animals tested was inflated in some situations even when the initial test dose
was reasonable. Results using 15 animals were not markedly different from those using 25 animals.
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6.3.3.5 Simulated Outlier Scenario

Due to concern regarding whether the simulation models adequately characterize the range of events
occurring in actual lab situations, an “outlier scenario” has been simulated as follows: the initial test was
assumed to be below the true LD50 (here 750 mg/kg) by a factor of 10 or 100 and the first animal tested
was assumed to respond, regardless of the probability of response calculated from the probit model. The
idea is that such an event could result from background mortality, mishandling, or administration of an
incorrect dose level. When dealing with data which include an outlier, there is practically no chance for
the nominal number (n = 6) stopping rule to provide a reasonable estimate of the LD50. This inability
suggests that the stopping rule based on a nominal number of animals should be abandoned. The use of
flexible-n stopping rules (e.g., based on the number of reversions or based on the maximum likelihood
using a default slope) provided an appreciably higher probability of reasonable results as shown in U.S.
EPA Document 5 (original BRD Appendix C, final report Appendix K).

6.4 Calculation of the Slope and Confidence Interval

A number of computer simulations have tracked the calculation of the slope depending on the assumed
slope, the starting dose level, and the true LD50. These data are shown in U.S. EPA Document 6
(original BRD Appendix C, final report Appendix L). Two methods have been considered for
calculation of the slope and confidence interval. One utilizes the UDP in the Supplemental Test and
involves a multiple sequence dosing procedure in which three of four runs are conducted simultaneously.
The second method (Group Method) is a modification of OECD TG 401 for the Supplemental Test.

6.4.1 Multiple Sequence Dosing

A number of variations of multiple sequence dosing have been simulated. In all cases, the LD50 is
determined first. Then, three or four UDP tests are run in parallel beginning at slightly different starting
dose levels. Each of these runs is complete when the first animal dies. The individual data for all runs,
including the initial LD50 run, are then combined and used in a probit analysis to estimate the LD50 and
slope of the dose-response curve. Data from computer simulations for this procedure are provided in U.S.
EPA Document 6 (original BRD Appendix C, final report Appendix L). The number of animals used is
greater than in the Primary Test, but only one animal per run (three or four total) should be killed by the
test substance in the Supplemental Test.

6.4.2 Group Method Dosing

This method involves dosing groups of ten or more animals at established lethality points (e.g., LD10,
LD16, LD84) derived from the dose-response curve. Data for this procedure are given in U.S. EPA
Document 6, Part B (original BRD Appendix C, final report Appendix L). The group method labeled
“Best Estimate” provides better results, but utilizes 30 animals not including those required for the LD50
determination (an additional seven animals for the LD50 determination). The group method works fairly
well for steep slopes, but generally uses more animals than OECD TG 401 (37 animals plus seven
animals for the LD50 determination).

6.5 Hazard Classification
All three of the in vivo validation studies resulted in the estimation of the LD50 for the substances
studied; a direct comparison of the UDP to the OECD TG 401 in toxic classification is shown in Table 6-

3. For the Bruce (1987) and the Bonnyns et al. (1988) studies, there is 100% agreement between the
current UDP and OECD TG 401 in the classification of the tested substances. The Yam et al. (1991)
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study, the FDP was conducted along with the UDP and the results were compared with the published
results of van den Heuvel et al. (1990). The UDP gave the same classification as OECD TG 401 for eight
of the ten substances tested. For the remaining substances, the UDP provided a more conservative
classification. The FDP resulted in the same classification as OECD TG 401 for seven of the ten
substances tested, was less risk averse for two substances, and was more risk averse for the other
substance. When compared to the FDP, the UDP gave the same classification for eight of the ten
substances and was more conservative for the other two substances (mercuric chloride and 4-
aminophenol). A comparison of the results for FDP, ATC, and UDP is provided in Table 6-4. Overall,
the UDP gave the same classification as OECD TG 401 for 92% of the substances tested and was more
conservative (higher classification) for the remaining 8% of the substances tested.

Table 6-3 Toxic Classification
Test Substance Toxic Classification
OECDTG 401 | UDP FDP
Bruce (1987)
Ingredient Unclassified Unclassified ND
Laundry detergent Unclassified Unclassified ND
Ingredient Unclassified Unclassified ND
Laundry detergent Unclassified Unclassified ND
Laundry detergent Unclassified Unclassified ND
Shampoo Unclassified Unclassified ND
Flavor Unclassified Unclassified ND
Caffeine Harmful Harmful ND
Potassium hydroxide Harmful Harmful ND
Dishwashing detergent Unclassified Unclassified ND
Bonnyns et al. (1988)
Barium acetate Harmful Harmful ND
Barbital Harmful Harmful ND
Coumarine Harmful Harmful ND
Allyl heptanoate Harmful Harmful ND
Diquat Harmful Harmful ND
Yam et al. (1991)

Nicotine Toxic Toxic Toxic
Na pentachlorophenate Harmful Harmful Harmful
Na arsenite Toxic Toxic Toxic
p-Dichlorobenzene Unclassified Unclassified Unclassified
Fentin hydroxide Toxic Toxic Harmful
Acetanilide Harmful Harmful Unclassified
Tetrachlorvinphos Unclassified Unclassified Unclassified
Piperidene Harmful Harmful Harmful
Mercuric chloride Toxic Very Toxic Toxic
4-Aminophenol Unclassified Harmful Harmful

VT = Very Toxic = LD50 < 50 mg/kg; T = Toxic = LD50 > 50 mg/kg but < 500 mg/kg;

H = Harmful = LD50 > 500 mg/kg but < 2000 mg/kg; U = Unclassified = LD50 > 2000 mg/kg

ND = no data
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Table 6-4 Comparison of the FDP, the ATC, and the UDP

OECD Test Number of Number of Alternative Test Hazard
Alternative Test Test Classification Compared to Reference
Substances | Comparisons That of Standard Test (%0)
Same Greater Lesser
Hazard | Hazard Hazard
van den Heuvel et
EDP 41 41 75.6 49 19.5 al., 1087
van den Heuvel et
20 414 80.2 35 16.3 al., 1090
ATC 30 179 86 9.0 5.0 Schlede et al., 1992
20 175 86 5.3 8.7 Schlede et al., 1995
UDP 25 25 92.0 8.0 0 Lipnick et al., 1995

7.0 Test Method Reliability (Repeatability/Reproducibility)

There are no known in vivo data on the reliability and repeatability of the Revised UDP. The current
UDP has been shown to perform well when compared to OECD TG 401 (see Section 6.0). The OECD
agreed when approving the UDP that the dosing method and observations were identical to OECD TG
401 and the ATCM, therefore, the inter- and intra-laboratory variability should also be identical. Data are
presented for the repeatability and reproducibility acute oral toxicity studies. Using computer
simulations, the repeatability and reproducibility of the Revised UDP has led to an optimized protocol.

7.1 Inter-laboratory Reproducibility for Acute Oral Toxicity Studies

In 1964, Griffith studied inter-laboratory variation in determining the acute oral LD50. Four substances
were tested at six contract or industrial toxicity testing laboratories. Four laboratories utilized male and
female Sprague-Dawley rats weighing between 200 and 300 g and two laboratories used male rats only.
Four laboratories fasted the rats before dosing, whereas two laboratories did not fast the rats. The
laboratories were free to decide how to prepare the doses and when a vehicle should be used. Five
laboratories used water and one used corn oil. All substances were delivered to the laboratory as coded
substances and all doses were administered via oral gavage. A total of four different statistical methods
were used to calculate the LD50.

The ratio of the highest LD50 value to the lowest LD50 value ranged from 2.0 for sodium bicarbonate to
2.8 for sodium alkyl benzene sulfonate. The results for each substance are given in Table 7-1. For
laboratories using the same concentration of the test substance in water, the resulting LD50 values were
less variable. Dosing in corn oil seemed to lessen the toxic effects of the three substances administered in
a vehicle, at least when the concentration in corn oil was the same as the concentration in water. Despite
all of the differences in the acute oral toxicity protocol for these four substances, the LD50 values were all
within a factor of 2.8.

In 1967, Weil and Wright completed an inter-laboratory comparison of eight laboratories studying the

acute oral toxicity of 10 substances. Each laboratory conducted the test using three protocols. The first or
standardized protocol specified the dose-spacing factor, the strain, weight, and number of rats, the rat diet,
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and required overnight fasting of the animals. The second protocol was identical to the first except the
laboratory could choose the strain of rat. The third protocol was not directed in any way (i.e., the
laboratory conducted the test according to their standard procedures).

Using a standardized protocol, the ratio of the highest LD50 to the lowest LD50 for nine substances
ranged from 1.5 to 2.8 as shown in Table 7-2. For the 10™ substance, the ratio was 5.0. Some of the
variability resulted from one laboratory inadvertently utilizing specific pathogen free rats instead of
conventional stock rats as specified in the protocol. For that laboratory, the LD50 values were relatively
higher when compared to the other laboratories.

Table 7-1  Ratio of Highest to Lowest Inter-Laboratory LD50 values from Griffith (1964)

Test Substance Highest LD50 Lowest LD50 Ratio
Sodium Bicarbonate 8.29 4.22 1.96
Akylbenzene sulfonate 5.82 2.05 2.84
Granular detergent 7.92 3.56 2.60
Liquid detergent 16.15 7.25 2.23
Table 7-2 Inter-Laboratory LD50 values from Weil and Wright (1967)
Substance
Laboratory 1 2 3 4 5 6 7 8 9 10
1 2.24 2.59 0.71 5.66 0.21 3.25 8.00 6.73 0.77 6.50
2 212 1.50 0.42 5.60 0.20 2.38 8.48 4.06 1.23 4.24
3 2.46 2.80 0.28 5.90 0.21 4.92 9.90 8.91 1.97 8.12
4 1.62 1.87 0.71 4.92 0.27 4.92 7.46 7.46 1.23 2.83
5 2.46 1.23 0.54 4.29 0.13 2.83 6.50 2.83 0.81 3.36
6 2.26 1.97 0.57 4.53 0.17 3.94 6.86 9.05 0.70 4.85
7 154 154 0.34 3.54 0.13 4.06 8.12 14.1 117 5.45
8 214 1.19 0.71 4.24 0.16 4.00 9.85 5.04 1.29 3.57
Absolute 1.6 24 25 1.7 2.0 21 15 5.0 2.8 2.8
LD50 Ratio

The results using the second protocol were almost identical to the results for the standardized protocol;
the results using the third protocol were much more variable. For these third protocol studies, nonfasted
rats and more mature rats (weighing between 220 and 310 g) resulted in significant differences in the
LD50 values.
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7.2 Intra-Laboratory Repeatability for Acute Lethality Studies

In 1966, Weil and coworkers reported results for an intra-laboratory study of the acute oral toxicity of 26
substances. The LD50 values were determined for almost all substances in 11 of 12 consecutive years.
Each test utilized nonfasted rats (predominantly males) weighing between 90 and 120 g. Over the 12
years, six strains of rats were used and eleven technicians were involved with dosing. The substances
were administered neat, in water, in corn oil, or in TergitolO.

The ratio of the highest LD50 to the lowest LD50 value for each substance ranged from 1.33 for
dipropylene glycol to 3.18 for monoethanolamine. The results for all 26 substances are provided in Table
7-3. Considering the variations in strains of rat, varying use of a vehicle, and different technicians, the
acute oral toxicity test is quite reproducible.

In 1967, Weil and Wright reported the results of an acute oral toxicity study conducted in eight
laboratories using ten different substances. Each laboratory conducted the test using three protocols. By
comparing the results for the three protocols for each laboratory, an indication of intra-laboratory
variation was ascertained. The specific LD50 data were not provided, but the data were reported using a
ranking procedure. Using a relative rank procedure based on the sum of ranks for all 10 substances,
essentially no differences were noted in the three protocols as the sum of ranks were 15, 15, and 17,
respectively, as shown in Table 7-4.
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Table 7-3 Intra-Laboratory Repeatability from Weil et al. (1966)
Test Substance LD50 Ratio (High/Low)
Mesityl oxide 2.00
2,4-Pentane dione 1.63
2-Ethyl butyric acid 3.02
Isophorone 2.96
Diethanolamine 2.19
Morpholine 1.74
Monoethanolamine 3.18
Butyl cellosolve 211
2-Ethyl hexanoic acid 2.19
2-Ethyl hexanol 211
Methyl cellosolve 1.65
n-Butanol 2.43
Diethyl carbitol 2.28
2-Ethylhexenediol 3.15
Diisobutyl ketone 2.25
Diacetone alcohol 1.50
Butyl carbitol 2.72
Triethanolamine 2.05
Ethylene glycol 2.00
Methyl carbitol 1.56
Carbitol 1.96
UCON LB-400 2.79
Dipropylene glycol 1.33
Diethylene glycol 1.74
Triethylene glycol 1.92
Propylene glycol 1.52
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Table 7-4 Relative Rank of Sum of Ranks for LD50 values (Weil and Wright, 1967)

Laboratory
Procedure 1 2 3 4 5 6 7 8 Sum
[ 3 1 2 [ 25] 1 3 |15 1 15
Il 2 2 1 |25 2 1 |15 3 15
T 1 3 3 1 3 2 3 2 17

7.3 Other Studies

Zbinden and Flury-Roversi (1981) reviewed acute oral toxicity data from the open literature and noted
many factors that may affect the determination of the LD50 including:

animal species ambient temperature

age of the animals housing conditions

weight of the animals seasonal variations

sex of the animals humidity

genetic influence (strain differences) light/dark cycle

animal health noise

diet weather (barometric pressure)
food deprivation technician training

dosing procedure acclimation period

All of these factors are important and over time the protocol has become standardized in an attempt to
minimize variability. After Zbinden and Flury-Roversi (1981) noted these factors affecting variability,
they claimed the LD50 test was unreliable because the open literature shows values ranging from 3.66 to
11.89 fold. It should be noted that the data producing high variability were not generated using a
standardized protocol (e.g., the weight of the male rats varied from 52 to 400 g); had the data been
generated using a standard protocol, they likely would not have varied beyond a factor of three, as
observed in the studies summarized above.

Based on inspection of LD50 data available from RTECS or other reference texts and databases, the
LD50 reported for several species and multiple strains using differing protocols varies by a factor of 10 or
more. Such a compilation is not adequate to evaluate inter- or intra-laboratory variation.

7.4 The Need for Additional Repeatability/Reproducibility Studies

Reference acute oral toxicity data were obtained from inter- and intra-laboratory studies using protocols
predating OECD TG 401. It is clear from these results that the protocols for acute oral toxicity studies
needed to be standardized if the results for various studies are to be compared. OECD TG 401 is
standardized and the results in inter- and intra-laboratory studies show that the method provides an
estimate of the true LD50 within a factor of approximately three. As OECD TG 401 has been considered
the classical method for many years, new or alternative methods should yield results comparable to those
obtained using this protocol.
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75 Inter-Laboratory Reproducibility Studies Using the FDP and the ATC

Two multi-laboratory international studies have generated data regarding the inter-laboratory
reproducibility of two acute toxicity methods. In the first study, van den Heuvel et al. (1990) reported the
results of 33 laboratories in 11 countries studying 20 coded substances using the FDP. With participation
from 33 laboratories, one laboratory advised on preparation and distribution of the 20 substances, a
second laboratory performed a classical LD50 test on each substance, and the remaining 31 laboratories
conducted the FDP. The laboratories performing the FDP were free to choose the strain of rat; 21 used
Sprague-Dawley rats, 9 used Wistar rats, and one used Fischer 344 rats. The age of rats at study initiation
was from 8 to 12 weeks and their weight was £20% of the mean. The exact strain, age, and weight used
in each study were not provided. Animals were dosed at 5, 50, 500, or 2000 mg/kg and the results were
matched with the then current European Commission (EC) classification scheme. The reproducibility of
the FDP is illustrated in Table 7-5.

Of 516 comparisons, the authors reported 414 (80.2%) of the FDP classifications were the same as the
LD50 test. For 84 comparisons (16.3%), the FDP underclassified the substances and for 18 comparisons
(3.5%), the FDP overclassified the substances. Fentin hydroxide, 2-chloroethanol, and 4-aminophenol
were underclassified by 69%, 27%, and 35% of the testing laboratories, respectively. 1-Phenyl-2-thiourea
was overclassified by 46% of the testing laboratories. The authors stated that the variability of the results
for 1-phenyl-2-thiourea was probably due to solubility problems. For fentin hydroxide, wide variations
were due in part to strain and weight differences in the rats; the Fischer 344 rats used by one laboratory
were reported to be twice as large as the other strains. This variation equates to large differences in age
because Fischer 344 rats are usually smaller than Sprague-Dawley or Wistar rats of the same age. The
results for 4-aminophenol and 2-chloroethanol were not readily explained. According to the authors, the
FDP produces “consistent results that are not substantially affected by inter-laboratory variation.”

In the second study, Schlede et al. (1995) reported the results of nine laboratories in five countries
studying 20 coded substances using the ATC. Six laboratories used Sprague-Dawley rats, and three
laboratories used Wistar rats. No specifications as to age or weight were given except that the weights for
all rats used were reported to be +20% of the mean at study initiation for each laboratory. Based on a
comparison with LD50 data (selected from various sources in the open literature), eight of the 20
substances were classified correctly by all laboratories reporting data. The reliability of the ATC is
illustrated in Table 7-6.

Of 173 comparisons, 136 (79%) of the ATC classifications were the same for all laboratories reporting
data. Indomethacin, N-phenylthiourea, and bis(tributyltin)oxide were underclassified by 56%, 56%, and
78% of the testing laboratories, respectively. Cadmium chloride was overclassified by 67% of the testing
laboratories. No explanation was provided for these deviations. According to the authors, the ATC is “a
reliable alternative to the LD50 test.”

Despite the variability due to strain, age, and weight of rats, the FDP and the ATC were reasonably
consistent for all of the substances tested (only three substances spanned three classes). These two
international studies support the overall reproducibility of in vivo acute toxicity data and would suggest
that there is no need for additional in vivo inter-laboratory validation studies for the UDP (see U.S. EPA
Document 13; original BRD Appendix C, final report Appendix J-1).
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Table 7-5 Inter-Laboratory Reproducibility of FDP (van den Heuvel et al., 1990)
Substance LD50 Number of Labs Classifying (n=26)*
(mg/kg) Correctly Over Under

Class 3 (0 - 25 mg/kg)t

Aldicarb (10%) 3.2-5.0 22
Class 2 (25 — 200 mg/kg)

Phenyl mercury acetate 37 24 2

Sodium arsenite 48 25 1

2-Chloroethanol 60 19 7

Nicotine 71 23 3

Fentin hydroxide 119 8 18

1-Phenyl-2-thiourea 126-400 12 12 2

Mercuric chloride 160 25 1
Class 1 (200 — 2000 mg/kg)

Sodium pentachlorophenate 309 25 1

Piperidine 488 24 2

Resourcinol 489 25 1

Ferrocene 1260-2000 3 23

Acetanilide 1893 4 22
Class 0 (2000 — 0 mg/kg)

p-Dichlorobenzene >2000 26

Quercetin dihydrate >2000 26

Tetrachloevinphos >2000 25 1

Naphthalene >2000 26

Acetonitrile >2000 22 4

Dimethyl formamide >2000 26

4-Aminophenol >3000 17 9

Totals (n=516) 407 31 78

*Correctly = predicted same hazard classification as OECD TG 401; Over = predicted greater hazard than
OECD TG 401; Under = predicted lesser hazard than OECD TG 401
tActual doses utilized were 5, 50, 500, or 2000 mg/kg
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Table 7-6 Inter-Laboratory Reproducibility of ATC (Schlede et al., 1995)
Substance LD50 Number of Labs Classifying (n=9)*
(mg/kg) Correctly Over Under

Class 3 (0 — 25 mg/kg)
Aldicarb
Parathion
N-Phenylthiourea
Thiosemicarbazide
Indomethacin

Class 2 (25 — 200 mg/kg)
Mercuric oxide
Sodium arsenite
Bis(tributyltin)oxide
Acrylamide

Class 1 (200 — 2000 mg/kg)
Cadmium chloride
Caffeine
Aniline
Ferrocene
Sodium salicylate
Acetanilide

Class 0 (2000 - « mg/kg)
Acetonitrile
Butylated hydroxyanisole
N,N-Dimethylformamide
Quercetin dihydrate
Ethylene glycol

Totals (n=173)
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13

A © b © ©
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o N 00 00
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270
822
1280
1601
1689

g OO © ©O© 0o W

2515
2853
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6336

© ©O© N o1 O»;
H

136 16 21

*Correctly = predicted same hazard classification as OECD TG 401; Over = predicted greater hazard than
OECD TG 401; Under = predicted lesser hazard than OECD TG 401
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8.0 Test Method Data Quality
8.1 Adherence to Good Laboratory Practices (GLPs)

The studies of Bruce (1987) and Yam et al. (1991) were conducted under CFR Part 792 GLPs. The
Bonnyns et al. (1988) study was conducted in Belgium under GLPs of the European Community.

8.2 Results of Data Quality Audits

The QA audit report for the Bruce (1987) study was not available; however, the signed report regarding
the conduct of the study according to GLPs was provided. For the Yam et al. (1991) study, the laboratory
report including all observations, body weights, and pathology were provided. Individual data sheets for
one of the substances were also provided. The QA audit report was not available, but from the data
provided, no serious deviations from GLPs were noted. QA audits, study reports, and animal data were
not available for the Bonnyns et al. (1988) study or the van den Heuvel et al. (1990) study (the source of
the OECD TG 401 data for the Bonnyns study).

8.3 Impact of GLP Deviations and/or Data Audit Non-Compliance

A review of the Bruce (1987) and the Yam et al. (1991) studies did not reveal any discrepancies that
would have significantly altered the general conclusions of the study reports.

9.0 Other Scientific Reports and Reviews
9.1 Availability of Additional UDP Data

The only other known toxicity data using the UDP are the unpublished data from the Netherlands (see
original BRD Appendix D; this appendix was not included in this final report). These data are quite
different in that birds were used and were dosed two at a time, resulting in the use of many birds (some
sixty animals per study).

9.2 Inhalation Testing and the UDP

Inhalation toxicity testing is more complex than oral or dermal toxicity testing. The purpose of an acute
inhalation toxicity study is to provide an assessment and evaluation of the toxic characteristics of an
inhalable substance, such as gases, volatile substances, or aerosols/particulates. It also provides
information of possible health hazards to a human if exposed via the inhalation route. An acute inhalation
toxicity study determines the median lethal concentration (LC50) and its statistical limits and slope using
a single exposure duration (usually of 4 hours) and a 14-day post-exposure observation period. Data from
an acute study can serve as a basis for classification and labeling; it is also an initial step in establishing a
dosage regimen in subchronic and other studies, and might provide additional information on the mode of
toxic action of a substance (Technical Committee of the Inhalation Specialty Section, 1992).

Current U.S. EPA guidance indicates that at least five animals of the same sex should be used at each test
concentration (Gross and Vocci, 1988; Gross, 1989). After completion of the study in one sex, at least
one group of animals of the other sex is exposed to characterize any differential sensitivity to the test
substance. The U.S. EPA encourages the use of fewer animals if justified in individual circumstances.
Where adequate information is available to demonstrate that animals of the sex tested are markedly more
sensitive, testing of the other sex is not required. Where appropriate, a Limit Test may be considered. In
the Limit Test, a single group of five males and five females is exposed to 2 mg/L for four hours. In
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situations where this concentration is not possible due to the physical properties of the test substance, the
animals are exposed to the maximum attainable concentration. If no lethality is observed, no further
testing for acute inhalation toxicity is needed. If compound-related mortality results, further study may
need to be considered.

Testing one animal at a time, in either a nose only or a whole body exposure chamber, would greatly
increase the cost of the assay. The increase in study cost results primarily from the additional chamber
time needed, as well as the additional analyses for concentration and particle size required for each run.
Study costs would also be increased because the exposure chamber will be unavailable for a different
study until the UDP is completed, since only then could the generation system be cleaned and prepared
for another test substance. Additionally, from a practical standpoint, compared to simultaneously
exposing all animals to the same test concentration, exposing single animals at different times to exactly
the same test concentration is more difficult. Thus, it does not appear currently that using a sequential
dosing procedures such as the UDP for inhalation toxicity testing is a viable alternative.

9.3 Other Acute Toxicity Methodology

One method worth considering as an alternative to the UPD is the method of Weil (1983). In this method,
four groups of three or four animals are dosed using a dose-spacing factor of 2 and the LD50 and slope
are calculated using the moving-average method. Using a dose-spacing factor of 1.26 or 2.0, Weil et al.
(1953) showed that groups of three or four animals yield an estimate of the LD50 equivalent to that
determined using groups of ten animals; thus, with 12 to 16 animals, the LD50, slope, and confidence
interval could be determined in a single study. The moving-average method can accommodate dose
groups that have 0% or 100% Kills. Calculating the slope using probit analysis requires the use of many
more animals. In a comparison of 35 pairs of slopes determined using probit analysis and the moving-
average method, the correlation coefficient was 0.85. If the dosing is performed in sequence, three dose
levels may be sufficient for the study, thereby requiring only 9 to 12 animals total.

Weil (1975) summarized the results of 490 probit analyses for acute oral tests; these summaries generated
a median slope of 7.8. Only 8 of 490 had a slope of 2 or less and more than 50 had a slope of 16 or
greater, ranging up to a slope of 60; this fact confirms that relatively few test substances have a slope of 2
or less. It also indicates that even for a relatively simple one-dose test, the slope of the dose-response
curve for different test substances is quite variable. The uncertainty of the slope in each assay is large
compared to the relatively low degree of uncertainty of the LD50. Even with this uncertainty, the slope
estimate is critical for risk assessment purposes and probabilistic modeling.

10.0  Animal Welfare Considerations
10.1 Refinement to Address Animal Pain and Suffering

In the Yam et al. (1991) study, the number of toxic signs and deaths in the UDP and OECD TG 401 were
compared. The results clearly show that in the UDP, the incidence and severity of pain and suffering
were reduced when compared to OECD TG 401. The Revised UDP specifically refers to the OECD
Guidance 19 (original BRD Appendix B; this appendix is not appended to this final report) on humane
endpoints and handling of moribund animals. The use of this guidance document in the training of
technicians is key to the refinement process.
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10.2  Reduction in Animal Usage

The 1981, OECD TG 401 utilized 50 or more animals to calculate the LD50, slope, and confidence
interval. The 1987 revision of OECD TG 401 reduced that number to 20 to 30 animals. The Revised
UDRP is designed to use 6 to 15 animals in the LD50 determination. The utilization of animals is
compared in Table 10-1 for the three validation studies. A summary table comparing the Revised UDP
to OECD TG 401 is presented in Table 10-2.

Table 10-1 Animal Usage in OECD TG 401 and the UDP

Number of animals
OECD TG 401 UDP
Bruce (1987) 370 68
Bonnyns et al. (1988) 150 40
Yam et al. (1991) 260 75
TOTALS 780 183

The UDP utilized only 23% of the animals used in OECD TG 401, yet the estimated LD50 values were in
good agreement. For the LD50 determination, the Revised UDP will use the same or fewer numbers of
animals (usually females) as is used by the current UDP.
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Table 10-2 Summary Table of Acute Oral Toxicity Tests
(Assume nothing is known about test substance)

TG 401 TG 401 TG 425 Revised UDP
(1981) (1987) (1998) (2001)
Range-finding study (RFS)  yes yes NA NA
# doses >3 > 38
# animals/dose 5 3
males/females both one
total animals 30+ 9+
duration® 7 days 7 days
LD50 Estimate yes yes yes yes
# animals/dose 5/sex 5 1 1
# dose levels 3-6 3+1° 2-13° 2-6°
males/females both 1/confirm females females
: total animals 30-60 20° 6-18¢ 6-10°
starting dose from RFS from RFS 100 mg/kg 175 mg/kg
duration® 14 days 21 days 22-39days  26-35days
Totals for RFS plus LD50 Estimate
# animals 60 - 90+ 29+ 6-18 6-10
duration” 21-28 days 28-35 days 22-39 days 26-35 days
Slope Estimate possible’ possible’ NA yes (Supplemental Test)
# runs 4
# doses/run 0-2 0-2 1-4
# animals/dose 5/sex 5 1
total animals 0-10 0-10 4-16°
duration® 0-14 days 0-14 days 14-18 days

Combined Totals (LD50 and Slope estimates)

# animals 60 -100+ 29 - 39+ NA 16 - 25
duration” 21-42 days  28-49days  NA 42-53 days

& minimum of three doses; more if lethality range not bracketed in the first three doses.

b assume dosing on Monday — Friday only; duration for all tests includes a 14-day post-dosing observation period.

¢ three doses tested in first sex plus one dose tested in second sex.

dstarting at 100 mg/kg with a spacing factor of 1.3, 13 dose treatments could occur prior to the first reversal (e.g., the first death
at 2000 mg/kg in this example) — 100, 130, 169, 220, 286, 371, 483, 627, 816, 1060, 1380, 1790, and 2000 mg/kg. The total

number of animals used would then be 13 plus the 4 after the first reversal or 17 animals. If the animal dosed at 2000 mg/kg
lived, then a Limit Test would be conducted (up to 5 more animals for a total of 18 animals).

¢ starting at 175 mg/kg with a spacing factor of 3.2, six dose treatments could occur prior to the first reversal (e.g., the first animal
to survive in this example was at a dose of 1.0 mg/kg ) — 175, 55, 17.5, 5.5, 1.75, and 1.0 mg/kg. The total number of animal
would then be 6 plus the 4 after the first reversal or 10 animals. If the animals dosed at 1.0 mg/kg died, then a lower Limit Test
would be conducted (up to 4 more animals, also a total of 10 animals).

fslope estimation requires three dose groups for each sex with partial kills; if not achieved in the LD50 determination, then one or
more dose groups may be required.

9if the first animal in each run dies, then the total is four animals; if death is not observed until the 4™ animal in each run, then the
total is 16 animals.
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10.3  Replacement of the Acute Oral Toxicity Test

Concern has been expressed about the reliability and usefulness of acute oral toxicity tests (Zbinden and
Flury-Roversi, 1981). Recently, for humane reasons, increasing interest and support have been given to
the use of in vitro cytotoxicity methods. Recent advances in in vitro cytotoxicity methodology, especially
through the Multicentre Evaluation of In Vitro Cytotoxicity (MEIC) Program and through validation
studies conducted at the Center for Documentation and Evaluation of Alternative Methods to Animal
Experiments (ZEBET), have been reported (Ekwall, 1999; Halle, 1998). However, in vitro cytotoxicity
tests have not yet been validated as a replacement for acute oral toxicity tests. It is possible that such tests
could be used to determine the starting dose level in animal studies. An In Vitro Cytotoxicity Workshop,
sponsored by ICCVAM, has been scheduled for October 17 - 19, 2000 in Crystal City, VA, U.S. to
explore these issues.

11.0 Other Considerations
11.1  Gender Sensitivity

Several documents regarding sex sensitivity issues have been reviewed (see U.S. EPA Document 14 -
original BRD Appendix C, final report Appendix P). Because data suggest that the female is more
sensitive in the majority of instances, the use of females in the Revised UDP will result in a more
protective number in risk assessment action and probabilistic modeling.

11.2  Equipment and Training

The equipment requirements for the Revised UDP are no different than for other acute oral toxicity
studies, with the possible exception of the requirement of a computer. Cages, balances, analytical
equipment as necessary to confirm the identity of the test substance, possibly waterbaths or mixers to
dissolve the substance, dosing syringes, gavage catheters, and necropsy equipment are needed. The only
special piece of equipment needed for this revised method is a computer to run a spreadsheet program and
a means to run maximum likelihood estimates using an appropriate statistical program. It is anticipated
that the stopping rule program will be made available in ExcelO or another standard format to interested
individuals via the OECD or U.S. EPA websites. A program could also be written, as described in the
UDP guideline, by the investigator.

Training requirements are similar to any acute oral toxicity test with emphasis on recognizing animals in a
moribund condition and other humane endpoints (see original BRD Appendix B; this appendix is not
appended to this final report). Technicians must be trained to properly calculate, mix, and administer test
substances to rats via oral gavage and trained to make and record observations in an acute toxicity study,
including the gross necropsy. They should also be able to make decisions on when to sacrifice a
terminally ill animal.

Staff must also be able to use the computer programs. A full description of how to use the stopping rule,
with examples, is in the guideline. The use of the maximum likelihood method for calculating the LD50
is a standard statistical program and would require someone with appropriate experience. Dosing and
observations are similar to any other acute toxicity protocol. It is important for all acute toxicity studies
that the technicians running the studies be trained in making and recording observations correctly.
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11.3  Costs Comparisons for TG 401 and UDP Studies

Three commercial toxicology laboratories were contacted regarding costs of conducting OECD TG 401
and OECD TG 425. The comparisons are given below.

Test Laboratory 1 Laboratory 2 Laboratory 3
Range-Finding Study $800 $950 $2,900
Limit Test $2,000 $1,650 $2,900
TG 401 (3 dose levels) $5,000 $3,600 $6,900
UDP $6,900

Primary Test $2,000 $3,300
Limit Test $2,000 $1,650
Supplemental $800/run $300/animal

For Laboratory 1, the cost for an OECD TG 401 study is $5,000. For the UDP, the cost would be $2,000
for the Primary Study plus $3,200 (four runs) for the Supplemental Test for a total of $5,200. Thus, the
costs are essentially equal.

For Laboratory 2, the cost for the OECD TG 401 study is $950 plus $3,600 for three levels for a total of
$4,550. For the UDP, the Primary Test is $3,300 plus $2,400 (four runs with 2 animals each) for a total
of $5,700. In this laboratory, the UDP cost is slightly greater than that for TG 401.

For Laboratory 3, the cost of the OECD TG 401 study and the UDP study (Primary and Supplemental)
are equal.

Overall, the cost of the UDP study appears to be essentially the same as for the OECD TG 401 study.
However, as many laboratories are not experienced with the UDP, these costs estimates may be expected
to change.

11.4  Time Comparisons for Conducting TG 401 and UDP Studies
The UDP will require approximately two additional weeks when compared to OECD TG 401. This
added time is attributed to the sequential dosing of all animals at 48-hour intervals in each UDP run and

to the fact that the Primary Test is completed prior to the start of the Supplemental Test. In terms of
technician time, there is little difference between the two tests as suggested in the above cost analysis.
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OECD GUIDELINE FOR THE TESTING OF CHEMICALS

The Up-and-Down Procedure for Acute Oral Toxicity:
Proposed Test Guideline

INTRODUCTION

1. OECD qguidelines for the Testing of Chemicals are periodically reviewed in the light of
scientific progress or changing assessment practices. The concept of the up-and-down testing
approach was first described by Dixon and Mood (1)(2)(3)(4). In 1985, Bruce proposed to use
an up-and-down procedure (UDP) for the determination of acute toxicity of chemicals (5). There
exist several variations of the up-and-down experimental design for estimating an LD50. This
guideline is based on the procedure of Bruce as adopted by ASTM in 1987 (6) and revised in
1990. A study comparing the results obtained with the UDP, the conventional LD50 test and the
Fixed Dose Procedure (FDP, Guideline 420) was published in 1995 (7). Since the early papers
of Dixon and Mood, papers have continued to appear in the biometrical and applied literature,
examining the best conditions for use of the approach (8)(9)(10)(11). Based on the
recommendations of several expert meetings in 1999, an additional revision was considered
timely because: 1) international agreement had been reached on harmonised LD50 cut-off values
for the classification of chemical substances, ii) testing in one sex (usually females) is generally
considered sufficient, and iii) revision was being undertaken concurrently for two other
alternatives to the conventional acute oral toxicity test, described in Test Guideline 401.

2. This test procedure is of value in minimizing the number of animals required to estimate
the acute oral toxicity of a chemical as indicated by an estimated LD50, given knowledge before
testing of the approximate LD50 and slope. In addition to the observation of mortality, the test
allows the observation of signs of toxicity. A supplemental procedure also allows estimation of
the slope of the dose response curve.

3. Definitions of some terms are in Appendix 1.

INITIAL CONSIDERATIONS

4. All available information on the test substance should be considered by the testing
laboratory prior to conducting the study. Such information will include the identity and chemical
structure of the substance; its physical chemical properties; the results of any other in vitro or

in vivo toxicity tests on the substance; toxicological data on structurally related substances; and
the anticipated use(s) of the substance. This information is necessary to satisfy all concerned that
the test is relevant for the protection of human health, and will help in the selection of an
appropriate starting dose.

5. When designing a UDP test, if no information is available to make a preliminary estimate
of the LD50 and/or the slope of the dose response curve, results of computer simulations have
suggested that starting near 175 mg/kg and using half-log units (corresponding to a dose
progression of 3.2) between doses will produce the best results. The half-log spacing balances a
more efficient use of animals, while reducing bias in the prediction of the LD50 value. Coupled
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with this concern, in order that any bias will not lead to under-classification, it is essential that
initial dosing occur below the estimated LD50. However, for chemicals with large variability
(i.e., shallow dose-response slopes), simulations indicate that bias can still be introduced in the
lethality estimates and the LD50 has a large statistical error, similar to other acute toxicity
methods. To correct for this, the single-sequence test as described herein includes a stopping
rule not keyed to a fixed number of test observations but to properties of the estimate. Although
the stopping rule is applied to all data, simulations have shown that it will make no essential
difference in animal usage for the great majority of chemicals.

6. The UDRP is easiest to apply to materials that produce death within one or two days. The
method would not be practical to use when considerably delayed death (five days or more) can
be expected.

7. Computers are used to facilitate animal-by-animal calculations that establish testing
sequences and provide final estimates.

8. During the test, all animals obviously in pain or showing signs of severe distress should
be humanely killed.

9. A limit test can be used efficiently to identify chemicals that are likely to have low
toxicity.

PRINCIPLE OF THE PRIMARY (SINGLE ESTIMATE) TEST

10. For each run, animals are dosed, one at a time, at 48 hour intervals. The first animal
receives a dose a step below the level of the best estimate of the LD50. If the animal survives,
the dose for the next animal is increased to a factor of 3.2 times the original dose; if it dies, the
dose for the next animal is decreased by a similar dose progression. (Note: 3.2 is the default
factor. Paragraph 20 provides further guidance for choice of dose spacing factor.) Each animal
should be observed carefully for 48 hours (unless the animal dies) before making a decision on
whether and how much to dose the next animal. That decision is based on the survival pattern of
all the animals up to that time. A combination of stopping criteria is used to keep the number of
animals low while adjusting the dosing pattern to reduce the effect of a poor starting value (see
paragraph 20). Dosing may be stopped when an estimate of LD50 is obtained which satisfies
these criteria (see paragraphs 20 and 33). In typical cases for most applications, testing will be
completed with only 4 animals after initial reversal in animal outcome. In any event, the test
uses no more than 15 animals. The LD50 is calculated using the method of maximum likelihood
(12)(13). A description of the maximum likelihood procedure is in paragraphs 31 and 32.

PRINCIPLE OF THE SUPPLEMENTAL TEST

11.  When an estimation of slope is desired, the primary procedure serves as the starting point
for a tailored testing and estimation routine. The supplemental procedure also provides a
confidence interval for the LD50. A description of this supplemental procedure starts at
paragraph 22 and the formula for this calculation is provided in paragraph 34. It is based on the
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principle that multiple sequences with associated LD50s give an estimate of the standard error of
the estimate of the LD50, which is related to the slope in a known way.

DESCRIPTION OF THE METHOD

Selection of animals species

12.  The preferred rodent species is the rat although other rodent species may be used. In the
normal procedure, female rats are used because literature surveys of conventional LD50 tests
show that, although there is little difference of sensitivity between sexes, in those cases where
differences were observed, females were in general more sensitive. When there is adequate
information to infer that males are more sensitive, they should replace females in the test.

13. Healthy young adult animals should be employed. Littermates should be randomly
assigned to treatment levels. The females should be nulliparous and non-pregnant. At the
commencement of the study, the weight variation of the animals should be minimal and not
exceed + 20 % of the mean weight for each sex. The test animals should be characterised as to
species, strain, source, sex, weight and/or age.

Housing and feeding conditions

14, The temperature in the experimental animal room should be 22%C (+ 3%C). Although
the relative humidity should be at least 30 % and preferably not exceed 60 % other than during
room cleaning, the aim should be 50-60 %. Lighting should be artificial, the sequence being 12
hours light and 12 hours dark. The animals are housed individually. Unlimited supply of
conventional rodent laboratory diets and drinking water should be provided.

Preparation of animals

15.  The animals are uniquely identified and kept in their cages for at least five days prior to
dosing for acclimatization to the laboratory conditions. During acclimatization the animals
should be observed for ill health. Animals demonstrating signs of spontaneous disease or
abnormality prior to the start of the study are eliminated from the study.

Preparation of doses

16.  When necessary, the test substance is dissolved or suspended in a suitable vehicle. It is
recommended that, whenever possible, the use of an aqueous solution or suspension be
considered first, followed by consideration of a solution or emulsion in oil (e.g. corn oil) and
then by possible solution in other vehicles. For vehicles other than water, the toxicity of the
vehicle must be known. In rodents, the volume should not normally exceed 1 mL/100 g body
weight; however, in the case of aqueous solutions 2 mL/100 g body weight can be considered.
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PROCEDURE

Primary testing using a single-sequence of dosing

17. For selecting the starting dose, all available information should be used, including
information on structure-activity relationships. When the information suggests that mortality is
unlikely, a limit test should be conducted (see paragraph 23). When there is no information on
the substance to be tested, it is recommended that the starting dose of 175 mg/kg body weight be
used (see Appendix Il). This dose serves to reduce the level of pain and suffering by starting at a
dose which in most cases will be sublethal. In addition, this dose reduces the chance that hazard
of the chemical will be underestimated.

18. For each run, single animals are dosed in sequence usually at 48 h intervals. However,
the time intervals between dosing should not be fixed rigidly and may be adjusted as appropriate
(e.g., in case of delayed mortality). The first animal is dosed a step below the toxicologist’s best
estimate of the LD50. If no estimate of the chemical’s lethality is available, dosing should be
initiated at 175 mg/kg. If the animal survives, the second animal receives a higher dose. If the
first animal dies or appears moribund, the second animal receives a lower dose (see paragraph 20
for size of dose spacing). Animals killed for humane reasons are considered in the same way as
animals that died on test. Dosing should not normally exceed 2000 mg/kg body weight.
However, when justified by specific regulatory needs, testing up to 5000 mg/kg body weight
may be considered.

19. Moribund state is characterised by symptoms such as shallow, labored or irregular
respiration, muscular weakness or tremors, absence of voluntary response to external stimuli,
cyanosis and coma. Criteria for making the decision to humanely kill moribund and severely
suffering animals are the subject of the separate OECD Guidance Document on the Recognition,
Assessment and Use of Clinical Signs as Humane Endpoints for Experimental Animals used in
Safety Evaluation

20.  The dose for each successive animal is adjusted up or down, depending on the outcome
of the previous animal. At the outset, if feasible, a slope of the dose response should also be
estimated based on all information available to the toxicologist including structure activity
relationships. The dose progression factor should be chosen to be the antilog of 1/(the estimated
slope of the dose response curve). When there is no information on the substance to be tested, a
dose progression factor of 3.2 is used. Dosing continues depending on the outcomes of all the
animals up to that time. In any event, if 15 animals have been tested, testing stops. Prior to that,
the test is stopped based on the outcome pattern if:

(1) the upper testing bound is reached and 3 consecutive animals survive at that bound or

if the lower bound is reached and 3 consecutive animals die at that bound, or

(2) the next animal to be tested would be the 7th and each surviving animal to this point

has been followed by a death and vice versa (i.e., 5 reversals occur in 6 animals started),

otherwise;

(3) evaluation whether testing stops or continues is based on whether a certain stopping

criterion is met: Starting following the fourth animal after the first reversal (which may

be as early as the decision about the seventh animal), three measures of test progress are
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compared via two ratios. If the first measure is at least two-and-one-half times both the
other measures (i.e., both ratios are 2.5), testing is stopped. (see paragraph 33 and
Appendix I11). For a wide variety of combinations of LD50 and slopes as low as 2.5, the
stopping rule will be satisfied with four to six additional animals, with fortuitously well-
placed tests using even fewer. However, for chemicals with shallow dose-response slope
(large variance), more animals may be needed. If animal tolerances to the chemical are
expected to be highly variable (i.e., slopes are expected to be less than 3), consideration
should be given to increasing the dose progression factor beyond the default 0.5 log dose
(i.e., 3.2 progression factor) prior to starting the test.

21.  When the stopping criteria have been attained after the initial reversal, the LD50 should
be calculated using the method described in paragraphs 31 and 32.

Supplemental Test: Estimate an LD50 and Slope of the Dose Response Curve

22. Following the primary test, a supplemental test to estimate the slope of the dose-response
curve can be implemented when necessary. This procedure uses multiple testing sequences
similar to the primary test, with the exception that the sequences are intentionally begun well
below the LD50 estimate from the primary test. These test sequences should be started at doses
at least 10 times less than the LD50 estimate from the primary test, and not more than 32 times
less. Testing continues in each sequence until the first animal dies. Doses within each sequence
are increased by the standard 3.2 factor. The starting doses for each test sequence should be
staggered, as described in Appendix I1, paragraph 6. Upon completion of up to six of these
supplemental test sequences, a standard probit analysis should be run on the entire collection of
data, including the outcomes of the primary test. Good judgment will be required in cases where
the primary test yields estimates of LD50 that are too close to the lower limit of doses tested.
When this occurs, testing may be required to begin well above the LD50, where deaths are
likely, and each sequence will terminate with the first survivor. If slope may be highly variable,
an alternate procedure, using varying dose progression sizes, may be appropriate as shown in
Appendix IV.

Limit test

23. Dosing should not normally exceed 2000 mg/kg body weight. However, when justified
by specific regulatory needs, testing up to 5000 mg/kg body weight may be considered. One
animal is dosed at the upper limit dose; if it survives, two more animals are dosed sequentially at
the limit dose; if both animals survive, the test is stopped. If one or both of these two animals
die, two animals are dosed sequentially at the limit dose until a total of three survivals or three
deaths occurs. If three animals survive, the LD50 is estimated to be above the limit dose. If
three animals die, the LD50 is estimated to be at or below the limit dose. If the first animal dies,
a primary test should be run to determine the LD50 (see paragraph 11 of appendix II).

As with any limit test protocol, the probability of correctly classifying a compound will decrease
as the actual LD50 approaches the limit dose. The selection of a sequential test plan increases
the statistical power and also has been made to intentionally bias the procedure towards rejection
of the limit test for compounds with LD50s near the limit dose, i.e., to err on the side of safety.
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Administration of doses

24.  The test substance is administered in a single dose to the animals by gavage using a
stomach tube or a suitable intubation cannula. The maximum volume of liquid that can be
administered at one time depends on the size of the test animal. In rodents, the volume should
not normally exceed 1 ml/100 g body weight; however, in the case of aqueous solutions

2 ml/100 g body weight can be considered. When a vehicle other than water is used, variability
in test volume should be minimised by adjusting the concentration to ensure a constant volume at
all dose levels. If administration in a single dose is not possible, the dose may be given in
smaller fractions over a period not exceeding 24 hours.

25.  Animals should be fasted prior to dosing (e.g., with the rat, food but not water should be
withheld overnight; with the mouse, food but not water should be withheld for 3-4 hours).
Following the period of fasting, the animals should be weighed and the test substance
administered. The fasted body weight of each animal is determined and the dose is calculated
according to the body weight. After the substance has been administered, food may be withheld
for a further 3-4 hours in rats or 1-2 hours in mice. Where a dose is administered in fractions
over a period of time, it may be necessary to provide the animals with food and water depending
on the length of the period.

Observations

26. After dosing, animals are observed individually at least once during the first 30 minutes,
periodically during the first 24 hours, with special attention given during the first 4 hours, and at
least once daily thereafter. The animals should normally be observed for 14 days, except where
animals need to be removed from the study and humanely killed for animal welfare reasons or
are found dead. However, the duration of observation should not be fixed rigidly. It should be
determined by the toxic reactions, time of onset and length of recovery period, and may thus be
extended when considered necessary. The times at which signs of toxicity appear and disappear
are important, especially if there is a tendency for toxic signs to be delayed (14). All
observations are systematically recorded with individual records being maintained for each
animal. Toxicology texts should be consulted for information on the types of clinical signs that
might be observed.

27.  Careful clinical observations should be made at least twice on the day of dosing, or more
frequently when indicated by the response of the animals to the treatment, and at least once daily
thereafter. Animals found in a moribund condition and animals showing severe pain and
enduring signs of severe distress should be humanely killed. When animals are killed for
humane reasons or found dead, the time of death should be recorded as precisely as possible.
Additional observations will be necessary if the animals continue to display signs of toxicity.
Observations should include changes in skin and fur, eyes and mucous membranes, and also
respiratory, circulatory, autonomic and central nervous systems, and somatomotor activity and
behaviour pattern. Attention should be directed to observations of tremors, convulsions,
salivation, diarrhoea, lethargy, sleep and coma.
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Body weight

28. Individual weights of animals should be determined shortly before the test substance is
administered, at least weekly thereafter, at the time of death or at day 14 in the case of survival.
Weight changes should be calculated and recorded.

Pathology

29. All animals, including those which die during the test or are Killed for animal welfare
reasons during the test and those that survive at day 14, are subjected to gross necropsy. The
necropsy should entail a macroscopic inspection of the visceral organs. As deemed appropriate,
microscopic analysis of target organs and clinical chemistry may be included to gain further
information on the nature of the toxicity of the test material.

DATA AND REPORTING

Data

30. Individual animal data should be provided. Additionally, all data should be summarised
in tabular form, showing for each test concentration the number of animals used, the number of
animals displaying signs of toxicity (Chan and Hayes, 14), the number of animals found dead
during the test or killed for humane reasons, time of death of individual animals, a description
and the time course of toxic effects and reversibility, and necropsy findings. A rationale for the
starting dose and the dose progression and any data used to support this choice should be
provided.

Calculation of LD50 for the primary test

31.  The LD50 is calculated using the maximum likelihood method (12)(13), other than in
exceptional cases given below. The following statistical details may be helpful in implementing
the maximum likelihood calculations suggested (with an assumed sigma). All deaths, whether
immediate or delayed or humane Kkills, are incorporated for the purpose of the maximum
likelihood analysis. Following Dixon (4), the likelihood function is written as follows:

L= L1 L2 Ln s

where

L is the likelihood of the experimental outcome, given mu and sigma, and n the total number of
animals tested.

Li = 1 - F(Z)) if the i" animal survived, or
Li= F(Z)) if the i" animal died,

where
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F = cumulative standard normal distribution,

Z; = [log(d;) - mu ]/ sigma

d; = dose given to the i" animal, and

sigma = standard deviation in log units of dose (which is not the log standard deviation).

When identifying the maximum of the likelihood L to get an estimate of the true LD50, mu is set
= log LD50, and automated calculations solve for it (see paragraph 32).

An estimate of sigma of 0.5 is used unless a better generic or case-specific value is available.

(a) If testing stopped based on criterion (1) (i.e., a boundary dose was tested repeatedly), or if the
upper bound dose ended testing, then the LD50 is reported to be above the upper bound; if the
lower bound dose ended testing then the LD50 is reported to be below the lower bound dose.
Classification is completed on this basis.

(b) If all the dead animals have higher doses than all the live animals or, vice versa, the LD50 is
between the doses for the live and the dead animals, these observations give no further
information on the exact value of the LD50. Still, a maximum likelihood LD50 estimate can be
made provided there is a value for sigma. Stopping criterion (2) in paragraph 20 describes one
such circumstance.

(c) If the live and dead animals have only one dose in common and all the other dead animals
have higher doses and all the other live animals lower doses, or vice versa, then the LD50 equals
their common dose. If there is ever cause to repeat the test, testing should proceed with a smaller
dose progression.

If none of the above situations occurs, then the LD50 is calculated using the maximum likelihood
method.

32. Maximum likelihood calculation can be performed using either SAS (12)(e.g., PROC
NLIN) or BMDP (13)(e.g., program AR) computer program packages as described in Appendix
1D in Reference 3. Other computer programs may also be used. Typical instructions for these
packages are given in appendices to the ASTM Standard E 1163-87 (6). The sigma used in the
BASIC program in (6) will need to be edited to reflect the changes in this version of the OECD
425 Guideline. The program’s output is an estimate of log(LD50) and its standard error.

33.  The stopping criterion (3) in paragraph 20 is based on three measures of test progress,
that are of the form of the likelihood in paragraph 31, with different values for mu, and
comparisons are made after each animal tested after the sixth that does not already satisfy
criterion (1) or (2). The equations for criterion (3) are provided in Appendix I1l. These
comparisons are most readily performed in an automated manner and can be executed
repeatedly, for instance, by a spreadsheet routine such as that also provided in Appendix III. If
the criterion is met, testing stops and the LD50 can be calculated by the maximum likelihood
method.
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Calculation of LD50 and Slope Using Supplemental Procedure

34. A Supplemental Procedure is based on running three independent replicates of the
Up-and-Down Procedure. Each replicate starts at least one log, but not more than 1.5 log, below
the estimated LD50. Each run stops when the first animal dies. All data from these runs and the
original Up-an-Down run are combined and an LD50 and slope are calculated using a standard
probit method.

Report

35.  The test report must include the following information:
Test substance:

- physical nature, purity and physicochemical properties (including isomerisation);
- identification data.

Vehicle (if appropriate):
- justification for choice of vehicle, if other than water.
Test animals:

- species/strain used;

- microbiological status of the animals, when known;

- number, age and sex of animals;

- rationale for use of males instead of females;

- source, housing conditions, diet, etc.;

- individual weights of animals at the start of the test, at day 7, and at day 14.

Test conditions:

- rationale for initial dose level selection, dose progression factor and for follow-up dose levels;
- details of test substance formulation;

- details of the administration of the test substance;

- details of food and water quality (including diet type/source, water source).

Results:

- body weight/body weight changes;

- tabulation of response data by sex (if both sexes are used) and dose level for each animal (i.e.
animals showing signs of toxicity including nature, severity, duration of effects, and
mortality);

- time course of onset of signs of toxicity and whether these were reversible for each animal,

- necropsy findings and any histopathological findings for each animal, if available;

- slope of the dose response curve (when determined);
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- LD50 data;
- statistical treatment of results (description of computer routine used and spreadsheet tabulation

of calculations)

Discussion and interpretation of results.

Conclusions.
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APPENDIX |

DEFINITIONS

Acute oral toxicity is the adverse effects occurring within a short time of oral administration of a
single dose of a substance or multiple doses given within 24 hours.

Delayed death means that an animal does not die or appear moribund within 24 hours but dies
later during the 14-day observation period.

Dosage is a general term comprising the dose, its frequency and the duration of dosing.

Dose is the amount of test substance administered. Dose is expressed as weight (g, mg) or as
weight of test substance per unit weight of test animal (e.g. mg/kg).

LD50 (median lethal dose), oral, is a statistically derived single dose of a substance that can be
expected to cause death in 50 per cent of animals when administered by the oral route. The LD50
value is expressed in terms of weight of test substance per unit weight of test animal (mg/kg).

Moribund status of an animal is the result of the toxic properties of a test substance where death
is anticipated. For making decisions as to the next step in this test, animals killed for humane
reasons are considered in the same way as animals that died.

Nominal sample size refers to the total number of tested animals reduced by one less than the
number of like responses at the beginning of the series, or by the number of tested animals up to
but not including the pair that creates the first reversal. For example, for a series as follows:
OOOXXOXO, we have the total number of tested animals (or sample size in the conventional
sense) as 8 and the nominal sample size as 6. It is important to note whether a count in a
particular part of the guideline refers to the nominal sample size or to the total number tested.
For example, the maximum actual number tested is 15. When testing is stopped based on that
basis, the nominal sample size will be less than or equal to 15. Members of the nominal sample
start with the animal numbered (r-1) (see reversal below).

Probit is an abbreviation for the term “probability integral transformation” and a probit dose-
response model permits a standard normal distribution of expected responses (i.e., one centered
to its mean and scaled to its standard deviation, sigma) to doses (typically in a logarithmic scale)
to be analyzed as if it were a straight line with slope the reciprocal of sigma. A standard normal
lethality distribution is symmetric; hence, its mean is also its true LD50 or median response.

Reversal is a situation where non-response is observed at some dose, and a response is observed

at the next dose tested, or vice versa (i.e., response followed by non-response). Thus, a reversal
is created by a pair of responses. The first such pair occurs at animals numbered r-1andr.
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Sigma is the standard deviation of a log normal curve describing the range of tolerances of test
subjects to the chemical. Sigma provides an estimate of the variation among test animals in
response to doses throughout the dose-response curve.

Slope (of the dose response curve) is the value that describes the angle at which the dose
response curve rises from the dose axis. This value is the reciprocal of sigma.
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APPENDIX I

DOSING PROCEDURE

Dose Sequence for Primary or Single-Sequence Test

1. For each run, animals are dosed, one at a time, at 48-hour intervals. The first animal
receives a dose a step below the level of the best estimate of the LD50. This selection reflects an
adjustment for a tendency to upward bias in the final estimate (see paragraph 5); as the test
progresses, dosing will adjust for the overall pattern of outcomes. If the animal survives, the
dose for the next animal is increased to a factor of 3.2 times the original dose; if it dies, the dose
for the next animal is decreased by a similar dose progression. (Note: 3.2 is the default factor.
Paragraph 3 below provides further guidance for choice of dose spacing factor). Each animal
should be observed carefully for 48 hours (unless the animal dies) before making a decision on
whether and how much to dose the next animal. That decision is based on the survival pattern of
all the animals up to that time.

2. A combination of stopping criteria is used to keep the number of animals low while
adjusting the dosing pattern to reduce the effect of a poor starting value. In any event, the test
uses no more than 15 animals. Reaching one of the boundary doses and “staying there” for three
animals stops the test. Unless this happens, the minimum number tested starting with the first
reversal (called the nominal sample size) is 6. Testing stops at this point if and only if every
response has been followed by a nonresponse or vice versa. (This outcome can be symbolized
by .. XOXOXO or ...OXOXOX where X denotes dies within 48 hours, O denotes survives, and
... indicates a possible run of Xs or Os, respectively, preceding the example.) This type of
outcome suggests the LD50 is very likely to be between the two particular test doses and that
there is low variability in response sensitivity (e.g., a steep slope for an assumed probit dose-
response model), a situation favorable for accurate results based on this guideline. Counting
which contributes to the stopping decision is carried out from the first reversal to adjust for cases
where there is an initial run of nonresponses or only responses, which tends to be associated with
a poor starting dose. If there have been fewer than 5 reversals by this nominal sample size of 6,
there is somewhat higher probability that more animals will be needed to achieve an accurate
estimate. Possible problems include a relatively flat dose response, a starting value distant from
the true LD50, an apparent adverse response not actually related to exposure to the test
substance, or some combination of these factors. Therefore, in this case testing continues until it
satisfies a criterion based on how likely it was to see the observed pattern, or the maximum
allowable number of animals is reached.

3. Dose spacing is most successful if it can be related to the slope of dose response. At the
outset, if feasible, a slope of the dose response should be estimated based on all information
available to the toxicologist including structure activity relationships. The dose progression
factor should be chosen to be the sigma or antilog of 1/(the estimated slope of the dose response
curve). When there is no information on the substance to be tested, a dose progression factor of
3.2 is used.
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4. Once the starting dose and dose spacing are decided, the toxicologist should list all
possible doses including the upper (usually 2000 or 5000 mg/kg) and lower bounds. Doses that
are close to the upper and lower bounds should be removed from the progression. Setting of
lower bounds may need to include consideration of the ability to accurately dilute the test
material).

5. The stepped nature of the TG 425 design provides for the first few doses to function as a
self-adjusting sequence. Because of the tendency for positive bias, in the event that nothing is
known about the substance, a starting dose of 175 mg/kg is recommended. If the default
procedure is to be used for the primary test, dosing will be initiated at 175 mg/kg and doses will
be spaced by a factor of 0.5 (logip dose). The doses to be used are 1, 5.5, 17.5, 55, 175, 550,
1750 2000, or, for specific regulatory needs, 5000 instead of 2000.

6. Only the doses in the predetermined dose progression (either one analytically based or
the default progression) should be used. This avoids changing the dose progression if either the
upper or lower limit is reached during the study. If there is no reversal before reaching either the
upper or lower bounds, no more than three animals should be dosed at these limiting doses (see
stopping criterion (1) in paragraph 20).

Setting Starting Doses for Supplemental Multi-Sequence Procedure

7. In order to maximize information on the dose response curve, the starting doses of each
sequence should be staggered in such a way that the doses tested in one sequence are between
the doses of neighboring sequences. The factor 3.2 comes from the fact that this value forces
alternating doses in the full list of possible doses to be separated by approximately one order of
magnitude, i.e., a 10-fold difference. For example, the dose list 1, 3.2, 10, 32, 100... is one where
every other dose is separated by a 10-fold increment. Furthermore, the same list, on the base 10
log-scale is 0.0, 0.5, 1.0, 1.5, 2.0... which illustrates the fact that a constant multiplicative factor
separating doses on the mg/kg dose scale translates to an additive equal spacing on the base 10
log scale. It also exhibits the fact that 10g10(3.2) = 0.5, i.e., one-half of one order of magnitude.

8. By working on the log-scale, staggering doses is straightforward. On that scale, one need
only partition the log-scale dosing increment into the number of staggered start doses needed.
For example, 0.5/5 = 0.1, so that starting doses for five separate sequences could be 1.0, 1.1, 1.2,
1.3, 1.4 on the log-scale, which translates to 10.0, 12.6, 15.8, 20.0, 25.1. The next dose in this
list of starting doses, 1.5 (or 31.6), is the next dose in the testing sequence that starts at 1.0 (or
10.0). Itis also worth noting that the factor that separates each starting dose on the actual dose
scale, 1.26, is the fifth-root of 3.2.

9. The specific steps to be followed are:

1. Select a dose about which one wishes to stagger doses.

2. Convert the dose in (1) to log-scale, and calculate the log10 of the dosing increment.

3. Divide the log of the dosing increment by the number of sequences to be use.

4, Add or subtract the dosing increment to the dose in (1), repeatedly until the correct
number of starting doses is created.
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5. Convert the log doses back to the original scale.

10.  Asasecond example, (1) Suppose we want to stagger four starting doses around a dose
of 120, and the dosing increment is 3.2. (2) The log starting value is 109g10(120) = 2.079, and log
10(3.2) = 0.5. For step (3), 0.5/4 =.125. (4) Since there are an even number of starts, we will
put 2 starts below 120, and one above. The starts below 120 are 2.079 - 0.125 = 1.954,

1.954 - 0.125 = 1.829. The start above 120 is 2.079 + 0.125 = 2.204, or together, 1.829, 1.954,
2.079, 2.204. (5) Finally, converting the original dose scale, these starts are 67, 90-, 120 160.

Limit Test

11.  The Limit Test is a sequential test that may use up to 5 animals. A test dose of up to
2000 (and exceptionally 5000) mg/kg may be used.

12. Dose one animal at the test dose. If the animal dies, conduct the primary test to
determine the LD50. If the animal survives, dose two additional animals. If both animals
survive, the LD50 is greater than the limit dose and the test is terminated. 1f one or both animals
die, then dose an additional two animals, one at a time. The results are evaluated as follows
S=survival, D=death).

13.  The LD50 is less than test dose (2000 mg/kg or 5000 mg/kg) when three or more animals
die.

SDSDD
SSD DD
S DD DX
SDD SD
S DD DX

14.  The LD50 is greater than the test dose (2000 mg/kg or 5000 mg/kg) when three or more
animals survive.

SDSDS

S DS SX (X can be S or D, the dosing of 5th animal is not necessary)

S SD DS

S SD SX (X can be S or D, the dosing of 5th animal is not necessary)
SDD SS
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APPENDIX 111

Computations for the Likelihood-Ratio Stopping Rule

As described in Guideline paragraph 20, a likelihood-ratio stopping rule is evaluated after testing
each animal, starting with the fourth tested following the reversal. Three "measures of test
progress" are calculated. Technically, these measures of progress are likelihoods, as
recommended for the maximum-likelihood estimation of the LD50. The procedure is closely
related to calculation of a confidence interval by a likelihood-based procedure.

The basis of the procedure is that when enough data have been collected, a point estimate of the
LD50 should be more strongly supported than values above and below the point estimate, where
statistical support is quantified using likelihood. Therefore three likelihood values are
calculated, a likelihood for an LD50 point estimate, a likelihood for a value below the point
estimate, and a likelihood for a value above the point estimate. Specifically, the low value is
taken to be the point estimate divided by 2.5 and the high value is taken to be the point estimate
multiplied by 2.5.

The likelihood values are compared by calculating ratios of likelihoods, and then determining
whether the likelihood ratios (LR) exceed a critical value. Testing stops when the ratio of the
likelihood for the point estimate exceeds each of the other likelihoods by a factor of 2.5, which is
taken to indicate relatively strong statistical support for the point estimate. Therefore two
likelihood ratios (LRs) are calculated, a ratio of likelihoods for the point estimate and the point
estimate divided by 2.5, and a ratio for the point estimate and the estimate times 2.5. The values
of 2.5 here have been shown using simulations to yield a useful stopping rule.

The calculations are easily performed in any spreadsheet with normal probability functions. The
calculations are illustrated in the following table, which is structured to promote spreadsheet
implementation. The computation steps are illustrated using an example where the upper
boundary dose is 5000 mg/kg, but the computational steps are identical when the upper boundary
dose is 2000 mg/kg. Empty spreadsheets preprogrammed with the necessary formulas are
available for direct downloading on the OECD and EPA websites.

Hypothetical example using upper boundary 5000 ma/kg (Table 1)

In the hypothetical example utilizing an upper boundary dose of 5000 mg/kg, the LR stopping
criterion was met after nine animals had been tested. The first “reversal” occurred with the 3rd
animal tested. The stopping criterion is checked when four animals have been tested following
the reversal. In this example, the fourth animal tested following the reversal is the seventh
animal actually tested. Therefore, for this example, the data would have been entered into the
spreadsheet only after the seventh animal had been tested. Subsequently, the stopping criterion
would have been checked after testing the seventh animal, the eighth animal, and the ninth. The
stopping criterion is satisfied after the ninth animal is tested.
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A. Enter the dose-response information.

After each animal is tested, the results are entered at the end of the matrix in Columns 1-4.

Column 1. Steps are numbered 1-15. A maximum of 15 animals may be tested.

Column 2. Enter the dose received by the i animal.

Column 3. Indicate whether the animal responded (we use an X) or did not respond (we use
an 0).

The results should be entered in the same order as animals are tested.

B. The nominal and actual sample sizes.

The nominal sample consists of the two animals that represent the reversal (here the second and
third), plus all animals tested subsequently. Here, we use Column 4 to indicate whether or not a
given animal is included in the nominal sample.

. Enter the nominal sample size (nominal n) in Row 16. This is the number of animals in
the nominal sample. In the example, nominal n is 8.

. Enter the actual number tested in Row 17.

C. Rough estimate of the LD50.

As a rough estimate of the LD50 from which to gauge progress, we use the geometric mean of
doses for the animals in the nominal sample. In the table, this is called the “dose-averaging
estimator.” We restrict this average to the nominal sample in order to allow for a poor choice of
initial test dose, which could generate either an initial string of non-responses or an initial string
of non-responses. (However, we will use the results for all animals in the likelihood calculations
below.) Recall that the geometric mean of n numbers is the product of the n numbers, raised to a
power of 1/n.

» Enter the dose-averaging estimate in Row 18. In the example, the value in Row 18 is
equal to (320 (1000 ( ... ( 1000 )8 = 754,

* Enter in Row 19 the logarithm (base 10) of the value in Row 18. The value in Row
19is logip 754 = 2.9.

A more refined procedure could use the maximum-likelihood estimate of the LD50. The dose-
averaging estimator is used to simplify the calculations.

D. Likelihood for the crude LD50 estimate.

“Likelihood” is a statistical measure of how strongly the data support an estimate of the LD50 or
other parameter. Ratios of likelihood values can be used to compare how well the data support
different estimates of the LD50.

G-18 A. Rispin, K. Stitzel, K. Gupta, and D. McCall - 04/11/2000



Up-and-Down Procedure Peer Panel Report Appendix G

In Column 7 we calculate the likelihood for the estimate of the LD50 that was calculated at Step
C. The likelihood (Row 21) is the product of likelihood contributions for individual animals.
The likelihood contribution for the i animal is denoted L;. (In our implementation, we use the
algebraically equivalent approach of summing the logarithms of the L; values, then taking the
antilog of the sum.)

Column 6. Enter the estimate of the probability of response at dose d;, denoted P;. P;j is
calculated from a dose-response curve. Note that the parameters of the probit dose-response
curve are the slope and the LD50, so values are needed for each of those parameters. For the
LD50 we use the dose-averaging estimate from Row 18. For the slope we use the default value
of 2. The following steps may be used to calculate the response probability P;.

1. Calculate the base-10 log of dose d; (Column 5).
2. For each animal calculate the z-score, denoted Z; (not shown in the table), using the
formulae

sigma =1/ slope,
Zi = (logio( d;i ) - logio( LD50) ) / sigma

For example, for the first animal (Row 1), we have

sigma=1/2
Z; =(2.000-2.878)/0.500 =-1.756

3. For the i™ dose the estimated response probability is
Pi = F( Zi )

where F denotes the cumulative distribution function for the standard normal distribution (i.e.,
the normal distribution with mean 0 and variance 1).

For example (Row 1), we have
P1=F(-1.756 ) = 0.0396

The function F (or something very close) is ordinarily what is given for the normal distribution
in statistical tables, but the function is also widely available as a spreadsheet function. It is
available under different names, for example the @NORMAL function of Lotus 1-2-3 (14) and
the @NORMDIST function in Excel (15). To confirm that you have used correctly the function
available in your software, you may wish to verify familiar values such as F(1.96) » 0.975 or
F(1.64) » 0.95.

Column 7. Calculate the natural log of the likelihood contribution (In( L;)). L; is simply the
probability of the response that actually was observed for the i"" animal:

responding animals: In( Lj)=1In(P;)

non-responding animals: In( Lj)=In(1-P;)
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Note that here we have used the natural logarithm (In), whereas elsewhere we use the base-10
(common) logarithm. These choices are what are ordinarily expected in a given context.

The steps above are performed for each animal. Finally:

Row 20: Sum the log-likelihood contributions in Column 7.

Row 21: Calculate the likelihood by applying the exp function applied to the log-likelihood
value in Row 20. In the example, exp(-3.385) = % = 0.0338.

E. Calculate likelihoods for two dose values above and below the crude estimate.

If the data permit a precise estimate, then the likelihood should be high for a reasonable estimate
of the LD50, relative to likelihoods for values distant from our estimate. We compare the
likelihood for the dose-averaging estimate (754, Row 18) to values differing by a factor of 2.5
from that value (i.e., to 754*2.5 and 754/2.5). The calculations (displayed in Columns 8-11) are
similar to those described above, except that the values 301.7 (=754/2.5) and 1986 (=754*2.5)
have been used for the LD50, instead of 754. The likelihoods and log-likelihoods are displayed
in Rows 20-21.

F. Calculate likelihood ratios.

The three likelihood values (Row 21) are used to calculate two likelihood ratios (Row 22). A
likelihood ratio is used to compare the statistical support for the estimate of 754 to the support
for each of the other values, 301.7 and 1985.9. The two likelihood ratios are therefore:
LR1 =[likelihood of 754] / [likelihood of 301.7]
=0.0338/0.0082
=4.10
and
LR2 =[likelihood of 754] / [likelihood of 1985.9]
=0.0338/0.0097
=3.49

G. Determine if the likelihood ratios exceed the critical value.

High likelihood ratios are taken to indicate relatively high support for the point estimate of the
LD50. Both of the likelihood ratios calculated in Step F (4.10 and 3.49) exceed the critical
likelihood ratio that we use, which is 2.5. Therefore the LR stopping criterion is satisfied and
testing stops.
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response response response
1 100 O NO 2.00 0.0396 -0.0404 0.1687 -0.1848 0.0054 -0.0054
2 320 0 YES 2.50 0.2282 -0.2590 0.5203 -0.7347 0.0617 -0.0637
3 1000 X YES 3.00 0.5967 -0.5163 0.8510 -0.1613 0.2908 -1.2351
4 320 O YES 2.50 0.2282 -0.2590 0.5203 -0.7347 0.0617 -0.0637
5 1000 X YES 3.00 0.5967 -0.5163 0.8510 -0.1613 0.2908 -1.2351
6 320 O YES 2.50 0.2282 -0.2590 0.5203 -0.7347 0.0617 -0.0637
7 1000 O YES 3.00 0.5967 -0.9081 0.8510 -1.9038 0.2908 -0.3436
8 3200 X YES 3.70 0.8953 -0.1106 0.9799 -0.0203 0.6770 -0.3901
9 1000 X YES 3.00 0.5967 -0.5163 0.8510 -0.1613 0.2908 -1.2351
10 - - - - - - - -
11 - - - - - - - -
12 - - - - - - - -
13 - - - - - - - -
14 - - - - - - - -
15 - - - - - - - -
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Actual number tested = 9
Dose-averaging estimator 754.35
logl0 = 2.878
log-likelihood sums: -3.3851 -4.7970 -4.6354
likelihoods: 0.03387 0.00825 0.00970
likelihood ratios: 4.1039 3.4915
Individual ratios exceed critical= 25 TRUE TRUE
critical value?
Both ratios exceed critical TRUE
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APPENDIX IV

Alternate Supplemental Procedure

The design for slope estimation involves multiple stages of testing. The first stage is execution
of the Primary Procedure. Subsequent stages involve concurrent up-and-down testing sequences
with nominal sample size 2, with (at each stage) some sequences initiated at a relatively low dose
and others at a higher dose, compared to the LD50. This design is considered to provide
adequate precision for estimation of the slope in most situations. (It is thought that the precision
required will not usually exceed the precision provided by the design.) If there are situations
where the required precision can be stated precisely, it may be possible to reduce the number of
animals tested by terminating the study, when the data collected up to a given point permit an
estimate with the precision required.

The design has 5 stages. At Stages 2 and following, all testing sequences have nominal sample
size of two, i.e., the sequence terminates when a reversal is observed.

Stage 1: Execute the primary procedure, with the guideline stopping criteria.

Stage 2: Execute two up-and-down testing sequences, each with successive test doses spaced by
2 log units (a progression factor of 100). One sequence is started at a low dose relative to the
LD50 and the other at a high dose relative to the LD50.

Stage 3: Execute 2 sequences with doses spaced by 0.5 log unit (a factor of approximately 3.2),
one starting at a low dose and one starting at a high dose, relative to the LD50.

Stage 4: Execute 2 sequences with doses spaced by 0.25 log units, one starting at a low dose and
one at a high dose, relative to the LD50.

Stage 5: Execute 3 sequences with doses spaced by 0.125 log units, 2 starting at a low dose and
one at a high dose, relative to the LD50.

The following procedure is to be used for selecting initial test doses, for up-and-down sequences
at Stage 2 and following. Where the intent is for the sequence to be initiated at a low dose
relative to the LD50, the initial test dose equals the highest dose tested, such that an adverse
affect has not been observed at that dose, or at any lower doses tested, considering the results of
all completed stages of the study. Where the intent is for the sequence to be initiated above the
LD50, the initial test dose is chosen to equal the lowest test dose that is associated with 100%
response in all tests of that dose, as well as at all higher tested doses. In cases where the lowest
dose tested is associated with an adverse effect for one or more animal, the initial test dose is
chosen to equal that dose, divided by the progression factor for the current stage. In cases where
the highest dose tested is associated with no adverse effects, the initial test dose is chosen to
equal that dose, multiplied by the progression factor for the current stage.

Where the range of test doses is restricted (e.g., if the test doses may not exceed 2000 units or
may not exceed 5000 units), and the application of these criteria would result in a dose beyond a
bound of the range, the dose is chosen to equal the corresponding bounding dose (e.g., chosen
equal to 2000 units or 5000 units). Whenever a bounding dose is tested, the next dose to be
tested (in the same sequence) may equal the same bounding dose, or may be chosen strictly
within the dose range, based on precisely the same criteria as for the Primary Procedure. As for
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the Primary Procedure, a single up-and-down testing sequence is stopped if three successive test
doses equal a bounding dose, with no responses (when the dose is an upper bound dose) or with
three responses (for a lower bound dose).

The number of animals that can be tested is restricted as follows. Upon completion of a given
stage, testing stops if the number tested (in that stage and previous stages) equals or exceeds 40.
The minimum number, based on the minimum nominal sample size for each sequence, is 24 (=6
+2*%2 +2*2 + 2*2 + 3*2). In practice, it is believed that the numbers tested will usually not
exceed 40.

After all stages of the test are completed, results of all stages are combined in a single probit
analysis. The statistics reported are to include confidence intervals for the slope and LD50, as
well as point estimates for those parameters, where available, calculated using standard
procedures of probit analysis.
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OECD/OCDE 425

Adopted:
21st September 1998

OECD GUIDELINE FOR THE TESTING OF CHEMICALS

Acute Oral Toxicity: Up-and-Down Procedure

INTRODUCTION

1 The proposal for this guideline was submitted by the United States. The concept of the up-
and-down testing approach was first described by Dixon and Mood (1)(2). In 1985, Bruce proposed
to use an up-and-down procedure (UDP) for the determination of acute toxicity of chemicals (3).
There exist several variations of the up-and-down experimental design for estimating an LD50. This
guideline is based on the procedure of Bruce as adopted by ASTM in 1987 (4).

2. A study comparing the results obtained with the UDP, the conventional LD50 test and the
Fixed Dose Procedure (FDP, Guideline 420) was published in 1995 (5). The study showed that i) the
UDP yields an estimate of the LD50 which is similar to that obtained by the conventional LD50 test
and hence leads to similar classification in LD50-based classification schemes, ii) classifications in
the EC scheme were similar for the UDP and the FDP, and iii) of the three protocols, the UDP
required the smallest number of animals: from 6 to 10 animals of one sex. Also for the Acute Toxic
Class method (Guideline 423) classifications in the EC scheme were similar to the conventional
LD50 test and the ATC and UDP methods require comparably small numbers of animals (6)(7).

3. Some terms used are defined in the Annex.

INITIAL CONSIDERATIONS

4, This test procedure is of principal value in minimising the number of animals required to
estimate the acute oral toxicity of a chemical and in estimating a median lethal dose. The median
lethal dose allows for comparison with historical data. In addition to the observation of mortality, it
allows the observation of signs of toxicity. The latter is useful for classification purposes and in the
planning of additional toxicity tests.

5. The procedure is easiest to apply to materials that produce death within one or two days.
The method would not be practical to use when considerably delayed death (5 days or more) can be
expected.

6. During the test, animals obviously in pain or showing signs of severe distress should be
humanely killed.
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PRINCIPLE OF THE TEST

7. Animals are dosed, one at atime, at 24 hour intervals. The first animal receives a dose at
the level of the best estimate of the LD50. Depending on the outcome for the previous animal, the
dose for the next animal is adjusted up or down. If an animal survives, the dose for the next animal is
increased; if it dies, the dose for the next animal is decreased. After reaching the reversal of the
initial outcome, i.e. the point where an increasing (or decreasing) dose pattern is reversed by giving a
smaller (or a higher) dose, four additional animals are dosed following the same UDP. The LD50 is
calculated using the method of maximum likelihood (8)(9).

DESCRIPTION OF THE METHOD

Selection of animals species

8. The preferred rodent species is the rat although other rodent species may be used. In the
normal procedure female rats are used, because literature surveys of conventional LD50 tests show
that, although there is little difference of sensitivity between sexes, in those cases where differences
were observed, females were in general dlightly more sensitive (5). When there is adequate
information to infer that males are more sensitive, they should replace females in the test.

0. Healthy young adult animals should be employed. The females should be nulliparous and
non-pregnant. At the commencement of the study, the weight variation of the animals should be
minimal and not exceed + 20 % of the mean weight for each 3éwe test animals should be
characterised as to species, strain, source, sex, weight and/or age.

Housing and feeding conditions

10. The temperature in the experimental animal room should b€ 22 3 C). Although the
relative humidity should be at least 30 % and preferably not exceed 70 % other than during room
cleaning, the aim should be 50-60 %. Lighting should be artificial, the sequence being 12 hours light
and 12 hours dark. The animals are housed individually. For feeding, conventional laboratory diets
may be used with an unlimited supply of drinking water.

Prepar ation of animals

11. The animals are uniquely identified and kept in their cages for at lease five days prior to
dosing for acclimatisation to the laboratory conditions. During acclimatisation the animals should be
observed for ill health. Animals demonstrating signs of spontaneous disease or abnormality prior to
the start of the study are eliminated from the study.

Preparation of doses

12. When necessary, the test substance is dissolved or suspended in a suitable vehicle. 1t is
recommended that, whenever possible, the use of an aqueous solution or suspension be considered
first, followed by consideration of a solution or emulsion in oil (e.g. corn oil) and then by possible
solution in other vehicles. For vehicles other than water, the toxicity of the vehicle must be known.
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PROCEDURE

Full test

13. Individual animals are dosed in sequence at 24 h intervals, one at a time, and then observed
for a minimum of 24 hours. However, the time intervals between dosing should not be fixed rigidly
and may be adjusted as appropriate, in case of delayed mortality. The first animal is dosed at the
toxicologist's best estimate of the LD50. If the animal survives, the second animal receives a higher
dose, unless the limit dose was used as the starting dose. |If the first animal dies or appears moribund
the second animal receives a lower dose. Moribund state is characterised by symptoms such as
shallow, laboured or irregular respiration, muscular weakness or tremors, absence of voluntary response
to external stimuli, cyanosis and coma. Criteriafor making the decision to humanely kill moribund and
severely suffering animals are the subject of a separate Guidance Document. Animals killed for
humane reasons are considered in the same way as animals that died on test.

14. For selecting the starting dose, al available information should be used, including
information on structure-activity relationships. When the information suggests that mortality is
unlikely then a limit test should be conducted (see paragraph 16). When there is no information on
the substance to be tested, for animal welfare reasons it is recommended to use the starting dose of
200 or 500 mg/kg body weight.

15. The dose for each successive animal is adjusted up or down, depending on the outcome of

the previous animal. |If feasible, a dose progression factor of 1.3 isused. Other factors may be used,

if justified. After reaching the reversal of the initial direction (the point where a decreasing dose

pattern requires an increase due to a tested animal’s survival or an increasing dose pattern results in a
decrease due to lethality), four additional animals are dosed using the same UDP. This is the end of
the normal test.

Limit test

16. Doses should not exceed 2000 mg/kg which is considered the upper limitvdber.the

first animal is dosed with the upper limit dose and survives, the second animal receives the same
dose. When a total of three animals have been dosed with the limit dose and no deaths have
occurred, then three animals of the other sex should be tested at the limit dose level. If there is again
no lethality, the test can be terminated

Optional testing

17. Information from one sex may be adequate to assess acute toxicity. However, if found

desirable, comparability of response in the other sex can be evaluated by administering to generally
not more than 3 animals, doses above and below the estimated LD50. The point intermediate
between doses where responses change can be taken as an approximate estimate of the lethal dose.

Administration of doses

18. The test substance is administered in a single dose by gavage, using an oral dosing needle
or rubberised tubing.
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19. The animals should be fasted prior to dosing by withholding food overnight. Fasted body
weight of each rat is determined and the dose is calculated according to the body weight. After
dosing food may be withheld for a further 3-4 hours. The volume should not exceed 1 ml/100g body
weight, except in the case of agueous solutions where 2 ml/100g body may be used.

Observations

20. Animals are observed individually after dosing at least once during the first 30 minutes,
periodicaly during the first 24 hours, with specia attention given during the first 4 hours, and daily
thereafter for atotal of 14 days. However, the duration of the observation period should not be fixed
rigidly. It should be determined by the toxic reactions, time of onset and length of recovery period,
and may thus be extended when considered necessary.

21. Observations include mortality and clinical signs. These include changes in skin and fur,
eyes and mucous membranes, and also respiratory, circulatory, autonomic and central nervous
systems, and somatomotor activity and behaviour pattern. Attentions should be directed to
observations of tremors, convulsions, salivation, diarrhoea, lethargy, sleep and coma.

Body weight

22. Individual weights of animals should be determined shortly before the test substance is
administered, at least weekly thereafter, at the time of death or at day 14 in the case of survival.
Weight changes should be calculated and recorded.

Pathology

23. All animals, including those which die during the test or are killed for animal welfare
reasons during the test and those that survive at day 14, are subjected to gross necropsy. The
necropsy should entail a macroscopic inspection of the visceral organs. As deemed appropriate,
microscopic analysis of target organs and clinical chemistry may be included to gain further
information on the nature of the toxicity of the test material.

DATA AND REPORTING

Data

24, Individual animal data should be provided. Additionally, all data should be summarised in
tabular form, showing for each test concentration the number of animals used, the number of animals
displaying signs of toxicity, the number of animals found dead during the test or killed for humane
reasons, time of death of individual animals, a description and the time course of toxic effects and
reversibility, and necropsy findings.

Calculation of L D50

25. The LD50 is calculated using the maximum likelihood method (8)(9). The following
statistical details may be helpful in implementing the maximum likelihood calculations suggested.

4/8



OECD/OCDE 425

All deaths, whether immediate or delayed or humane kills, are incorporated for the purpose of the
maximum likelihood analysis. Following Dixon (8), the likelihood function is written as follows:

L=L;L,...L,,
where

L islikelihood of the experimenta outcome, given W and @, and n the number of animals tested.

Li= 1-F(Z) if thei™ animal survived, or

Li= F(Z) ifthei™animal died,
where

F = cumulative, standard normal density,

Z=[log(d)-u] /o

d, = dose given to the i" animal
K1 =log LD50, and

0 = standard deviation

An egtimate of o of 0.12 is used unless a better generic or case-specific valueis available.
26. The calculation can be performed using either SAS (10) or BMDP (11) computer program
packages. Other computer programs may also be used. Typical instructions for these packages are

given in appendices to the ASTM Standard E 1163-87 (4). The program output is an estimate of log
LD50 and its standard error.

Report

27. Thetest report must include the following information:

Test substance:

- physical nature, purity and physicochemical properties (including isomerisation);
- identification data.

Vehicle (if appropriate):

- justification for choice of vehicle, if other than water.
Test animals:

- specieg/strain used;

- microbiologica status of the animals, when known;

- number, age and sex of animals,

- rationaefor use of maesinstead of females;

- source, housing conditions, diet, etc.;
- individua weights of animals at the start of the test, at day 7, and at day 14.
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Test conditions:

- rationaefor initial dose level selection and for follow-up dose levels,

- details of test substance formulation;

- details of the administration of the test substance;

- detailsof food and water quality (including diet type/source, water source).

Results;

- body weight/body weight changes;

- tabulation of response data by sex and dose level for each animal (i.e. animals showing
signs of toxicity including nature, severity, duration of effects, and mortality);

- time course of onset of signs of toxicity and whether these were reversible for each
animal;

- necropsy findings and any histopathological findings for each animal, if available.

- satistical treatment of results.

Discussion and interpretation of results.

Conclusions.
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ANNEX

DEFINITIONS

Acute oral toxicity is the adverse effects occurring within a short time of oral administration of asingle
dose of a substance or multiple doses given within 24 hours.

Delayed death means that an animal does not die or appear moribund within 24 hours but dies later
during the observation period.

Dosage isageneral term comprising the dose, its frequency and the duration of dosing.

Dose is the amount of test substance administered. Dose is expressed as weight (g, mg) or as weight of
test substance per unit weight of test animal (e.g. mg/kg).

Moribund status of an animal is the result of the toxic properties of a test substance where death is
anticipated. For making decisions as to the next step in this test, animals killed for humane reasons are
considered in the same way as animals that died.

LD50 (median lethal dose), ordl, is a statistically derived single dose of a substance that can be

expected to cause death in 50 per cent of animals when administered by the oral route. The LD50
valueis expressed in terms of weight of test substance per unit weight of test animal (mg/kg).
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Adopted:
OECD GUIDELINE FOR TESTING OF CHEMICALS 24 Feb 1987

"Acute Oral Toxicity"

1. INTRODUCTORY INFORMATION

 Prerequisites

— Solid orliquid test sbstance

— Chemical identification of test lsstance
— Purity (impuities) of test shistance

— Solubility characteristics

— Melting pant/boiling point

— pH (where apppiate)

e Standard documents

There are no relevantternatiocnal standards.

2. METHOD

A. INTRODUCTION, PURPOSE, SCOFE, RELEVANCE,
APPLICAT ION AND LIMIT S OF TEST

Inthe assessmemmdevallation ofthe toxic characteristics of a substance, détextion
of acute oral txicity is usually arinitial step. It provides inforation onhealth hazards likely
to arise from a short-term exposurethg oral route. Data from an acute study may serve as
a basis for classificaticaand labelling. It is an initial step in establishing a dosage regimen in
subchronicand ¢her studiesand may providénitial information onthe mode of toxic action
of a substance.

e Definitions

Acute oral toxicity is the adverse effects occurring within a short time of oral
administration of aingle dose of a substance orltiple dasses given ithin 24 hours.

Doseis the amount of testlsstance administered. Dose is expressed as weight (g, mg)
or as weight of test substanper unit weight ofestanimal (e.g. mg/kg).

LD50 (median lethal dose), oral, is a statistically derived single dose of a substance that
can be expected to cawgeath in 50 per cent of animalben adrimistered by theral route.
The LD50value isexpressed in terms of weight of test substance per unit weightanfiteat

(mg/kg).

Users of this Test Guideline should consult the Preface,
in particular paragraphs 3, 4, 7 and 8.




401

page 2 "Acute Oral Toxicity"

Dosageis a general term comprising the dose, its Baggand the dration of daing.

Dose-resppseis therelatilmship between the dosadthe propdion of a population
sample showing a defined effect.

Dose-effectis the relatinship between the dosend the magnitude of defined
biological effect either in an individual or in a plagion sarple.

e Principle of the test method

Thetest sbstance is administered orally dprvage irgraduated doses to several groups
of experimental animals, one dose being used pepgiide dees chosen may be based on
theresults of aange findingest. Subseguntly doservations of effectand deathare made.
Animals which die during the test are necropsied, and attistusmn of the teshe surviving
animals are sacrificed and necropsied. This guideline is directed primarilgits sturalent
species but may be adapted for studies imrodents.Animals shoing severe andnduring
signs of distresand pain may need to be tamaly killed. Dosing test substances in a way
known to cause marked pain attidtress due to corrosive or irritating propertiesd not be
carried out.

B. DESCRIPTION OF THE TEST PROCEDWRE

e Preparations

Healthy young adult aniafs are acclimatised to tteboratory conditions for at least
5 days prior tdhe test before the temtimals are randomiseshd assigned the treatment
groups.

Where necessary, thest substance is disged or suspended in a suitable vehicle. Itis
recomnendedthat wherever possible the use of an aqueous solution be condidsred
followed by consideration of a solution in ¢d.g. corn @) and then by ecwsideration of
possible solution in other vehicles. For non-aqueous vehicles the toxic characteristics of the
vehicle should be known, and if not known should be deterrbfetk the test. Thearimum
volume of liquidthatcan be admistered at one timdepends on the size of ttestanimal.

In rodents, the volume should not exceed 1 ml/100 g body weight, except in the cases of
agueous solutions where 2 ml/100 g may be used. Variabilitgsinvolume should be
minimised by adjustinghe concentration to ensure a constant volume at all dose levels.
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 Experimental animals

Selection of species

Although several mammalian test species maysbd,uherat is the preferred dent
species. Commonly uskboratorystrains should be empley. The weightvariation inanimals
used in aest should noexceed * 20 per cent of the mean weight.

Note: In acute toxicitytests with animals of a higher ordBan rodents, the use of alher
numbers should be considered. Doses shoulchiefully selectedand eveneffort
should be made not to exceed moderately toxic doses. Itestshadministration of
lethal doses of the test substance should hidexio

Number and sex

At least 5 rodents aresed at each dose levEéhey shouldall be of the samsex. If
females are useithey should be rliparousand non-pregnant.

Housing and feeding conditions

The tenperature of the experimentalimal room should be 22°C (+ 3°) and the relative
humidity 30-70 per cenfAnimals may be group-caged by sex, but the number of animals per
cage must nohterfere with clear observation of each animal. The biological properties of the
test sbstance or toxic effects (e.g. morbidity, excitability) may indicate a need for individual
caging. Where the lighting &tificial, the segence should be 12 houdight, 12 hourgdark.

For feeding, conventionéboratorydiets may be sed vith an unlimited spply of drinking
water.

e Test conditions

Dose levels

These should be ficient in nunber, at least threandspaced appropriately to produce
test groups with aange of toxic effectand metality rates.Thedata should be sufficient to
produce a dose response curve amgrevpossible, permit an acceptable detetion of the
LD50.

Limit test

When rodents aresad, a limitest at one dose level of a lea®@ mg/kg body®gight
may be carried out in a group of 5 males and 5 females using the procedures described above.
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If compound-related mortality is protkd, a full study may need to be considered.
Observation period

The dservation period should be at least 14 dayseMerythe dration of dservation
should not be fixed rigidly. It should be determined by the t@dctioms, rate of onset and
length of recweery period,and may thus the extendeldem considered necessary. The time at
which signs of toxicity appear and disappear and the time of death are important, especially if
there is aendency fordeaths to belelayed.

e Procedure

Animals should be fasteqatior to sibstance admistration. For the rat, food should be
withheld over-night; for ther ralents with higher metaliorates a shorter period of fasting is
appropriate. Following thperiod of fastingthe animals should beesighed and thethe test
substance administered in a single dose toasiby groups by gavage using a stodmtube
or a suitablentubationcannula. If a single dose is not possible, the dose may be given in
smaller fractions wer aperiod notexceeding 24 hours. After the substance bean
administered, food may be withheld for a further 3-4 hdiisere a dose is adnistered in
fractions @er aperiod, it may benecessary to provide the amai® with foodand \ater
depending on the length of tperiod. Folloving adnnistration, observationsre made and
recaded systematically ith individual recads being maintained for each animal.

e Clinical examinations

A careful clinicalexanination should be ade aleast mce each dayAdditional
observations should beanfe daily ith appropriate actions taken to minimise losanirfals
to the study, e.gnecropsy or refrigeration of thoarimals foundiead and idation orsacrifice
of weak or mabundanimals. Cageside observations shmdtudechanges in the skand fur,
eyes and mucous membranes, andraispiratory, circlatory, autonomi@nd central nervous
systemand somatomotactivity andbehaviour pattern.a@eticular attention should lorected
to observation of tremors, consions,salivation, diarrhea, lethargy, sleegnd coma. The time
of death should beecaded as precisely as possible. Individual weights ofasishould be
determined shortlypefore the test substance is administerexbkiy
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thereafterand at death; changes iright should be calculatethdrecaded when swival
exceeds one day. At tlemd ofthe test survivingnimals are weigheand thersacrificed.

« Patholoqgy

Necropsy of alanimals should be carried oaihdall gross pathologicalhanges should
be recoded. Microscopic exanination of @gans showing evidence of gross pathology in
animals surviving 24 or more hours shoaldo be cosidered because it may yieldeful
information.

e Assessment of toxicity in the other sex

After conpletion ofthe study in one sex, l@ast one group of 5 animals of the other
sex is dosed testablish that animals of théex are not markedly mosensitive to théest
substanceThe use of fewanimals may be giified in individual circurstances. Where
adequaténformation isavailable to demonstrate that animals ofdbe tested arearnkedly
more sensitive, testing in animals of the ottex may be dispensediw

3. DATA AND REPORTING

e Treatment of results

Data may be summarised in tabular form shgwior eachtest group the nuper of
animals at thestart of the test, time afeath of individual animals at different dose levels,
number of animals displaying other signs afdity, description of toxic effects and necropsy
findings.

Animals which are humely killed due to compound-related distremsd pain are
recaded as compound-related deaths.

The LD50 may beletermined by any accepteetimod,e.g. Biss (7), Litchfield and
Wilcoxon (4),Finney (8),Weil (9), Thompson (10), Milleand Tainter (11).

e Evaluation of results

The LD50value should always be msidered in conjuction withthe observed toxic
effects and any necropsy finding$ie LD50value is a relatively coarse measuzain seful
only as a reference value for classification and labelling pespand for an expression of the
lethal potential of the testlsstance by the ingestion route. Reference should always be made
to the experimental animal species in which the Liz&l0e was btained.
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An evalation should includéhe relationship, if any, between the animals' exposure to the test
substance artfieincidencend severity oéll abnormalitiesincluding behaviotal andclinical
abnormalities, grosesians, body weight changesffects on mortalityand any ther toxic
effects.

e Test report

Thetest report should includée followinginformation:
— species/strain/sourcead; diet; environmental calitions;
— sex of anirals deed;

— tabulation ofespmse data by dose levgle. number of animals that died or were killed
during the test; number of animals showing signsxifitg; nurmber of animals exged);

— time of dosing and time of deatlfter daing;

— LD50 values fothe sex dosed, determined at 14 dayth(the nethod of deterination
specified);

— 95 per cent confidence interval for the LD50;

— dose-mortality curvand slope (where peitted by the rathod of deterimation);
— pathology findings; and

— results of any test dhe other sex.

e |Interpretation of the results

A study of acute toxicity by thera routeanddeternination of an LD50 prades an
estimate of the relativexigity of a substance Xrapdation oftheresults of acute oralxiity
studiesand gal LD50 values iranimals to man is valid only towery limited degree.
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March 31, 2000
UP AND DOWN PROCEDURE:

IS THERE NEED FOR FURTHER
COMPUTER SIMULATIONS AND IN VIVO VALIDATION?

BACKGROUND
Acute Oral Toxicity Testing

The acute oral toxicity test seeks to estimate the dose at which 50% of the organisms in adefined
population will die (LD50) after exposure to a test material. The statistical basis for the
classicstudy design was first described in the 1920s and remained in use until current times. In
this test,groups of animals were administered varying doses of test material, and a dosed animal
either lived ordied. As the dose in an acute toxicity test is increased, the probability that a given
animal diesincreases. These results established a relationship between dose and response.
Responses in an acutetoxicity study can be characterized by a mean (the LD50) and variance(or
slope) of the dose-response curve.

Over the years many attempts have been made to expand test outputs and to adjust
statisticalsampling so as to minimize the number of animals used and decrease their pain and
suffering. Thesechanges in sampling technique do not involve any change in the actual treatment
of the animals or thelethal endpoint of the test. Over the years, the classic LD50 protocol has
been modified to reduce thenumber of animals from scores of animals to 15 to 30 per study.
Other modifications include suchthings as:

1. The dose is usually administered by oral gavage to fasted young adult animals.

2. Animals are observed periodically during the first 24 hours with special attention given to
the first four hours, then at least once a day for 14 days or until they die or recover.

3. Clinical signs including their nature, severity, time of onset and to recovery are recorded

at observation times.

Body weights are determined before treatment, weekly thereafter and at death.

All animals that survive are sacrificed at 14 days.

Gross necropsies are done on all animals in the study; histopathology of lesions and
clinical chemistries may be included.

ook

Response Variability

Variations in results from a study of a given chemical can be divided into many different
components:

1. animal age, sex, estrus cycle, strain and species
2. among animals in a study

A. Rispin and K. Stitzel - 03/31/2000 J-3
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3. among groups of animals in a study
4. studies at the same or different times within a laboratory
5. studies conducted in different laboratories.

It is recognized that as long as the animals in a test are individually housed, the animal to animal
variability and variation with age, sex, strain and species will not change with the sampling
procedure, i.e. for protocols with sequential vs. simultaneous dosing. It is important that adequate
population variability be built into the computer simulations and enough is known about the
endpoint to be able to write a computer program that can accurately predict experimental results.

Computer Simulation as an Aid in Test Design

An experimenter wants to use sampling designs with small numbers of animals which adequately
estimate the mean and variance of the entire population. When both the mean and variance of the
population are known, it is possible using a computer to run the specified test hundreds or
thousands of times by generating random sequences of responses. Thus, the computer simulates
overall results by repeatedly taking small samples from a much larger population. Simulations
provide a way to select among designs those with the greatest accuracy in estimating the mean
and variance (or standard deviation) of the population. No level of in vivo testing could ever
generate the number of runs that are possible using simulation.

In Life Testing

Certain aspects of test designs may not be totally addressed by computer simulations. In going
from theory to practice, there are other considerations. For instance, for each design, has the
protocol been ably articulated so that laboratories can consistently carry out the study and
accurately assess study outcomes? Without some laboratory experience it is not possible to
unequivocally assert that the method can be appropriately utilized. Generally, some laboratory
information is needed to confirm that a new test method performs in the way hypothesized
against a “gold standard” method. Likewise, across acute toxicity designs, there is similar
variability within and among laboratories. The same is the case for variability within a laboratory
over time. However, if the test method is the samee3 across various toxicity test designs, there
should be similar variability within and among laboratories. The same is the case for variability
within a laboratory over time.

UP AND DOWN PROCEDURE (UDP)

Significant work has been performed on the UDP. Theoretical studies have demonstrated the
characteristics of the method and indicated that the procedure and its modifications are the most
efficient means of deriving an estimate of the median effective dose per expenditure of test
animals (Brownlee et al., 1953; Wetherill et al., 1966; Dixon, 1965; Hsi, 1969; Little, 1974a,b).
Practical determinations of acute toxicity bear this out, where savings in animals in comparison
to the classical test and the FDP can be significant; the UDP and the acute toxic class method
appear to use quite comparable numbers of animals (Bonnyns et al., 1988; Brownlee et al., 1953,;
Bruce, 1985, 1987; Yam et al., 1991; Schlede et al., 1994; Lipnick et al., 1995).

J-4 A. Rispin and K. Stitzel - 03/31/2000
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Data from 35 published test materials have been summarized which compare the UDP, which
were assumed to have a sigma of 1.2 which is representative of many consumer chemicals, with
the classic or other acute oral toxicity designs (Lipnick et al., 1995). This number of compounds
for validation studies is similar to that run for some other acute toxicity and eye irritation
validation studies. The results of these studies showed the UDP design was most often able to
predict the LD50 determined by the classical LD50 test. The method was accepted as an
American Standard Test Method and by OECD (1997) without further testing and validation
(U.S. EPA, 1995)

However, there have been indications that all OECD acute toxicity methods, including the UDP,
would not provide necessary information about all types of compounds and mixtures. During an
evaluation in spring, 1999 of the four acute oral toxicity designs already accepted by OECD, all
were shown by simulation techniques to have poor ability to estimate the LD50 of the underlying
population when the slope of the dose response curve is shallow and the starting doses for the
tests were far from the actual LD50.

Subsequently, the U.S. was asked to determine if improvements in the sampling technique could
be made that would improve the ability of the UDP to estimate the LD50 of the underlying
population. Modifications have been developed which adjust the design of the UDP regarding
the spacing of doses, add rules for the cessation of animal testing and formulate a more efficient
use of animals in a limit dose test. In addition, proposals for generation of dose response slope
determination have been developed. It is recognized that the new proposed UDP is more
complicated than that in the current OECD guideline.

Significant numbers of simulations have been performed to justify the new designs of the UDP.
However, no in vivo testing has been performed to illustrate the applicability of the designs.
Likewise, there have not been any comparisons of the new UDP and the classic LD50 design.
Some believe that the extensive simulations provide data representative of the population which
an animal experiment replicated few times will not provide. Others believe that it is critical to
observe that the method can be used successfully in a laboratory, considering the complexity of
the proposed method and the fact that the results obtained reflect computer simulations. The
Pesticide Program of EPA has a substantial database of classic acute toxicity test results, some
with repeat tests done by independent laboratories, that could be used as a comparison for actual
in vivo UDP.

QUESTIONS FOR THE PEER PANEL

It is recognized that many further studies on the performance of the proposed UDP procedures
could be undertaken. Some of them might include such things as:

1. ability to transfer the test method among laboratories
2. actual performance of the method with chemicals of steep and shallow slopes

3. actual performance of the method with chemicals from different toxicity categories
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9.

10.

11.

practicality of the UDP or other sequential dosing methods for chemicals with somewhat
delayed deaths ?

impact on test results of changing animal age and weight which could occur for chemicals
with delayed toxicities or shallow slopes?

outliers. Simulations can show the impact of many outlier responses. However, when one
animal is tested at each dose, how would outlier responses in the laboratory be identified by
the investigator or the regulatory agency?

inability of small sample size designs being able to identify the breadth and severity of toxic
signs

comparison of the ability of the new UDP test and the classic design to predict chemical
hazard classification

real life test variability, in comparison to that predicted from simulations
determine that the relevant ICCVAM criteria for validation have been reached

get information on chemical mixtures as compared to single substances.

Recognizing that any number of these areas could be investigated with further simulations or in
Vvivo tests, the peer panel is asked to provide comment and recommendation on the following
questions.

1.

J-6

Are the simulations that have been performed appropriate for demonstrating the operating
characteristics of the modified UDP? Are there further simulations that would be helpful in
evaluating the strengths and weaknesses of the method?

Are there in vivo tests that would aid in the determination of the usefulness of the proposed
test procedures?

If there are further simulations that would be helpful in ascertaining the usefulness of the test
proposals, provide guidance as to the priority that they should receive, given that resources
for further investigations are limited.

Is a limited in-vivo validation necessary to (a) determine practical applicability of this
complex method in a contract laboratory, including influence of variables such as changes in
animal 7age/weight in the course of the test or effect of changing animal batches to stay
within age/weight range; (b) determine the performance of the method relative to confidence
intervals of simulations and © compare in-vivo results with LD50 values available from
existing data bases.
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Computer Simulations in Study design

Statistical simulations allow us to determine the accuracy of the test design in estimating LD50
in ways that would not be possible with a single sample or even a small number of samples run
in actual animals. Since the laboratory to laboratory and intra laboratory variability is not
different with the new test designs, the only question is how well they can accurately predict the
‘true’ values.

Prediction of the ‘true’ LD50 for a population of rats will depend both on the size of the sample
of the population that is sampled, the degree of variability of the response with the population of
rats, and the statistical method that is used to estimate the result. Because the LD50 test results in
a simple yes/no answer, it is possible to use computers to simulate the degree to which any
specific statistical procedure can estimate the ‘true” LD50 of the population.

Simulations are done in a stepwise fashion. First the ‘true’ result is assigned to a ‘virtual
population’ of rats, secondly the populations is assigned a known or ‘true’ degree of variability
(or slope of the dose response curve). Because the simulations are being run on a computer, a
very large number of ‘virtual populations’ can be defined each with a different combination of
‘true’ LD50 and ‘true’ slope. Simulations can be done for any, (and as many as desired)
combinations of ‘true” LD50 and ‘true’ slope as the investigator is willing to simulate. This
allows for very rigorous examination of the robustness of the statistical procedures that would
not be possible in animal studies.

Once the “virtual population’ is defined, the computer picks animals at random from the
population as the sample that would be chosen for the actual test. For each animal the computer,
based on the probabilities assigned to the “virtual population’, assigns where it will die on the
dose response curve. These probabilities are based on normal statistical estimates of population
responses. This mimics exactly what happens in actual practice where the study director picks a
small number of animals at random to run his or her test each of which has a built in biological
variability. The only difference is that the study director only runs the test with one sample or
possibly two samples from the populations and assumes that samples were representative of the
full population. The computer on the other hand, can pick random samples over and over again
and determine how often the test design used will accurately estimate the “true’ LD50 of the
population. For instance, in the simulations that were done for the UDP, between 2500 and
10,000 different random samples were picked from each well-defined population of rats. The
results of these simulations provide statistical values on the chance that any one random sample
of animals will accurately be able to predict the ‘true’ LD50 of the population. This information
is not available if only one random sample is examined via an actual animal study.

One question has been whether a computer simulations isn’t ‘too’ perfect in that the simulated
animals will always give results that fit within the assigned parameters for their “virtual
population’. Using simulations it is possible to address this issue by setting up the computer runs
to include one, or more animals, that do not respond correctly. For instance, EPA has calculated
the ability of one of thee8 test designs to accurately predict the LD50 if the first animal dies
independently of whether this was the “correct’ response for that animal. These questions could
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not easily be answered by actual animal studies since it would be impossible for the study
director to know that the result from the first animal was not predictive of the ‘true’ population.
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RATIONALE FOR THE UP-AND-DOWN PROCEDURE
ASSUBMITTED TO THE OECD

I ntroduction

1. Acute toxicity tests are used to evaluate various toxic manifestations following a single
exposure to an agent. One of the uses of data coming from such tests is to estimate the median
lethal dose so as to place agents into one of a number of groups for hazard classification and
labeling purposes. OECD presently has approved three test methods for acute oral toxicity: Test
Guideline 401: the classical Acute Toxicity Test, and two substitutes, Test Guideline 420 the Fixed
Dose Method (FDM) and Test Guideline 423: the Acute Toxic Class Method (ATC). The Up-and-
Down Procedure (UDP) would be a fourth such option.

Background

2. All of the acute oral toxicity tests measure a spectrum of non-lethal toxic manifestations.
Both the classical method (TG 401) and the UDP give point estimates of the median lethal dose,
whereas the FDM (TG 420) and ATC (TG 423) give estimates of the lethal range. The classical
test relies on simultaneous testing of a preset number of groups of animals, while the other three
tests employ consecutive testing in a staircase design, where the dose in one trial is a function of the
outcome of testing in the previous trial. The UDP and the ATC are quite consistent, except that the
UDP uses single animals per trial, while the ATC employs three animals per dose.

3. Significant work has been performed on the UDP. Theoretical studies have demonstrated
the characteristics of the method and indicated that the procedure and its modifications are very
efficient means of deriving an estimate of the median effective dose per expenditure of test animals
(D)(2)(3)(4)(5)(6). Practical determinations of acute toxicity bear this out, where savings in animals
in comparison to the classical test and the FDM can be significant; the UDP and the ATC appear to
use quite comparable numbers of animals (1)(7)(8)(9)(10)(11)(12). In addition, practical use of the
test method goes far beyond acute toxicity testing and includes such things as (a) evaluation of
target organ effects in dogs (13); (b) evaluation of the efficacy of antiemetic drug treatments (14);
determination and treatment of adverse organophosphate-induced effects (15)(16)(17); and (d)
testing of the movement of chemicals imbedded in microspheres through the human stomach (18).

4. Before being accepted by OECD the FDM and the ATC each underwent validation ring
tests. Validation of a new method depends upon determining the reliability and reproducibility of
the method, proving its predictive capacity, and establishing its relevance. Since data on the UDP
demonstrate all of these, it seems to be both unnecessary and undesirable to undertake extensive
validation testing of this method.

Reliability and Reproducibility
5. The test method for the UDP is like that used in the classical test, FDM and ATC: the
species of animal used is the same; the method of administration of the test material is the same;

and the observations and toxic endpoints are the same. These ensure that the animal data gathered
by a laboratory for the UDP are just like those from the other acute toxicity test methods that have
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already been adopted as OECD Test Guideline. Further validation of the UDP to demonstrate that
multiple laboratories can reliably administer test substances to experimental animals and determine
acute toxicity manifestations including whether they survive or die is not necessary.

Predictivity

6. Acute toxicity findings using the UDP have been generally similar to those achieved with
the classical method: there was an excellent linear correlation for the estimates of the median lethal
dose, and the same EEC acute toxicity classification was reached in 23 of 25 cases (12). In the two
remaining cases, the UDP classification was more stringent than the classical method. These data
on 25 test materials clearly indicate that the UDP can predict the appropriate hazard classes of test
materials as well as the classical method. In addition, the mathematical model used in the UDP to
predict the median lethal dose of test materials has been published as an American Society for
Testing and Materials standard method (19).

7. Both the FDM and the ATC were found acceptable after testing 20 chemicals, a number
similar to that accumulated in multiple studies for the UDP (11)(12)(20). In addition, FDM, ATC
and UDP testing led to the same hazard classification decisions as did the classical test in 80, 85
and 92% of cases, respectively. Certainly, the data base supporting the UDP is comparable to other
methods that have been accepted by OECD Member countries.

Relevance

8. Test methods must be relevant to the regulatory agencies that are going to use the test data.
As stated previously, the UDP has become a standard test method by the American Society for
Testing and Materials (ASTM, 1987). In addition to capturing all of the toxic manifestations
following acute exposure to an agent, the UDP test provides an estimate of the median lethal dose
which is directly referable to any hazard classification system in use today. Such an estimate of the
median lethal dose is also often helpful in setting doses for subchronic toxicity tests and for
comparisons of acute toxicity with other test materials and by other routes of administration.

9. Regulatory agencies are also concerned about the use of animals in toxicity tests. The
UDP has been shown to use fewer animals than the classical test and the FDM, and while a direct
comparison between the UDP and ATC method is only available for three materials, the UDP used
either the same or fewer animals (Schlede et al., 1994; Lipnick, et al., 1995). The UDP provides in
a single test the ability to correctly classify acute toxicity as well as to estimate the median lethal
dose, data that can be useful in preventing unnecessary animal use in future toxicity studies.

Conclusion

10. All acute toxicity tests are trying to develop the same data on the consequences of a single
chemical exposure: they measure morbid endpoints and lethality. Like other acute toxicity tests,
the UDP an be used to reliably and reproducibly evaluate acute toxicity. Methods differ in regard
to details of their design and means of determining values used for hazard classification. Certainly
the UDP is as efficient a means of estimating a median lethal dose as exists. It predicts an
appropriate hazard classification as well as other acute toxicity alternatives, and its relevance to

J-12 Acute Toxicity Working Group, ICCVAM - February 1996



Up-and-Down Procedure Peer Panel Report Appendix J-2

regulatory objectives is ably demonstrated by developing requisite toxicity data, estimating the
median lethal dose and minimizing animal usage. To commit more animals in order to show that
the method works would be contrary to good science, good policy and good economics.
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Test Guideline 425
Up-and-Down Procedure
Katherine Stitzel, D.V.M.
The Procter & Gamble Company

Overview
Based on staircase design
Dose single animals in sequence
Set initial dose at toxicologist’s best estimate of the LD50
Following each death (or moribund state), the dose is lowered
Following each survival, the dose is increase
After the first reversal, dose four additional animals following the up-and-down
design

Example
First animal dosed at 200 mg/kg and lives
Second animal dosed at 260 mg/kg and dies
Third animal dosed at 200 mg/kg and dies
Fourth animal dosed at 154 mg/kg and lives
Fifth animal dosed at 200 mg/kg and lives
Sixth animal dosed at 260 mg/kg and dies

LD50 =209 mg/kg

Protocol
Default dose progression is 1.3
Default is to use only females
Observe each animal 24 hours before dosing the next animal
Count all deaths including delayed deaths and humanely killed
Observe for 14 days - record weekly body weights, all clinical signs and gross
necropsy results

Options
Initial dose based on all available information
Most sensitive sex should be used
LD50 can be confirmed in opposite sex
Dose progression can be adapted
Observation period between animals can be increased
Limit study described
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Study Outputs
Test substance, vehicle, test animals, test conditions

Individual responses including nature of signs, time of onset, severity, duration

and outcome

Time course of reversible signs

Gross necropsy results, histopathology if warranted
Calculated point estimate of LD50

Calculations
Based on staircase design
Uses maximum likelihood method to calculate LD50
Can be run with SAS or BMDP program
Slope is assumed and not calculated

First Test Evaluation
First proposed by Bruce, based on Dixon’s design
Reviewed 48 standard LD50 studies
average value of s was 0.121
85% of animal died within 48 hours
Males more likely to have higher LD50 values
Simulated 10 studies - LD50 agreed closely

First VValidation
Conducted 10 tests in parallel with 401
Excellent agreement with 401 standard except
potassium hydroxide a material that produced delayed deaths

Second Validation
Conducted 5 tests in parallel with 401
Compared results from females in both methods
Excellent agreement with 401 standard

Third Validation
Conducted 10 tests in parallel with 401 and FDP
FDP sighting study was used
Compared results from females only
Excellent agreement with 401 standard except mercuric Cl
401 method - 160 mg/kg
UDP - 12 mg/kg
Textbook (Gosselin 1984) - 37 mg/kg
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Summary of Classification Results Using EU System
Twenty-Five Test Materials:
Twenty-Three ldentical to 401
Two more Stringent

Strengths
Reduced Number of Animals
Point Estimate of LD50
Meets all classification systems
Death as an Endpoint
Similar Observations as 401
Weaknesses

Slope is given not calculated
Females only, males may be added
Arbitrary upper limit of 2000mg/kg
Not suitable for delayed toxicity
Not suitable for inhalation studies
Increased test duration

Results of First Validation (Bruce)
Results of Second Validation
(Bonnyns, et al.)
Results of Third Validation (Yam, et al.)
Statistical Procedure
Likelihood of experimental outcome = L (given m s, and n)

L = 1 - F(Z) if the i" animal survived or
Li = F(Z) if the i" animal died
Where Z = [log(d;) - n] s/;

m= log LD50; and
F = cumulative, standard normal density
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TheUDP Primary Test: Proposed Revision of the Guideline 425" Primary
Procedure" for Point Estimation of the LD50: Rationale for Design, Statistical
Analysis, and Simulation Studies

Prepared for Review of Proposed Guideline 425 Revisions by the
Interagency Committee for Validation of Alternative Methods (ICCVAM)

David Farrar (USEPA), March 10, 2000

A Guideline 425 is being proposed for evaluation of mammalian acute toxicity to satisfy OECD
member requirements. A previous version was examined together with several other OECD
guidelinesin March 1999. Revisions were undertaken as part of a general effort to address
statistical issues and improve performance of the procedure. Elements of the Guideline 425
include a dose progression factor, the number of animals tested at each time and dose, and a
formula and procedure for toxicity estimation. Proposed revisions as included in the proposal
before the Panel include an increased dose progression factor, an increased slope value assumed
in the estimation procedure (but aslopeis still assumed), use of a likelihood-based stopping rule,
and explicit language to ensure that test doses do not progress beyond a specific experimental
range.

The following text develops a number of issues for consideration by ICCVAM. In addition, we
we refer to ICCVAM the following overarching question: |s the most appropriate course of
action to (1) use the guideline without the modifications proposed; (2) use the guideline with the
revisions proposed; or (3) delay further use of the guideline until critical issues (to be identified
by ICCVAM) can be resolved?
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1 Statistical Rationale for the Primary Procedure
1.1 Design
1.1.1 TheDixon-Mood procedureas modified for arestricted range of test doses.

The basic procedure of Dixon and Mood is adequately described in the Guideline so the
description will not be repeated here. Appendix | of the Guideline defines some terms used here,
in particular reversal, and nominal sample size. We follow the Guideline in using the term
progression factor to denote the ratio of successive test doses.

We propose to restrict the test doses to values not exceeding 2000 mg/kg or 5000 mg/kg,
depending on the regulatory context. In addition, in practice it will be appropriate to establish a
lower bound, which may depend on the test substance: “ Setting of lower bounds may need to
include consideration of the ability to accurately dilute the test material.” It isimportant that
modifications of the procedure associated with bounding the range of test doses not “clash” with
other features of the procedure, such as stopping rules or procedures for statistical analysis. We
think this has been reasonably well confirmed by Monte Carlo simulations in which the true

L D50 was varied, including LD50 values beyond bounds of 1 and 5000, and removed to various
degrees above or below those bounds.

The essential procedure for restricting the range of test doses was suggested in discussions with
Procter and Gamble. The stepping ruleis similar to the rule for the unrestricted procedure,
except that steps are among afinite set of permitted doses. Here we use the term dose
progression (or just progression) to denote the set of permitted test doses ranked from smallest
tolargest. Also, let L (for lower) denote the lowest permitted dose and let U (for upper) denote
the highest permitted dose. (Thus U=2000 mg/kg or 5000 mg/kg.)

It is proposed that the dose progression will comprise doses that could be tested with the basic,
unrestricted procedure, except that (1) doses below L or above U are excluded; (2) L and U are
included in the progression, although this may result in a progression for which some successive
doses differ by afactor not equal to the progression factor; and (3) doses can be excluded if they
are permitted by the unrestricted procedure and strictly within the bounds, but considered too
closeto L or U, relative to the progression factor.

The proposed “default” set of test doses (to be used at least when thereislittle prior information
about the LD50) isto be“1.75, 5.5, 17.5, 55, 175, 550, 1750, 2000, or, for specific regulatory
needs, 5000 instead of 2000.” The default initial test dose isto be 175 units. Note that while the
progression factor for this sequenceis 3.2 (equal to 0.5 in thelog,, scale), the two highest doses
may differ by afactor of 2.86 (=5000/1750) or 1.14 (=2000/1750).

When some prior estimate is available for the LD50, it is proposed that the initial test dose
should equal the prior estimate, divided by the progression factor. That approach isjustified on
the grounds of reducing suffering (because then testing tends to be concentrated below the
LD50). Also, when the dose response curve is shallow there is some tendency for the estimate of
the LD50 to be biased in the direction of theinitial test dose. If abias of thistype occurs, and if
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theinitial test dose is selected below the LD50, the bias will be in the direction of alower LD50
estimate.

Also, the stepping rule (the rule for determining the next dose, given results for the current dose),
must be modified to accommodate restriction on the range of test doses. We have proposed that
if the current test dose is strictly within the range of permitted doses (greater than L and less than
U), the stepping ruleis as for the unrestricted Dixon-Mood procedure except that steps are to
adjacent doses within the progression, so that the ratio of successive test doses does not
necessarily equal the progression factor.

If the current doseis U and the subject does not respond, we propose that the next dose tested
will also be U, else the next dose tested will be the dose just below U in the progression (e.g.,
3200 in adefault progression with U=5000). Similarly, when the current doseisL and thereis
an adverse response, the next dose tested will also be L, otherwise the next dose tested will be
the dose immediately above L in the progression.

1.1.2 Rulefor stopping testing at a bounding dose.

According to the procedure just described, if the response probability islow at U (which occurs
if the LD50 is much larger than U relative to the slope) or if the response probability ishigh at L
(the LD50 much smaller than L’ srelative to slope) the bound value may be tested many times,
unlessthisis prevented by a special rule. We propose that if the dose U istested three timesin
sequence without a response then testing is stopped. Similarly, three testsin arow at doseL,
with each of the three animals responding, resultsin the study being stopped.

There has been some discussion of how the LD50 should be estimated when testing is stopped
based on thisrule. One option isto decide in these cases that the LD50 is beyond the bound (<L
or >U). This approach has been adopted in simulations. An estimate based on the probit model
might or might not generate an estimate outside the bounds.

1.1.3 Useof aprogression factor of 3.2.

Therelatively large progression factor (3.2) was adopted based on discussions with Proctor and
Gambel. It isthought that arelatively large factor is advantageous in situations involving little
prior information, because that allows for the range of test doses to traversed in arelatively small
number of steps. We also believe that arelatively large factor is appropriate when the dose-
response curve is shallow, atype of situation of particular concern.

However it seems that, when there is actually a good prior estimate of the LD50, the use of a
relatively coarse grid of test doses will result in some loss of accuracy. We believe that, in
general, the up-and-down procedure cannot distinguish between LD50 values that differ by a
factor lower than the progression factor. In particular, when the dose-response relationship is
steep, most individuals may have tolerances between two test doses. In those cases testing may
aternate between a dose with low response probability and a higher dose with high response
probability. We have observed in smulations that as the probit slope is made more steep, the
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estimates tend to converge on a set of values separated by afactor equal to the progression
factor.

It appears that the selection of a dose progression factor involves striking some balance between
different types of statistical effects. Noordwijk and Noordwijk (1988) provide an analysis of
different types of bias in up-and-down testing, which appears to be useful in this context.

1.1.4 Variantsof Up-and-Down testing.

We mention two variants of the up-and-down procedure which may be advocated but which have
not been made the principal focus of the evaluation: (1) The dose progression factor may be
varied within asingle study. (Most likely, theinitial step sizein astudy would be doubled or
halved.) (2) More than one animal may be tested per step (e.g., Hsi, 1969). Both of these
options have been investigated in some preliminary simulations, which were not organized into
reports and distributed.

Neither of these approachesis dismissed. Increasing the number of animals tested per step can
beneficial, by decreasing the number of steps and thus decreasing the duration of the study. If
the study is carried out over too long a period in time, maintenance of experimental control may
be difficult. For example the animals age and experimental conditions may drift. In particular,
more animals may be needed for designs to estimate the probit slope, so such designs may need
to involve multiple animals per step. It has also been pointed out that a design with multiple
animals per step may be helpful in the event of an “outlier,” as discussed in the section below on
outliers.

However, if theinitial test dose is poorly chosen, the result may be an initial series of results of
the same type (either all response or all nonresponse). Then, if more than one animal istested
per step, the result can easily be an increase of the numbers tested by 3 or 4, with little
information added. That increase would be a substantial percentage increase relativeto a
baseline of 6 animals (or afew more) per test. It may be desirable to increase the number per step
only after a reversal has occurred.

In principle, it seems that the step size can be decreased when there is some indication that the
up-down sequence has converged to the vicinity of the LD50 (e.g., after areversal). Options that
involve avariable progression factor were not a significant focus of the evaluation, because the
primary concern has been the poor performance of the procedures when the dose-response curve
isshallow. With a shallow dose-response, we think it is generally better for the dose-progression
factor to berelatively large. Some early simulations (not developed into areport) considered the
possibility of changing the progression from 0.5 to 0.25 (in the log scale). The results of those
simulations actually suggested worse performance, relative to use of the same number of
animals and a uniform progression factor of 0.5. In view of the concern for shallow-slope
situations, more promising may be an approach in which the progression factor ranges up to 1.0.
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1.2 Analyss
1.2.1 Useof the probit dose-response model.

The statistical procedures proposed are based on the probit model, for which the parameters are
the LD50 and the slope. The probit model is customarily described in terms of a “tolerance
distribution.” It is supposed that each individual has a“tolerance” dose, which is the lowest dose
that will affect that individual adversely. For the probit model, the tolerances are assumed to
have alog-normal distribution. For some purposesit is more convenient to choose as
parameters m=log,,L. D50 and sigma = 1/ slope. Then, inthe log scale (base 10), the mean of
the tolerance distribution is m and the standard deviation is sigma.

Some scientists will advocate consideration of alternatives to the probit model. In particular, the
logit model, like the probit model, assumes a tolerance distribution that is symmetric in the log
scale. Thelogit model would assume a higher proportion of individuals with relatively extreme
sensitivity, and also more animals with relatively extreme lack of sensitivity, relative to the
probit model. We do not hold that the probit model is the only possible dose-response model for
analysis of acute test data, but exploration of alternatives was not considered the highest priority
in the context of review of Guideline 425. Therefore we have relied on the probit model, which
is conventional in toxicology.

1.2.2 Useof an assumed value for the probit slope.

In standard probit analysis, the two parameters of the probit model (the slope and the LD50) are
both estimated from the data. The current guideline indicates that the LD50 will be estimated,
with avalue of 2 assumed for the slope. The review by Dixon Associates emphasizes that the
same feature of up-and-down testing which makes the procedure work well for estimation of the
L D50, namely that the approach concentrates the test doses close to the LD50, will tend to make
the approach work poorly for estimating the slope.

Actually, in standard probit situations, it is sometimes not possible to estimate the slope. In
particular, we do not have information on how well Guideline 401 performs for estimating the
slope.

When evaluating variants of the up-and-down procedure, we have usually assumed the same
value for sigma as used (in the log scale) for the step size. In particular, we use a step size of
0.5inthelog scale, and we use the same value for sigma when estimating the L D50 by
maximum likelihood. It isknown that the optimal choice of a step size for estimation of the
LD50 is approximately sigma (see Dixon Stat. Assoc. 1991). However, application of that
principle involves using information on slopes to select a step size. Here the choice of step size
is not based primarily on information on the slope. Simulations suggest that in some situations
results may be sensitive to the value assumed for slopes.

The use of an assumed slope is afeature of the study by Lipnick et al. (1995). That study is

significant in the development of Guideline 425. In analyses with up-and-down data for specific
chemicals, Lipnick et al. found little sensitivity of the LD50 estimate to the assumed value of

K-6 D. Farrar - 03/10/2000



Up-and-Down Procedure Peer Panel Report Appendix K

sigma, for sigma as high as 0.25 (slope aslow as 4). Such comparisons with real data are
highly desirable; however, the question always arises whether the data used will adequately
cover the range of situations encountered in practice.

At present, no strong case can be made that default statistical calculations should assume some
value for sigma, or that they should assume the value 0.5 in particular. The strongest case that
can be made is that such an approach may result in acceptable accuracy for estimating the L D50.
We have not conducted areview of alternative approaches, except that limited evaluation has
been conducted for a simple dose-averaging estimator.

1.2.3 Lack of aconfidenceinterval for the L D50.

Thetraditional “fiducial” interval in probit analysis requires, as an intermediate computation, the
fitting of the 2-parameter probit model, including estimation of the slope. We suppose that the
standard interval can be adapted to the situation where the avalue is assumed for the slope. That
approach was not pursued because it was decided that the uncertainty in the LD50 depends on
uncertainty in the slope, and may be underestimated when a slope value is assumed. At present
no confidence interval is proposed for the LD50. Some consideration may be given to intervals
based on likelihood (see Meeker and Escobar, 1995), a Bayesian approach, or some other
approach to be identified.

1.2.4 Viability of a Bayesian approach to uncertainty in the slope.

In the long run, the possibility of handling the slope parameter based on Bayesian procedures
should not be dismissed. For the slope parameter, this approach would combine the limited
slope information from a specific study with external information, in the form of a prior
distribution for the slope based on historical information. For the LD50, the prior would most
likely be chosen to be relatively flat so that the estimate would be determined primarily by the
data from the study, and little affected by the prior.

A Bayesian procedure may be particularly viable in this situation because (1) the datafrom an
up-and-down study will often contain little information on the slope, for which an inferenceis
nevertheless required if a parametric estimator is used; (2) agood basis (historical information)
may exist for choosing a particular prior for the slope; and (3) external information would be
used primarily for the slope, which for the primary procedure is a nuisance parameter rather than
aparameter of direct interest. These features of the situation may allay objections to the
introduction of external information. The approach would yield the Bayesian version of a
confidence interval for the LD50.

1.25 Useof maximum likelihood, and measur ement of statistical infor mation.

Within the context of an assumed probit model, the proposed statistical procedures are based on
likelihood (in the technical meaning of that term in statistics). In particular, the point estimate of
the LD50 is taken to be the maximum-likelihood estimate (MLE), which is the dose value for
which the likelihood is highest. Maximum-likelihood is usually viewed as the basis for
estimating the LD50 parametrically, for conventiona probit analysis as well as for up-and-down
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testing. Thelikelihood we useisidentical to that for conventional probit analysis for the 2-
parameter probit model, except that the slopeisfixed at 2 (sigma isfixed at 0.5), so that the
likelihood is afunction of the LD50 only.

Somewhat less widely known than maximum-likelihood estimation is the closely related concept
of statistical information, which we invoke to justify a particular type of stopping rule. This
concept can be explained as follows. Note that the MLE exists when the likelihood function has
apeak. Conversely, in the extreme case where the data is completely uninformative regarding a
parameter of interest, the likelihood isflat. More generally, the curvature of the likelihood in the
vicinity of the MLE is regarded as measuring the information the data contain, regarding a
parameter of interest. The text by Edwards (1972) may be helpful with regard to these concepts.

In statistics, information is usually quantified using second order partials of the log-likelihood.
We have used asimple ratio of likelihoods comparing the likelihood at an estimate of the LD50
to values fixed factors above and below that estimate. The resulting computations are easily
carried out in a spreadsheet.

1.2.6 How test performance depends on the probit slope.

Simulations suggest that the most important influence on test performance is the steepness of the
dose-response curve (e.g., magnitude of the probit slope). Steeper dose-response curves are
generally associated with better performance. This can be seen as a case of ageneral statistical
principle, which is that when the data are more variable, more data are needed to achieve a given
statistical precision or power. Inthiscontext it is useful to note that the slopeisinversely related
to sigma, which is the standard deviation of log tolerances. Of somewhat less importance than
the slope is the choice of an initial test dose. The choice of an initial test dose is more important
when the slope is shallow.

In analyses conducted for OECD, it has become customary to consider sigma values of 2, 1.25,
0.5, and 0.12 (or dlope values of 0.5, 0.8, 2, and 8.33). (It can be helpful to consider some
additional slope values in order to characterize the relationship between the slope and test
performance.) In simulations we find that, despite considerable efforts to improve test
performance, this range of slopes includes values for which the primary procedure will perform
poorly. We suggest that as arule the performance of the primary procedure will tend to break
down when the slope is lower than some value in the range 2-3.

Given the spacing of category boundaries in the acute oral classification, it seems reasonable to
be able to estimate the LD50 within afactor of 2. In simulations with LD50=600 units, initial
test dose of 60 units, and our proposed likelihood-ratio stopping rule, it was found that there
would be a 90% chance of an estimate within afactor of 2 of the true values, only if the slopeis
2.6 or higher (Table 2 in the Feb. 24 simulation report). 1f the number of test animalsis kept at
15 (the Guideline 401 requirement) or lower, it is probably not possible to reliably estimate the
LD50 within afactor of 2, for the full range of slope values 0.5-8. If the up-and-down procedure
is used with afixed nominal sample size of 15, aslope of 2 or higher isrequired for a 90%
chance of an estimate accurate within afactor of 2, for the scenario described above.
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1.2.7 Rationalefor a stopping rulewith avariable nominal sample size.

Simple versions of up-and down testing called for termination of the experiment after afixed
number of animals have been tested, counting from the reversal. (Thus, the nominal sample size
is fixed while the actual number tested may vary somewhat.) At the start of our evaluation, our
“working” version of up-and-down testing involved afixed nominal sample size of 6 and a step
size of 0.5. Here, denote this approach SUDP/6/0.5, SUDP stands for simple up-and-down
procedure.

SUDP/6/0.5 performs poorly in some situations, in terms of the bias and/or variability of
estimates. Specifically, situations involving low slopes are problematic, particularly if the initial
test doseis far from the true LD50. Use of this procedure therefore assumes that such situations
are relatively uncommon in practice. To obtain reliable results in these situations would require
testing of more animals. Unfortunately, it isdifficult if not impossible to know when oneis
actually in thistype of situation. A possibility would be simply to increase the nominal n "across
the board.” However, that would be wasteful for the situations where the procedure already
performs well.

SUDP/6/0.5 keeps the number of animals tested fairly constant, while performanceis variable
(depending on the slope and starting dose). The purpose of an aternative stopping rule would be
to reverse this situation: We would hope for the performance to be uniformly comparable to
performance of SUDP/6/0.5, and somewhat better in the problematic situations. In situations
where SUDP/6/0.5 performs well, an alternative should also perform well, without substantial
increase in the numbers of animalstested. However, it is reasonable that the number of animals
tested should go up where SUDP/6/0.5 performs poorly (situations which, we hope, are relatively
uncommon).

We have developed a specific, ssmple stopping rule that appears to have the characteristics
suggested. According to the approach proposed, the nominal sample size may vary from study
to study, subject to a requirement that the maximum number of animals tested will not exceed 15
inagiven study. (This constraint refersto the actual number tested, not to the nominal sample
size.) Ineffect, testing is stopped based on a measure of statistical information, rather than based
on acount of test units, as explained in more detail in the section following. The approach is
simple enough to be easily implemented in a spreadsheet program, as indicated in a Guideline
appendix. We have prepared a spreadsheet program using Microsoft ©Excel. To use the
program, the user should need to do little more than enter the dose-response information as it
accumul ates.

With the approach proposed, performance is till poor in situations involving very low slopes,
although much better in those situations than SUDP/6/0.5. However, it is probably unrealistic to
hold that any up-down procedure will work well with such low slopes and at the same time keep
the numbers tested at the low levels which give good performance in more "ordinary™ situations.
(What isreally needed to address the possibility of very low slopes may be some crude
information on the slope, e.g., abound.)
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In principle, it is better to design a study to achieve afixed statistical error, rather than based on a
fixed number of experimental units. If a confidence interval were available for the LD50, a
reasonabl e approach might be to stop when the upper bound and lower bound differ by some
factor (e.g., if the lower bound is not more than the lower bound times 4). However, in the
context of simple up-and-down testing a confidence interval is not currently available.

In cases where 15 animals have been tested and the proposed stopping ruleis not satisfied, it is
proposed that testing will stop. Such an outcome may indicate an estimate of low reliability,
because of a shallow slope and/or a poor choice of initial test dose. However, in simulations we
find that in those situations, the stopping rules are often satisfied when fewer than 15 animals
have been tested.

As amatter of policy we seek an approach that will work uniformly well for awide range of
slopes. We suggest that it is preferable not to depend on an argument such as “the test will
probably work well in practice because situations where the procedure works poorly are
expected to be infrequent.” While any statistical procedure will have some frequency of false
positives and false negatives, it is preferable for the error rates are to be kept uniformly low for a
wide range of situations.

1.2.8 Theproposed likelihood-ratio stopping rule.

Based on likelihood theory we expect that as data accumulates, the likelihood will display a more
clearly defined peak. The maximum-likelihood estimate (MLE) of the LD50 or other parameter
is the value where the likelihood is highest. Asdiscussed, it isrecognized in likelihood theory
that the information available from the data can be measured based on the curvature of the
likelihood function, close to the MLE.

We measure curvature using likelihood ratios, which compare the likelihood at an estimate of the
LD50 to likelihoods above and below the LD50, by factors of 2.5. Higher likelihood ratios are
taken to indicate that the L D50 estimate is more strongly supported by the data, relative to values
distant from the estimate. (It isrecognized in likelihood theory that likelihoods are compared via
ratios, i.e., log-likelihoods are compared by differences.) Testing stops when both likelihood
ratios achieve acritical value of 2.5. The stopping rule is not evaluated until the nominal sample
Sizeis®6.

This approach suggests that the estimate of the LD50 should be the MLE. However, the MLE
requires iterative computations. In order to achieve more simple computations, we have
substituted an alternative estimator, which can be termed a “dose-averaging estimator.” Thisis
simply the geometric mean test dose, calculated over the nominal sample (cf. Brownleeet al.,
1953). (The number of dose values averaged is the nominal sample size)

Close analogies can be drawn between the approach and other approaches:
1 The possibility of using a stopping rule based on some measure of information has been

suggested previously for sequential designs, if not for the up-and-down procedure (Armitage,
1991).
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2. The possibility was mentioned above of a convergence criterion based on the width of a
confidence interval. A certain type of confidence interval is based on likelihood ratios of the
type suggested (see Meeker and Escobar, 1995). That approach would be very computationally
intensive, as it would require aline search for parameter values above and below the MLE for
which acritical likelihood ratio is attained precisely. The approach can be simplified by noting
that (at least if the likelihood is unimodal), requiring that the confidence bounds fall within a
given factor of the MLE is equivalent to requiring that the critical likelihood ratio is exceeded,
for values separated from the MLE by that factor. The latter isthe approach proposed here.

In practice likelihood-based tests and bounds usually rely on asymptotic results. Those results
might be questionable in our situation because of (1) the use of an assumed slope value; and (2)
small sample sizes. Therefore if asymptotic results are used, it may be desirable to confirm their
accuracy using simulations. However, it seems more straightforward to use simulations to justify
acritical likelihood ratio directly.

1.2.9 Stopping based on “perfect alternation” of response and non-response.

We propose that testing can be stopped when the nominal sample size reaches 6, without
evaluation of the likelihood-ratio rule, provided that there have been 5 reversals between
response and non-response, with the nonresponses at a dose lower than the responses. We
believe that in practice such an outcome will most often represent a situation where testing
alternates between a dose with low response probability and a dose with high response
probability, so that the LD50 is between the two doses. Also, the criterion will sometimes
simplify the conduct of the study because the likelihood-based rule will not need to be evaluated
in some cases.

We have not evaluated the frequencies of such perfect alternations when slope values are very
low. Also, it ispossible that the procedure will work well if, say, testing can be terminated if 4
reversals occur in anominal sample size of 5, or 4 or more reversals occur in a nominal sample
size of 6, and so on. These possibilities have not been evaluated.

1.2.10 Justification for numerical parametersin the stopping criteria.

The stopping criteria that we suggest involve several numerical parameters, which can
potentially be adjusted to improve the performance of the procedures, in terms of better precision
and/or fewer animals tested. These parameters include the maximum number tested (15), two
parameters of the likelihood-ratio rule (both currently set at 2.5), the assumed slope (2), therule
for stopping at a boundary (3 of same responsetype at L or U). No strong justification can be
provided at thistime for the specific values we have proposed: We believe that simulations
indicate that, taken as awhole, our procedures will result in improved performance. However,
we cannot say at this time that other choices would not result in equivalent performance or better
performance.
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Before setting the maximum number tested at 15, we used a maximum of 25. Use of a maximum
of 25 was felt to substantially increase in the numbers tested in some situations, with marginal
improvement in accuracy.

A formal approach for optimizing the parameters of the stopping criterion would require
assumptions regarding the relative value of increasing precision, versus reducing numbers tested.
There would be no strong basis for any specific numerical weights for these two types of criteria.
However, it could happen that some choices of parameters may simultaneously increase
precision and lower the numbers tested. Therefore there may be some value in conducting a
formal optimization in which equal weights are assumed (in some scale) for precision and
numbers tested, despite the fact that the approach would involve some arbitrariness.

The following may be considered. First develop response surfaces that relate measures of
precision, and also relate the numbers tested, to the probit slope and to the parameters that can be
manipulated. For example, let f(sope,q) denote the probability that the estimated L D50 will be
within afactor of 2 of the true value, where q denotes parameters that can be manipulated. Let
g(slope,q) denote the expected number of animals tested. Formulae for f and g can be obtained
by fitting curves to output of Monte Carlo simulations, involving various combinations of the
slope and g. Having developed the surfaces f and g, determine the value of q that minimizes an
objective function such as

w; | £(1,0) - 0.9+ w;, | g(4.0) - 6]

where w, and w, denote relative weights for precision and numbers tested. This expression says
that the target precision is an LD50 estimate that is accurate within afactor of 2, with 90%
probability, when the slopeis 1 (alow value) and that the target for animal testing is an average
of 6 animals when the slope is 4 (a moderately low value). The minimization of the objective
function would probably involve a numerical approach. If the g that minimizes the objective
function results in better precision as well as fewer numbers tested relative to the current
proposal, that choice would represents an unambiguous improvement.

1.2.11 Outliers.

There has been some concern among scientists regarding whether the simulation models
adequately characterize how the performance of the procedure may be affected for the range of
events that may occur in actual lab situations, when the numbers tested are drastically reduced.

To address this kind of concern, an “outlier scenario” has been simulated: The initial test was
assumed to be below the true LD50 (here 750 units) by afactor of 10 or 100, and the first animal
tested was assumed to respond, regardless of the probability of response calculated from the
probit model. Theideaisthat such an event could result from background mortality,
mishandling, or administration of an incorrect dose. (We hope these kinds of events are rare, but
even so we would like the procedures to be robust if they occur.) The question is whether the
simple up-down procedure can recover in this type of situation to give an accurate estimate, with
appreciable probability.
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It appeared that with the scenarios simulated there was practically no chance of areasonable
estimate using the up-and-down procedure with a fixed nominal sample size of 6. Performance
was substantially improved by adoption of either of two stopping rules that allow a variable
nominal sample size, the rule proposed and a rule based on the number of reversals.

It could be desirable to consider some additional outlier scenarios. It could be argued that the
possibility for outliersis limited because the up-and-down converges rapidly to the LD50: A test
cannot be an outlier unless the dose is far from the LD50.

While the use of the new stopping rules appeared to be helpful in this situation, other solutions
may also be considered. In particular, it has been suggested that use of more than one animal per
step may be helpful. An outlier resistant version of the dose averaging estimator could be
developed by using medians instead of averages. One might use the following estimator:
(A+B)/2 where A is the median dose for responding animals and B the median dose for non-
responding animals. Finally, the stopping criteria could include a requirement that the average
dose for responding animals must exceed the average dose for non-responding animals
(geometric averaging would be used).
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2. Simulation Results
2.1 Classfication probabilities plotted against L D50 and slope

The following is abbreviated from a document distributed on March 6, 2000. The graphs
attached display the probability of correct classification, as well as the probability of each kind of
miss-classification (under protective or over protective classification), as a function of the LD50.
A separate line is used for each of the standard slopes. The simulations follow the default
procedure indicated in the Guidelines, with an initial test dose of 175 units, a minimum test dose
of 1 unit, amaximum test dose of 5000 units, and use of alikelihood-ratio stopping rule. As
with all the simulations conducted for this report, a probit model is assumed.

Unfortunately, it appears that when a chemical is miss-classified, it will be more often assigned
to aless-toxic category than to a more-toxic category. The only explanation that comes to mind
isthat thisis bad luck having to do with the relationship between the initial test dose and the
category boundaries. It should be noted that the precision of the up-down procedureis limited
by the dose progression factor (here 3.2). In particular, in steep-slope situations, the MLE may
be the geometric average of two test doses which differ by afactor of 3.2 and may straddle a
category boundary. Therefore, chemicals with LD50s within certain intervals may be
consistently over classified or consistently under classified.

There would be some justification for additional simulationsin which the initial test dose varies

from 175 units. Such asimulation will be undertaken, tentatively with doses shifted by 0.25 log
units, specifically 1.75, 5.5, 17.5, 55, 175, 550, 1750, and 5000 units.
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2.2  Monte Carlo comparison of three stopping rules and two L D50 estimatorsfor the
primary procedure

The following is abbreviated from areport distributed on February 14, 2000.

The scenarios assumed for these simulations (starting dose, slope, and LD50) are not the standard
scenarios used in recent OECD work, or the current default guideline approach. The LD50 is
assumed to equal 600 units and three choices of initial test dose are considered (6, 60, and 600
units). Thisdiffersfrom the OECD practice, which isto use the LD10, LD50, and LD80 as the
initial test doses. The slopes evaluated include the standard OECD selections as a subset.
Performance is evaluated based on several “performance indices’ which are calculated from
Monte Carlo output. In particular, we focus on the probability of an estimate that iswithin a
factor of 2 of the true LD50 value.

In addition to an initial test dose of 600 units, the simulations deviate from the Guideline default
scenario in that the dose of 3200 was not included in the dose progression.

221 Estimatorsof the LD50

Estimates of the LD50 were cal culated using two procedures: (1) The maximum likelihood
estimate was cal culated assuming a probit slope of 2 (denoted MLE(2)). (2) A "dose
averaging"estimator (DAE) somewhat similar to the proposal of Brownlee et al. (1953): The
LD50 estimate is the geometric average dose, for animals tested at the reversal and subsequently.
(The number of values averaged is the "nominal sample size.")

While the DAE uses only the animals in the nominal sample, the MLE uses results for all animals
tested. For the DAE, it seemed sensible to allow for a string of responses or non-responses before
the reversal, in case of apoor choice of initial test dose. For the MLE, there is no apparent harm
from including such observations: They contribute some (but probably relatively little)
information.on the LD50.

Where the MLE(2) is outside the permitted range of test doses (below 1 or above 5000), it is
assumed that the point estimate is not used and that the experimenter only concludes that the
LD50 isbelow 1 or above 5000.

2.2.2 Stopping Criteria Evaluated.

Three stopping criteria have been evaluated. These are denoted #1, #2, and #5. Thegapin
numbering is aresult of dropping two criteria considered in a previous document.

The following features are common to each of the criteria. (1) There isamaximum number of
animalsthat can be tested, here set at 15. (2) Testing always stopsiif thereis a " perfect
aternation” of response and non-response for the first 6 animals in the nominal. (3) Testing is
stopped if 3 consecutive tests at a dose of 1 unit (or another lower bound) all yield responses, or 3
consecutive tests at 5000 units (or another upper bound) result in no responses.
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The stopping criteria are evaluated after each test, provided that the nominal sampleis 6 or more.
Therefore the number tested isaways 6 or more.

Criterion 1 (Based on fixed “nominal” sample size). After the reversal, 4 additional animals are
tested. The"nominal sample size" is®6.

Criterion 2 (Based on number of reversals). A stopping rule based on number of reversals was
considered because the approach is simple, and has been proposed previously. For the version
implemented here, testing stops after 5 reversals. The basis for the value of 5 isthat in the most
favorable situations, 6 test animals will tend to represent 5 reversals, i.e., thereis “ perfect
alternation” between response and nonresponse.

Criterion 5 (LR rule with default slope of 2). Thisisthe rule described in the current guideline.
2.2.3 Performance Statistics

Having ssimulated alarge number of studies (here 5000) for a given scenario, and estimated the
LD50 for each ssimulated study, statistics are calculated that characterize the performance of the
procedure in terms of (1) whether or not the LD50 estimates tend to be close to the true value of
the LD50; (2) whether or not the procedure tends to correctly classify a chemical with agiven
LD50; and (3) the number of animalstested. This section describes the statistics calculated and
documents notation used in output.

Statistics calculated for numberstested. For numbers tested | report mean number, the 95th
percentile (denoted P95), and the percent of studies for which the number tested is the maximum
(here 15).

Statistics calculated for estimates of the LD50. The following are calculated for each scenario,
and separately for two estimators of the LD50 (MLE(2) and DAE). These results are reported
only for “My” scenarios.

P5, P50, P95. These denote the 5th percentile, 50th percentile (median) and 95th percentile of the
distribution of LD50 estimates for a given scenario. These provide a characterization of the
distribution of LD50 estimates.

% inrange. Thisisthe percent of simulated studies that resulted in a point estimate of the LD50
in the range 1 unit to 5000 unit. "Out of bound" estimates resulted from either (1) stopping the
experiment after repeated nonresponse at the upper bound, or repeated response at the lower
bound; or (2) an MLE(2) outside the range 1-5000 units.

P50/ LD50 (index of bias) Bias represents atendency of estimatesto fall below the true value
with some degree of consistency, or else above with some consistency. If thisratio equals 1, then
exactly 50% of estimates fall below the true value and exactly 50% fall above. Thus values close
to 1 are desirable, indicating unbiasedness. A value below 50% indicates that most estimates fall
below the true value, etc.
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In the log scale, the statistic is approximately equal to the biasin the strict sense of the term in
statistics (the difference between the mean estimate and the true value), for atolerance
distribution that is symmetric in the log scale.

P95 / P5 (index of spread). Asanindex of the spread of the distribution | use the ratio of the 95th
percentile to the 5th percentile. Small values are desirable provided they are not combined with
too high bias.

For alognormal distribution, and perhaps for some other distributions, thisindex has asimple
relationship to the log-scale standard error.

These indices of bias and spread are not scaled to be comparable, e.g., do not allow oneto
directly assess whether bias or variance contributes more importantly to the error of estimation.

PF2. Thisisthe percent of estimates that fall within afactor of 2 of the true LD50, i.e., the
percent of estimates that satisfy L D50/2 ceestimate od_D50* 2. (PF2 stands for Percent within
Factor of 2 of true value.) Note that thisindex combines bias and precision. The index ranges
between 0 and 100%, values close to 100% indicating better performance.

A value of 90% for PF2 would be obtained for an unbiased estimator with a spread index value
(PO5/P5) of about 4. That would permit most of estimatesto fall within a single category of the
acute oral toxicity classifications, provided that the estimate is close to the geometric center of the
category, and the upper and lower bounds for the category are separated by afactor greater than 4.
In the acute toxicity classification, the bounds are separated by a factors as low as 6 (the 50-300
range) and 2.5 (the 2000-5000) range. On this basis a PF2 of 90% or larger is suggested as a
criterion for good performance.

2.24 Resultsand Discussion

Resultsfor Estimation of the LD50. Based on the performance statistics described in the
previous section with my scenarios, a marked improvement in performance is obtained by using
Criteria 2 or 5, under conditions involving relatively extreme slopes and starting values (Table 2).
Under other conditions, the improvement is relatively modest. More complete output of the
simulationsis givenin Appendices 1.1 to 1.3.

In the previous section it was suggested that a criterion for good performance could be values
90% and higher for the index PF2. It is observed that the value of thisindex increases with the
slope. Therefore a compact table of output is obtained by interpolating in the Monte Carlo results
the slope that corresponds to PF2=90%, for a given choice of initial test dose. Then the
interpolated slope can be used as a bound on the range of slopes for which the procedure works
well.

Results of this type of calculation are displayed below. Row 2 of the table gives, for purposes of
comparison, the results from applying the procedure with a fixed nominal sample size of 15, the
number used in Guideline 401. A modification of the stopping rule cannot achieve the
performance indicated in Row 1, if the numberstested are generally kept below 15.
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The application of flexible-n stopping rules (Criteria 2-5) appears to significantly extend the range
of slopes for which the procedure will work well, relative to the fixed-n criterion (Criterion 1),

and the former should therefore be preferred if they do not result in an unacceptable increasein
numberstested. However the range of slopes that are acceptable according to this criterion does
not include the complete range of slopes that we think are possible.

Table 2.2.1. Comparison of Stopping Criteria in situations involving extreme slopes and
starting values. examples with low slope and poor choice of initial test dose.

Stopping slope Method of Estimating L D50
Criterion
Dose Averaging MLE
P50/L D50 P95/P5| PF2 P50/L D50 P95/P5| PF2

1. fixed 0.5 0.08 209 14 0.17 212 12
nominal n= 6

0.8 0.26 97 25 0.42 96 32
2. number of 0.5 0.18 125 20 0.28 157 27
reversals=5

0.8 0.37 50 35 0.56 47 42
5. LR>25 0.5 0.25 142 23 0.36 194 31

0.8 0.44 33 37 0.59 39 43

Explanation: Calculations are based on an LD50 of 600 units and an initial test dose of 6 units.
The table gives values of performance statistics.

P50 / LD50 = ratio of median estimated LD50 to true LD50 (closer to 1 is better)

P95 / P5 = ratio of 95th percentile estimated LD50 to 5th percentile (smaller is better)

PF2 = percent of estimates that satisfy LD50/2 < estimate < LD50*2 (larger is better)

For example (row 1) if the slope is 0.5, the initial test dose is 6 units, the true LD50 is 600 units,
and the LD50 is estimated by the dose averaging method, then there is a 14% chance of an
estimate within a factor of 2 of the correct value, when using Criterion 1 (column5). There
would be a 23% chance of such an outcome using Criterion 5 (row 5).
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Table 2.2.2. Minimal slope for at least 90% of estimates to be within a factor of 2 of the true

LD50.
Stopping Initial Test dose
Criterion
LD50/100 LD50/10 LD50

1. fixed nominal n=6 3.4 3.4 2.5

n=15% 2.1 2.0 1.6
2. number of reversals 2.9 2.9 2.5
=5
5.LR>25 2.8 2.6 2.7

Explanation. For example (see 1% row of slopes) if the initial test dose is LD50/100 then the
index PF2 will be at least 90%, provided the slope is 3.44 or larger, when stopping is based on
Criterion 1. In this sense 3.4 is the lower bound for the range of slopes where Criterion 1 works
well, when starting at LD50/100.

The true LD50 was assumed to be 600 units for this calculation. Results are based on the DA
estimator. Linear interpolation has been used. Based on 5000 simulated studies per scenario,

except row 2 based on 3000 simulated studies.

T Given for purposes of comparison (see text).
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Resultsfor Numbers Tested. Estimated mean numbers tested per study are displayed below for
each Stopping Criterion. Comparing Criteria#2 and #5 it appears that more or tested with
Criterion #5 at low slopes, but more or tested with #2 at high slopes. We believe that in practice
slopes will be distributed so that in the long run Criterion #5 will use somewhat fewer animals.
Furthermore Criterion #5 has somewhat better statistical performance.

Table3. Mean numberstested

Dose0 = LD50/ 100
slope Crit. #1 Crit. #2 Crit. #5
0.5 7.6 11.1 12.4
0.8 8.2 114 12.7
15 0.1 115 12.1
2.0 9.3 114 11.8
2.5 9.4 11.2 115
3.0 9.4 11.1 114
35 9.4 11.0 11.2
4.0 9.5 10.9 11.2
8.3 9.5 10.8 11.0
Dose0 =L D50/ 10
0.5 6.8 10.1 10.0
0.8 6.9 10.0 10.3
15 7.2 9.7 10.1
2.0 7.3 9.4 9.9
2.5 7.4 9.3 9.6
3.0 7.4 9.0 9.4
35 7.5 9.0 9.3
4.0 7.5 8.9 9.2
8.3 7.5 8.8 9.0
Dose0 = L D50
0.5 6.6 9.6 8.7
0.8 6.4 9.3 8.1
15 6.3 8.7 7.2
2.0 6.2 8.4 6.8
2.5 6.1 8.1 6.5
3.0 6.1 7.9 6.3
35 6.0 7.7 6.2
4.0 6.0 7.6 6.1
8.3 6.0 7.4 6.0

Based on 5000 simulated studies per combination of LD50 and slope
2.2.4 Conclusions

Criterion 5 issimple to apply and gives relatively good performance, considering precision in the
estimation of the LD50 as well as numbers of animalstested. In particular, the numbers tested
are appreciably increased only for combinations of slope and initial test dose that we think are
unusual .
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2.25 Tablesof Monte Carloresults. percentiles of thedistribution of L D50 estimates

Convergence criterion #1 [fixed nominal N]

Critical nominal N = 6

slope assumed in probit calculations = 2.00

step size (dose progression) logl0 = 0.50

max num. animals to test = 15

doses restricted to range 1.0,5000.0(min,max)

Num. simulated studies per scenario = 5000

LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )

| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range

1 600.0 0.50 6.0 7.3 49.5 1519.2 99.9 9.4 101.1 1986.4 99.1

2 600.0 0.80 6.0 15.7 156.6 1519.2 99.8 24.9 252.3 2404.1 99.2

3 600.0 1.50 6.0 72.7 337.4 1519.2 100.0 112.6 509.4 1764.9 99.9

4 600.0 2.00 6.0 156.6 495.2 1519.2 100.0 198.6 569.0 1579.4 99.9

5 600.0 2.50 6.0 156.6 495.2 1067.0 100.0 252.3 628.2 1401.5 100.0

6 600.0 3.00 6.0 229.9 495.2 1067.0 100.0 294.2 628.2 1397.0 100.0

7 600.0 3.50 6.0 229.9 495.2 1067.0 100.0 356.2 628.2 1126.3 100.0

8 600.0 4.00 6.0 337.4 495.2 1067.0 100.0 356.2 628.2 1126.3 100.0

9 600.0 8.33 6.0 337.4 495.2 1067.0 100.0 356.2 628.2 1126.3 100.0

10 600.0 0.50 60.0 23.0 156.6 1785.5 99.8 23.0 199.4 2404.1 98.8

11 600.0 0.80 60.0 49.5 229.9 1519.2 99.9 49.4 299.5 2404.1 099.4

12 600.0 1.50 60.0 106.7 337.4 1519.2 100.0 135.0 508.1 1764.9 99.9

13 600.0 2.00 60.0 156.6 495.2 1519.2 100.0 194.5 568.0 1579.2 100.0

14 600.0 2.50 60.0 156.6 495.2 1067.0 100.0 249.4 627.2 1401.3 100.0

15 600.0 3.00 60.0 229.9 495.2 1067.0 100.0 291.2 627.2 1395.2 100.0

16 600.0 3.50 60.0 229.9 495.2 1067.0 100.0 354.1 627.2 1126.0 100.0

17 600.0 4.00 60.0 337.4 495.2 1067.0 100.0 354.1 627.2 1126.0 100.0

18 600.0 8.33 60.0 337.4 495.2 1067.0 100.0 354.1 797.4 1126.0 100.0

19 600.0 0.50 600.0 72.7 705.2 3080.1 99.4 63.4 655.2 4345.9 96.5

20 600.0 0.80 600.0 106.7 495.2 2163.2 99.8 81.5 542.0 3230.0 98.6

21 600.0 1.50 600.0 229.9 705.2 1519.2 100.0 180.5 655.2 1945.0 99.8
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LD50

600.0

600.0

600.0

600.0

600.0

600.0

slope

2.00
2.50
3.00
3.50
4.00

8.30

Values of 1.0

Dose0

600.0

600.0

600.0

600.0

600.0

600.0

Dose Averaging |
| percentiles %in |

5%

229.9

229.9

337.4

337.4

337.4

337.4

indicate < 1.0

"%in range® means % > 1.0 and
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50% 95% range |
705.2 1519.2 100.0
495.2 1519.2 100.0
495.2 1067.0 100.0
495.2 1067.0 100.0
495.2 1067.0 100.0

495.2 1067.0 100.0

and values of 5000.0

<5000.0

MLE (slope= 2.

percentiles
5% 50%  95%

204.6 655.2 1725.3
230.4 542.0 1531.0
284.5 494.1 1246.1
337.4 494.1 1067.0
337.4 494.1 1067.0

337.4 494.1 1067.0

indicate >5000.0

00 )

%in

range
100.0
100.0
100.0
100.0
100.0

100.0
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** Distribution of LD50 estimates **

Convergence criterion # 2 [#reversals]

Critical nominal N = 6

slope assumed iIn probit calculations = 2.00

step size (dose progression) loglO = 0.50

Generate outlier (1=>yes;0=>no0) = 0

(if Crit #2) Critical num reversals = 5

max num. animals to test = 15

doses restricted to range 1.0,5000.0 (min,max)

Num. simulated studies per scenario = 5000

LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )

| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range

1 600.0 0.50 6.0 10.7 106.7 1330.4 99.9 12.8 170.1 2006.0 99.1

2 600.0 0.80 6.0 31.6 223.7 1568.2 99.8 42.6 338.9 2011.6 99.6

3 600.0 1.50 6.0 106.7 431.8 1390.8 100.0 171.6 564.3 1762.3 100.0

4 600.0 2.00 6.0 189.7 509.0 1330.4 100.0 228.5 579.8 1437.7 100.0

5 600.0 2.50 6.0 233.9 534.8 1067.0 100.0 269.9 610.0 1244.8 100.0

6 600.0 3.00 6.0 253.0 600.0 1067.0 100.0 349.2 610.0 1126.3 100.0

7 600.0 3.50 6.0 337.4 600.0 1067.0 100.0 356.2 655.7 1126.3 100.0

8 600.0 4.00 6.0 337.4 600.0 1067.0 100.0 356.2 655.7 1126.3 100.0

9 600.0 8.33 6.0 337.4 600.0 1067.0 100.0 356.2 655.7 1126.3 100.0

10 600.0 0.50 60.0 33.7 221.2 1801.1 99.6 29.9 301.7 2612.7 98.8

11 600.0 0.80 60.0 60.0 337.4 1775.7 99.9 65.7 414.2 2404.1 99.3

12 600.0 1.50 60.0 136.6 449.9 1390.8 100.0 176.0 568.0 1762.2 100.0

13 600.0 2.00 60.0 189.7 509.0 1330.4 100.0 228.5 578.9 1437.5 100.0

14 600.0 2.50 60.0 253.0 534.8 1067.0 100.0 267.8 609.3 1294.9 100.0

15 600.0 3.00 60.0 253.0 600.0 1067.0 100.0 347.9 609.3 1126.0 100.0

16 600.0 3.50 60.0 337.4 600.0 1067.0 100.0 354.1 655.1 1126.0 100.0

17 600.0 4.00 60.0 337.4 600.0 1067.0 100.0 354.1 609.3 1126.0 100.0
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LD50

600.0
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600.0

600.0

600.0
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600.0

600.0

600.0

slope

8.33
0.50
0.80
1.50
2.00
2.50
3.00
3.50
4.00

8.30

Values of 1.0

Dose0

60.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

| Dose Averaging
| percentiles

| 5%
337.4

80.0
129.3
223.7
263.6
316.5
337.4
337.4
337.4

337.4

indicate < 1.0

"%in range® means % > 1.0 and
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50%

600.0

590.1

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

and values of 5000.0

<5000.0

95%

1067.0

2568.2

2123.0

1568.2

1390.8

1114.6

1067.0

1067.0

1067.0

1067.0

%in
range

100.0
99.4
99.7

100.0

100.0

100.0

100.0

100.0

100.0

100.0

|
| 5%

MLE (slope= 2.00 )
| percentiles

50%

95%

354.1 655.1 1126.0

63.4

110.5

204 .6

253.7

281.0

337.4

337.4

337.4

337.4

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

3462.9

3035.0

1725.3

1439.3

1202.7

1067.0

1067.0

1067.0

1067.0

indicate >5000.0

%in
range

100.0
97.6
99.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0
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** Distribution of LD50 estimates **
Convergence criterion # 5 [LR]

Critical nominal N = 6

slope assumed iIn probit calculations = 2.00

step size (dose progression) loglO = 0.50

Generate outlier (1=>yes;0=>no) = 0

(if Crit #5) factor above/below g.mean = 2.50

(if Crit #5) Critical likelihood ratio = 2.50

max num. animals to test = 15

doses restricted to range 1.0,5000.0 (min,max)

Num. simulated studies per scenario = 5000

LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )

| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range

1 600.0 0.50 6.0 10.7 148.3 1519.2 99.8 10.7 213.1 2070.6 99.2

2 600.0 0.80 6.0 47.7 263.6 1569.8 99.9 50.8 356.2 1983.0 99.7

3 600.0 1.50 6.0 148.3 495.2 1519.2 100.0 161.1 512.4 1579.4 100.0

4 600.0 2.00 6.0 206.0 509.0 1519.2 100.0 253.8 604.5 1579.4 100.0

5 600.0 2.50 6.0 253.0 586.5 1128.6 100.0 281.6 610.0 1201.2 100.0

6 600.0 3.00 6.0 337.4 600.0 1067.0 100.0 349.5 655.7 1126.3 100.0

7 600.0 3.50 6.0 337.4 600.0 1067.0 100.0 356.2 655.7 1126.3 100.0

8 600.0 4.00 6.0 337.4 600.0 1067.0 100.0 356.2 655.7 1126.3 100.0

9 600.0 8.33 6.0 337.4 600.0 1067.0 100.0 356.2 655.7 1126.3 100.0

10 600.0 0.50 60.0 25.3 268.0 1812.8 99.7 25.4 291.0 2641.1 99.0

11 600.0 0.80 60.0 49.5 366.3 1796.4 99.9 49.4 425.8 2062.1 99.7

12 600.0 1.50 60.0 156.6 495.2 1519.2 100.0 156.3 511.5 1579.2 100.0

13 600.0 2.00 60.0 189.7 509.0 1519.2 100.0 213.2 576.3 1437.5 100.0

14 600.0 2.50 60.0 288.4 600.0 1390.8 100.0 337.4 609.3 1437.5 100.0

15 600.0 3.00 60.0 337.4 600.0 1067.0 100.0 350.5 609.3 1126.0 100.0

16 600.0 3.50 60.0 337.4 600.0 1067.0 100.0 354.1 655.1 1126.0 100.0

17 600.0 4.00 60.0 337.4 600.0 1067.0 100.0 354.1 655.1 1126.0 100.0

18 600.0 8.33 60.0 337.4 600.0 1067.0 100.0 354.1 655.1 1126.0 100.0

19 600.0 0.50 600.0 72.7 584.6 2836.9 99.2 70.4 596.4 3246.3 98.1
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LD50 slope
20 600.0
21 600.0
22 600.0
23  600.0
24  600.0
25 600.0
26 600.0
27 600.0

DoseO |

0.80

1.50

2.00

2.50

3.00

3.50

4.00

8.30

Values of 1.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

5%

106.7

223.7

229.9

253.0

337.4

337.4

337.4

337.4

indicate < 1.0

"%in range® means % > 1.0 and
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Dose Averaging
| percentiles

50%

584.6

584.6

515.6

668.2

495.2

495.2

495.2

726.9

and values of 5000.0

<5000.0

95%

2220.6

1568.2

1519.2

1390.8

1128.6

1067.0

1067.0

1067.0

|
%in
range
99.7
100.0
100.0
100.0
100.0
100.0
100.0

100.0

MLE (slope= 2.00 )

| percentiles

5% 50%

102.3 596.4

226.9 596.4

230.4 494.1

253.7 673.4

337.4 494.1

337.4 494.1

337.4 494.1

337.4 728.6

95%

2650.2

1642.4

1531.0

1398.8

1067.0

1067.0

1067.0

1067.0

indicate >5000.0

%in
range

99.2

100.0

100.0

100.0

100.0

100.0

100.0

100.0
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2.2.6 Tablesof Monte Carlo Resultsfor Numbers Tested

Convergence criterion #

Critical nominal
slope assumed in probit calculations

step size (dose progression) loglO
max num. animals to test
doses restricted to range

Num. simulated studies per scenario

LD50 slope

1 600.0 0.50

2 600.0 0.80

3 600.0 1.50

4 600.0 2.00

5 600.0 2.50

6 600.0 3.00

7 600.0 3.50

8 600.0 4.00

9 600.0 8.33

10 600.0 0.50
11 600.0 0.80
12 600.0 1.50
13 600.0 2.00
14 600.0 2.50
15 600.0 3.00
16 600.0 3.50
17 600.0 4.00
18 600.0 8.33
19 600.0 0.50
20 600.0 0.80
21 600.0 1.50
22 600.0 2.00
23 600.0 2.50
24 600.0 3.00
25 600.0 3.50
26 600.0 4.00
27 600.0 8.30

K-30

DoseO |

DO OOOO OO

eololeoololololooolololoololoololololololNololoNoNe]

mean

.61
.21
.07
.28
.37
.43
.44
.48
-50
.79
291
17
.29
.38
.42
.45
.47
.51
.55
.44
.25
.16
211
.07
.04
.02
-00

OO0 NNNNNNNOOOOOO OO WOOOOon-N

95th
%ile

11.
11.
11.
11.
10.
10.
10.
10.
10.
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00
-00

OO0 N~~~ 0 00000000000 WO©Yo©o

00
00
00
00
00
00
00
00
00

1 [fixed nomin

=1

6

2.00
0.50

15

al N]

.0,5000.0 (min,max)

5000

(%)N=max

(:

oloojolololooooooNojololoolololoololNololoNeNe]

15 )

.00
-00
-00
-00
-00
.00
.00
.00
-00
-00
-00
.00
.00
.00
.00
.00
.00
.00
-00
-00
-00
-00
-00
-00
-00
-00
-00
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** Numbers Tested **
Convergence criterion # 2 [#reversals]

Critical nominal N

slope assumed iIn probit calculations
step size (dose progression) loglO
Generate outlier (1=>yes;0=>no)

(if Crit #2) Critical num reversals

I nn
GO ONOD
a1 o
oo

max num. animals to test = 15
doses restricted to range 1.0,5000.0 (min,max)
Num. simulated studies per scenario = 5000

LD50 slope DoseO | mean 95th (%)N=max
%ile (= 15)

1 600.0 0.50 6.0 11.08 15.00 10.96
2 600.0 0.80 6.0 11.40 15.00 11.70
3 600.0 1.50 6.0 11.47 15.00 8.52
4 600.0 2.00 6.0 11.37 15.00 6.04
5 600.0 2.50 6.0 11.23 14.00 3.96
6 600.0 3.00 6.0 11.09 14.00 2.44
7 600.0 3.50 6.0 10.95 14.00 1.50
8 600.0 4.00 6.0 10.89 13.00 0.72
9 600.0 8.33 6.0 10.79 13.00 0.00
10 600.0 0.50 60.0 10.10 15.00 5.62
11 600.0 0.80 60.0 9.95 14.00 4.24
12 600.0 1.50 60.0 9.68 13.00 2.02
13 600.0 2.00 60.0 9.41 13.00 1.18
14 600.0 2.50 60.0 9.31 12.00 0.54
15 600.0 3.00 60.0 9.03 12.00 0.14
16 600.0 3.50 60.0 8.98 12.00 0.04
17 600.0 4.00 60.0 8.89 11.00 0.00
18 600.0 8.33 60.0 8.79 11.00 0.00
19 600.0 0.50 600.0 9.63 14.00 4.50
20 600.0 0.80 600.0 9.33 14.00 2.54
21 600.0 1.50 600.0 8.71 12.00 0.74
22 600.0 2.00 600.0 8.36 12.00 0.16
23 600.0 2.50 600.0 8.09 11.00 0.10
24 600.0 3.00 600.0 7.86 10.00 0.00
25 600.0 3.50 600.0 7.70 10.00 0.00
26 600.0 4.00 600.0 7.56 10.00 0.00
27 600.0 8.30 600.0 7.44 10.00 0.00
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** Numbers Tested **

Convergence criterion #

Critical nominal
slope assumed iIn probit calculations

step size (dose progression) loglO

5 [LR]

Generate outlier (1=>yes;0=>no)
(if Crit #5) factor above/below g.mean
(if Crit #5) Critical likelihood ratio

max num. animals to test
doses restricted to range

Num. simulated studies per scenario

LD50 slope

1 600.0 0.50

2 600.0 0.80

3 600.0 1.50

4 600.0 2.00

5 600.0 2.50

6 600.0 3.00

7 600.0 3.50

8 600.0 4.00

9 600.0 8.33

10 600.0 0.50
11 600.0 0.80
12 600.0 1.50
13 600.0 2.00
14 600.0 2.50
15 600.0 3.00
16 600.0 3.50
17 600.0 4.00
18 600.0 8.33
19 600.0 0.50
20 600.0 0.80
21 600.0 1.50
22 600.0 2.00
23 600.0 2.50
24 600.0 3.00
25 600.0 3.50
26 600.0 4.00
27 600.0 8.30
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DoseO |

DO OO OO

eoloeoolololoojoolololoJooloololololololoNoloNoNe]

mean

12.
12.
12.
11.
11.
11.
11.
11.
11.

9.
10.
10.
.87
.64
-39
.26
-19
-99
.71
.13
.20
.78
-50
.32
17
-10
-00

OO OO N0 OO

37
68
13
78
54
44
20
16
01
98
25
13

95th
ile

15.
15.
15.
15.
15.
15.
14.
14.
14.
15.
15.
-00

15

15.
13.
13.
12.
12.
12.
15.
13.
10.
10.
-00
-00
-00
-00
-00

o O 00 00

00
00
00
00
00
00
00
00
00
00
00

00
00
00
00
00
00
00
00
00
00

-00
-50

-50
-50
5

RPNNOONO

5000

(%)N=max

(:
44 .
41.
22.
13.

B

OOO0OO0OOOONUIOCORLNWOHOOOOORFL, WUl

1.0,5000.0 (min,max)

15 )
36
04
12
60

.00
.86
.28
.88
.00
.42
.06
.42
.44
.70
.32
-30
.98
-00
.52
.76
.26
.02
-00
-00
-00
-00
-00
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2.2.7 Tablesof Monte Carlo Results: Performance Statistics

Convergence criterion #

Critical nominal N

slope assumed iIn probit calculations

step size (dose progression) loglO
max num. animals to test
doses restricted to range
Num. simulated studies per scenario

10

11

12

13

14

15

16

17

18

19

20

LD50 slope DoseO |

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

600.0

0.50

0.80

1.50

2.00

2.50

3.00

3.50

4.00

8.33

0.50

0.80

1.50

2.00

2.50

3.00

3.50

4.00

8.33

0.50

0.80
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6.0

6.0

6.0

6.0

6.0

6.0

6.0

6.0

6.0

60.0

60.0

60.0

60.0

60.0

60.0

60.0

60.0

60.0

600.0

600.0

| P50/LD50
0.08
0.26
0.56
0.83
0.83
0.83
0.83
0.83
0.83
0.26
0.38
0.56
0.83
0.83
0.83
0.83
0.83
0.83
1.18

0.83

Dose Averaging

P95/P5

209.00

97.01

20.90

9.70

6.81

4.64

4.64

3.16

3.16

77.67

30.68

14.24

9.70

6.81

4.64

4.64

3.16

3.16

42_.37

1 [fixed nominal N]

| P50/LD50 P95/P5

211.50

96.41

15.67

7.95

5.55

4.75

3.16

3.16

3.16

104.34

48.65

13.08

8.12

5.62

4.79

3.18

3.18

3.18

68.57

6
= 2.00
= 0.50
=1
1.0,5000.0 (min,max)
= 5000
| MLE
PF2
13.62 0.17
24.68 0.42
51.74 0.85
66.34 0.95
77.28 1.05
85.04 1.05
91.12 1.05
95.30 1.05
100.00 1.05
21.06 0.33
30.68 0.50
52.34 0.85
64.38 0.95
77.16 1.05
86.00 1.05
90.62 1.05
95.36 1.05
100.00 1.33
53.12 1.09
60.90 0.90

20.27

39.63

PF2

19.70

31.98

58.12

70.80

80.16

86.70

92.34

95.48

100.00

26.82

35.34

57.40

69.84

79.50

87.84

91.40

95.74

100.00

41.58

46.98
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LD50 slope DoseO | Dose Averaging | MLE

|P50/LD50  P95/P5 PF2 | P50/LD50 P95/P5 PF2
21 600.0 1.50 600.0 1.18 6.61 75.98 1.09 10.77 63.98
22 600.0 2.00 600.0 1.18 6.61 84.22 1.09 8.43 75.14
23 600.0 2.50 600.0 0.83 6.61 89.62 0.90 6.64 82.44
24 600.0 3.00 600.0 0.83 3.16 93.28 0.82 4.38 88.94
25 600.0 3.50 600.0 0.83 3.16 95.78 0.82 3.16 92.72
26 600.0 4.00 600.0 0.83 3.16 97.86 0.82 3.16 95.64
27 600.0 8.30 600.0 0.83 3.16 100.00 0.82 3.16 100.00
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** Measures of performance for estimation of LD50 **
Convergence criterion # 2 [#reversals]
Critical nominal N =6
slope assumed in probit calculations = 2.00
step size (dose progression) loglO = 0.50
Generate outlier (1=>yes;0=>no0) =0
(if Crit #2) Critical num reversals =5
max num. animals to test = 15
doses restricted to range 1.0,5000.0 (min,max)
Num. simulated studies per scenario = 5000
LD50 slope DoseO | Dose Averaging | MLE
|P50/LD50  P95/P5 PF2  |P50/LD50 P95/P5 PF2
1 600.0 0.50 6.0 0.18 124.69 19.70 0.28 156.59 26.66
2 600.0 0.80 6.0 0.37 49.55 34.58 0.56 47.21 41.68
3 600.0 1.50 6.0 0.72 13.03 62.78 0.94 10.27 68.34
4 600.0 2.00 6.0 0.85 7.01 75.96 0.97 6.29 80.06
5 600.0 2.50 6.0 0.89 4.56 85.78 1.02 4.61 87.76
6 600.0 3.00 6.0 1.00 4.22 91.20 1.02 3.23 92.04
7 600.0 3.50 6.0 1.00 3.16 94.88 1.09 3.16 95.34
8 600.0 4.00 6.0 1.00 3.16 97.52 1.09 3.16 97.86
9 600.0 8.33 6.0 1.00 3.16 100.00 1.09 3.16 100.00
10 600.0 0.50 60.0 0.37 53.38 32.16 0.50 87.25 36.52
11 600.0 0.80 60.0 0.56 29.59 43.02 0.69 36.59 47.78
12 600.0 1.50 60.0 0.75 10.18 64.96 0.95 10.01 69.08
13  600.0 2.00 60.0 0.85 7.01 75.72 0.96 6.29 78.66
14 600.0 2.50 60.0 0.89 4.22 86.66 1.02 4.84 87.74
15 600.0 3.00 60.0 1.00 4.22 90.90 1.02 3.24 91.64
16 600.0 3.50 60.0 1.00 3.16 94.48 1.09 3.18 95.16
17 600.0 4.00 60.0 1.00 3.16 96.98 1.02 3.18 97.34
18 600.0 8.33 60.0 1.00 3.16 100.00 1.09 3.18 100.00
19 600.0 0.50 600.0 0.98 32.10 48.68 1.00 54 .64 42.90
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LD50 slope DoseO | Dose Averaging | MLE

|P50/LD50  P95/P5 PF2 | P50/LD50 P95/P5 PF2
20 600.0 0.80 600.0 1.00 16.42 59.00 1.00 27.46 51.12
21 600.0 1.50 600.0 1.00 7.01 76.76 1.00 8.43 70.44
22 600.0 2.00 600.0 1.00 5.28 84.42 1.00 5.67 79.24
23 600.0 2.50 600.0 1.00 3.52 90.64 1.00 4.28 86.68
24 600.0 3.00 600.0 1.00 3.16 94.08 1.00 3.16 91.18
25 600.0 3.50 600.0 1.00 3.16 96.68 1.00 3.16 95.06
26 600.0 4.00 600.0 1.00 3.16 98.06 1.00 3.16 97.06
27 600.0 8.30 600.0 1.00 3.16 100.00 1.00 3.16 100.00
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** Measures of performance for estimation of LD50 **

Convergence criterion # 5 [LR]

Critical nominal N =6
slope assumed iIn probit calculations = 2.00
step size (dose progression) loglO = 0.50
Generate outlier (1=>yes;0=>no0) =0

(if Crit #5) factor above/below g.mean = 2.50

(if Crit #5) Critical likelihood ratio = 2.50

max num. animals to test = 15

doses restricted to range 1.0,5000.0 (min,max)

Num. simulated studies per scenario = 5000

LD50 slope DoseO | Dose Averaging | MLE
|P50/LD50  P95/P5 PF2  |P50/LD50 P95/P5 PF2

1 600.0 0.50 6.0 0.25 142.39 22.60 0.36 194.07 30.52
2 600.0 0.80 6.0 0.44 32.94 37.00 0.59 39.03 43.38
3 600.0 1.50 6.0 0.83 10.25 66.12 0.85 9.80 69.22
4 600.0 2.00 6.0 0.85 7.37 79.02 1.01 6.22 81.46
5 600.0 2.50 6.0 0.98 4.46 87.94 1.02 4.27 89.48
6 600.0 3.00 6.0 1.00 3.16 91.94 1.09 3.22 93.10
7 600.0 3.50 6.0 1.00 3.16 95.36 1.09 3.16 96.22
8 600.0 4.00 6.0 1.00 3.16 97.84 1.09 3.16 98.40
9 600.0 8.33 6.0 1.00 3.16 100.00 1.09 3.16 100.00
10 600.0 0.50 60.0 0.45 71.65 36.30 0.48 104.09 33.74
11 600.0 0.80 60.0 0.61 36.27 48.14 0.71 41.73 45.86
12 600.0 1.50 60.0 0.83 9.70 69.56 0.85 10.11 70.32
13 600.0 2.00 60.0 0.85 8.01 80.52 0.96 6.74 81.58
14 600.0 2.50 60.0 1.00 4.82 87.96 1.02 4.26 88.92
15 600.0 3.00 60.0 1.00 3.16 92.80 1.02 3.21 93.68
16 600.0 3.50 60.0 1.00 3.16 95.62 1.09 3.18 96.34
17 600.0 4.00 60.0 1.00 3.16 97.34 1.09 3.18 97.84
18 600.0 8.33 60.0 1.00 3.16 100.00 1.09 3.18 100.00
D. Farrar - 03/10/2000 K-37



Appendix K Up-and-Down Procedure Peer Panel Report

LD50 slope DoseO | Dose Averaging | MLE

|P50/LD50  P95/P5 PF2 | P50/LD50 P95/P5 PF2
19 600.0 0.50 600.0 0.97 39.03 44 .44 0.99 46.13 43.26
20 600.0 0.80 600.0 0.97 20.81 53.64 0.99 25.90 52.26
21 600.0 1.50 600.0 0.97 7.01 72.48 0.99 7.24 71.84
22 600.0 2.00 600.0 0.86 6.61 81.96 0.82 6.64 81.66
23 600.0 2.50 600.0 1.11 5.50 87.62 1.12 5.51 87.56
24 600.0 3.00 600.0 0.83 3.35 92.90 0.82 3.16 92.88
25 600.0 3.50 600.0 0.83 3.16 95.88 0.82 3.16 95.88
26 600.0 4.00 600.0 0.83 3.16 97.72 0.82 3.16 97.72
27 600.0 8.30 600.0 1.21 3.16 100.00 1.21 3.16 100.00
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2.3 Simulation of an outlier scenario

The following is an extension of the analysis described in the previous section, distributed
originally on February 14, 2000. An “outlier scenario” has been simulated as follows. The
initial test was assumed to be below the true LD50 (here 750 units) by afactor of 10 or 100, and
the first animal tested was assumed to respond, regardless of the probability of response
calculated from the probit model. Stopping Criterial, 2, and 5 were ssimulated. Results are
displayed below for the index PF2 (probability of an estimate within factor of 2 of correct value).
The results tabulated are based on the MLE(2) estimates of the LD50, which appeared to perform
better than the dose-averaging estimator in this situation.

Table 2.3.1. Resultsfor performanceindex PF2 (%) with " outlier” scenario.

Dose0 = LD50/ 100

slope Crit#l Crit.#2 Crit.#5
0.5 0.1% 11% 16%
1.0 0.0 19 29
15 0.0 24 38
2.0 0.0 24 42
2.5 0.0 22 43
3.0 0.0 23 47
35 0.0 19 50
4.0 0.0 20 49
8.3 0.0 19 51
Dose0 =L D50/ 10
0.5 6.2% 22% 22%
1.0 0.1 37 36
15 7.8 47 49
2.0 6.5 57 55
2.5 4.1 64 59
3.0 2.9 69 62
35 1.7 70 68
4.0 1.1 73 71
8.3 0.0 75 73

Explanation: The index PF2 isthe probability of an estimate within afactor of 2 of the true
value. For example (seefirst row). If the slopeis0.5 and theinitial test dose is 100" of the
LD50 (here LD50=750), then the probability is 0.001 that the estimate will fall between 750/2
and 750* 2 when stopping is based on Criterion 1 (fixed nominal n). In the same situation, the
probability of that accuracy is0.11 for Criterion 2 (fixed number of reversals) and 0.16 for
Criterion 5 (smplified LR).
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24  Classfication probabilitiesfor standard OECD scenarios

The following is abbreviated from an analysis distributed on February 14, 2000. For OECD
evaluation of guidelinesit has been customary to consider a standard set of slope and LD50
values, and to assume initial test doses equal to the LD10, LD50, and LD80. The tables below
give probabilities of classification into categories of the acute oral toxicity classification, which
has cut-points 5, 50, 300, 2000, and 5000 units. Based on the current guideline, initial test doses
below 1 unit or above 5000 units have been excluded. The dose progression deviates from the
guideline, in that a dose of 3200 was not included in the progression. Two stopping rules are
simulated: a procedure with the nominal sample size fixed at 6, and the likelihood-ratio criterion
recommended in the proposed guideline.
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24.1 OECD-Typescenarios. Distribution of L D50 Estimates
Convergence criterion # 1 [ fixed nominal NR]
Critical nominal N =6
slope assumed iIn probit calculations = 2.00
step size (dose progression) loglO = 0.50
Generate outlier (1=>yes;0=>no0) =0
max num. animals to test = 15
doses restricted to range 1.0,5000.0 (min,max)
Num. simulated studies per scenario = 3000
Classification cutpoints 5 50 300 2000 5000
LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )
| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range
1 1.5 8.33 1.1 1.5 1.9 1.9 100.0 1.5 1.9 1.9 99.0
2 1.5 8.33 1.5 1.2 1.6 2.7 100.0 1.0 1.5 2.7 94.8
3 1.5 8.33 1.9 1.4 1.4 2.5 100.0 1.0 1.4 2.4 91.5
4 1.5 4.00 1.5 1.1 1.6 2.7 99.4 1.0 1.5 2.7 80.7
5 1.5 4.00 2.4 1.3 1.6 3.1 98.9 1.0 1.6 3.0 74.5
6 1.5 2.00 1.5 1.1 1.6 3.9 98.0 1.0 1.5 3.9 74.5
7 1.5 2.00 4.0 1.3 2.0 4.6 96.3 1.0 1.6 4.7 79.5
8 1.5 0.80 1.5 1.1 2.1 8.4 95.4 1.0 1.9 10.4 71.1
9 1.5 0.80 16.9 1.3 4.5 20.5 95.2 1.0 3.1 20.5 83.4
10 1.5 0.50 1.5 1.0 2.1 12.4 94.6 1.0 2.0 14.2 72.2
11 1.5 0.50 72.3 1.3 18.9 87.6 97.7 1.0 6.9 87.8 91.7
12 2.5 8.33 1.8 2.3 3.1 3.1 100.0 2.3 3.1 3.1 100.0
13 2.5 8.33 2.5 1.6 2.2 4.4 100.0 1.6 2.2 4.4 100.0
14 2.5 8.33 3.1 1.8 1.8 3.8 100.0 1.8 1.8 3.8 100.0
15 2.5 4.00 1.2 1.7 2.1 4.6 100.0 1.7 2.3 5.8 99.6
16 2.5 4.00 2.5 1.6 2.2 4.4 100.0 1.5 2.2 4.4 98.4
17 2.5 4.00 4.1 2.0 2.0 4.7 100.0 1.1 2.0 4.8 99.4
18 2.5 2.00 2.5 1.6 2.7 6.5 99.6 1.0 2.2 6.5 93.0
19 2.5 2.00 6.6 1.4 3.5 8.0 99.7 1.0 2.4 8.0 95.2
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LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )

| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range
20 2.5 0.80 2.5 1.4 3.1 14.1 96.9 1.0 2.6 14.8 86.5
21 2.5 0.80 28.2 1.4 7.5 34.1 98.6 1.0 5.0 34.2 91.9
22 2.5 0.50 2.5 1.2 3.1 20.6 96.5 1.0 3.1 21.2 83.1
23 2.5 0.50 120.5 1.6 31.5 146.0 98.8 1.0 11.5 146.4 95.0

24 20.0 8.33 14.0 17.0 24.9 24.9 100.0 17.0 24.9 24.9 100.0

25 20.0 8.33 20.0 11.2 16.5 35.6 100.0 11.2 16.5 35.6 100.0

26 20.0 8.33 25.2 14.2 14.2 30.6 100.0 14.2 14.2 30.6 100.0

27 20.0 4.00 9.6 11.6 17.0 36.6 100.0 11.6 17.0 39.7 100.0

28 20.0 4.00 20.0 11.2 16.5 35.6 100.0 11.2 16.5 35.6 100.0

29 20.0 4.00 32.5 12.4 18.3 39.3 100.0 10.0 18.3 39.4 100.0

30 20.0 2.00 4.6 5.2 17.5 55.4 100.0 6.8 19.0 60.7 100.0

31 20.0 2.00 20.0 7.7 24.2 52.2 100.0 6.8 24.3 58.7 100.0

32 20.0 2.00 52.7 8.6 29.6 63.8 100.0 6.7 20.2 64.0 100.0

33 20.0 0.80 20.0 5.0 24.2 76.6 100.0 3.4 22.0 118.0 100.0

34 20.0 0.80 225.4 5.9 58.8 273.1 100.0 4.6 38.2 273.8 99.9

35 20.0 0.50 20.0 2.6 24.2 165.1 99.9 2.2 22.0 169.4 99.4

36 20.0 0.50 964.4 8.0 171.5 1377.8 99.9 5.4 94,9 884.7 99.6

37 50.0 8.33 35.1 42.5 62.4 62.4 100.0 42.6 62.4 62.4 100.0

38 50.0 8.33 50.0 28.1 60.6 88.9 100.0 28.1 60.7 88.9 100.0

39 50.0 8.33 63.1 35.5 35.5 76.4100.0 35.5 35.5 76.6 100.0

40 50.0 4.00 23.9 29.0 42.5 91.6 100.0 29.0 42.5 116.0 100.0

41 50.0 4.00 50.0 28.1 60.6 88.9 100.0 28.1 60.7 88.9 100.0

42 50.0 4.00 81.2 31.1 45.6 98.3 100.0 25.0 45.6 98.6 100.0

43 50.0 2.00 11.4 13.8 43.8 138.5 100.0 13.9 47.5 151.9 100.0

44 50.0 2.00 50.0 19.2 60.6 130.5 100.0 19.2 60.7 146.6 100.0

45 50.0 2.00 131.8 23.4 74.1 159.6 100.0 17.6 50.6 160.0 100.0

46 50.0 0.80 1.3 2.2 15.1 151.4 100.0 3.0 21.1 193.8 99.8
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LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )
| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range

47 50.0 0.80 50.0 8.9 41.3 281.2 100.0 7.0 45.4 295.1 100.0

48 50.0 0.80 563.6 14.7 147.1 682.9 100.0 11.5 95.5 684.4 100.0

49 50.0 0.50 50.0 5.6 60.6 412.7 99.9 6.2 55.0 508.1 99.8

50 50.0 0.50 2411.1 19.9 629.3 2537.8 99.9 13.5 254.7 2187.0 99.4

51 150.0 8.33 105.3 127.5 187.2 187.2 100.0 127.8 187.2 187.2 100.0

52 150.0 8.33 150.0 84.4 123.8 266.7 100.0 84.4 123.5 266.7 100.0

53 150.0 8.33 189.3 106.4 106.4 229.3 100.0 106.4 106.4 229.9 100.0

54 150.0 4.00 71.7 86.9 127.6 274.8 100.0 87.1 127.6 348.1 100.0

55 150.0 4.00 150.0 84.4 181.7 266.7 100.0 84.4 165.1 266.7 100.0

56 150.0 4.00 243.5 93.3 136.9 295.0 100.0 75.1 136.9 295.7 100.0

57 150.0 2.00 34.3 41.6 131.4 415.6 100.0 41.7 142.5 455.8 100.0

58 150.0 2.00 150.0 57.5 123.8 391.5 100.0 51.1 123.5 439.9 100.0

59 150.0 2.00 395.3 70.3 222.3 478.9 100.0 52.7 151.8 480.0 100.0

60 150.0 0.80 3.8 6.5 45.4 454.3 100.0 8.4 63.2 581.4 100.0

61 150.0 0.80 150.0 39.2 123.8 579.7 100.0 25.4 136.3 885.3 99.9

62 150.0 0.80 1690.9 44.1 441.4 2003.3 100.0 34.5 286.5 2015.1 99.8

63 150.0 0.50 150.0 18.2 181.7 1040.0 100.0 17.7 165.1 1277.2 99.7

64 600.0 8.33 421.0 510.1 748.7 748.7 100.0 511.2 748.7 748.7 100.0

65 600.0 8.33 600.0 337.4 726.9 1067.0 100.0 337.4 728.6 1067.0 100.0

66 600.0 8.33 757.2 425.8 425.8 917.3 100.0 425.8 425.8 919.4 100.0

67 600.0 4.00 286.9 347.6 510.2 1322.8 100.0 348.4 510.2 1365.3 100.0

68 600.0 4.00 600.0 337.4 495.2 1067.0 100.0 337.4 494.1 1067.0 100.0

69 600.0 4.00 974.0 373.2 547.7 1386.8 100.0 300.5 547.7 1339.8 100.0

70 600.0 2.00 137.2 166.2 525.7 1159.6 100.0 170.2 570.2 1890.9 99.9

71 600.0 2.00 600.0 229.9 726.9 1519.2 100.0 204.6 728.6 1725.3 100.0

72 600.0 2.00 1581.1 281.2 889.1 1915.6 100.0 210.9 607.1 1920.0 99.9

73 600.0 0.80 15.0 26.7 181.7 1849.5 99.7 33.7 252.7 2346.2 99.1
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LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )
| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range

74 600.0 0.80 600.0 156.6 495.2 2163.2 99.8 106.7 535.9 3246.3 98.4

75 600.0 0.50 1.6 2.9 42.8 1345.4 99.8 4.3 80.4 1549.4 099.1

76 600.0 0.50 600.0 72.7 705.2 2542.3 99.5 63.4 655.2 4117.6 96.6

77 1500.0 8.33 1052.5 1460.4 2294.1 2294.1 100.0 1421.2 2294.1 2294.1 100.0

78 1500.0 8.33 1500.0 843.5 1849.5 2738.6 100.0 843.5 1848.1 2738.6 100.0

79 1500.0 8.33 1892.9 1064.5 1064.5 2159.8 100.0 1064.5 1064.5 2184.1 100.0

80 1500.0 4.00 717.3 869.0 1275.6 2436.6 100.0 871.0 1275.6 3263.2 99.9

81 1500.0 4.00 1500.0 843.5 1526.6 2738.6 100.0 843.5 1848.1 2738.6 99.6

82 1500.0 4.00 2435.0 932.9 1369.3 2554.6 100.0 751.1 1369.3 2606.2 100.0

83 1500.0 2.00 343.0 415.6 953.4 2328.9 99.9 416.5 1566.9 4563.0 98.3

84 1500.0 2.00 1500.0 574.7 1249.0 2738.6 99.8 511.5 1242.1 3909.0 96.0

85 1500.0 2.00 3952.8 702.9 1908.0 3528.5 100.0 527.2 1517.8 3644.1 97.7

86 1500.0 0.80 37.5 66.7 454.4 2435.3 98.7 84.4 631.9 4709.9 95.2

87 1500.0 0.80 1500.0 266.7 1249.0 3347.2 98.3 254.2 1242.1 5000.0 89.4

88 1500.0 0.50 4.1 7.0 107.0 2546.1 99.2 12.0 173.4 3270.6 97.6

89 1500.0 0.50 1500.0 181.7 1249.0 3347.2 96.9 158.4 1242.1 5000.0 86.2

90 3000.0 8.33 2105.1 2318.3 3244.3 3244.3 100.0 2354.3 3244.3 5000.0 94.8

91 3000.0 8.33 3000.0 1687.0 2935.9 3873.0 100.0 1687.0 3008.8 3873.0 97.6

92 3000.0 8.33 3785.8 2128.9 2128.9 3428.4 100.0 2128.9 2128.9 3522.0 99.7

93 3000.0 4.00 1434.6 1795.3 2678.3 3297.8 99.5 1789.0 2678.3 5000.0 92.3

94 3000.0 4.00 3000.0 1687.0 2935.9 3873.0 99.6 1687.0 3008.8 5000.0 85.8

95 3000.0 4.00 4870.0 1865.8 2738.6 4055.2 99.9 1502.3 2738.6 5000.0 94.2

96 3000.0 2.00 686.0 831.1 1952.3 3785.2 97.9 1073.9 3146.9 5000.0 82.0

97 3000.0 2.00 3000.0 1149.4 2423.3 4217.2 98.2 1152.0 3008.8 5000.0 77.1

98 3000.0 0.80 75.0 90.9 849.5 3899.8 97.6 168.7 1263.7 5000.0 88.5

99 3000.0 0.80 3000.0 703.8 2225.5 4591.9 95.7 533.5 2502.1 5000.0 72.7

100 3000.0 0.50 8.2 14.6 214.0 3600.7 98.7 18.4 346.9 5000.0 93.5
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Appendix K

LD50 slope DoseO | Dose Averaging
| percentiles

| 5%
101 3000.0 0.50 3000.0 363.5
102 3500.0 8.33 2455.9 2569.2
103 3500.0 8.33 3500.0 1968.2
104 3500.0 8.33 4416.8 2483.7
105 3500.0 4.00 1673.7 1989.7
106 3500.0 4.00 3500.0 1968.2
107 3500.0 2.00 800.4 969.7
108 3500.0 2.00 3500.0 1340.9
109 3500.0 0.80 87.5 106.0
110 3500.0 0.80 3500.0 800.2
111 3500.0 0.50 9.6 17.0

112 3500.0 0.50 3500.0 424.0

Values of 1.0 indicate < 1.0
"%in range® means % > 1.0 and
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50%

2225.5

3504.2

3253.6

2483.7

2892.8

3253.6

2163.6

3253.6

965.9

2685.6

249.8

2530.6

95%

4591.9

3945.1

4183.3

3799.5

3471.7

4439.5

3984.8

4439.5

4105.3

4711.4

2881.5

5000.0

| MLE (slope= 2.

%in | percentiles
range | 5% 50% 95%

95.7 316.9 2278.9 5000.0
100.0 2621.8 3504.2 5000.0
99.9 1968.2 3340.7 5000.0
100.0 2483.7 2483.7 4307.3
98.6 2000.3 3678.9 5000.0
99.0 1968.2 3340.7 5000.0
97.2 1252.8 3566.3 5000.0
97.2 1344.0 3340.7 5000.0
97.6 196.9 1474.3 5000.0
96.0 593.0 3340.7 5000.0
97.4 22.2 469.2 5000.0

94.1 413.3 3340.7 5000.0

and values of 5000.0 indicate >5000.0

<5000.0

00 )
%in
range
73.9
86.2
91.9
96.7
63.5
80.5
7.7
71.9
85.6
70.6
92.7

70.0

K-45
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Convergence criterion # 5 [LR]

Critical nominal N =6
slope assumed iIn probit calculations = 2.00
step size (dose progression) loglO = 0.50
Generate outlier (1=>yes;0=>no) =0
(if Crit #5) factor above/below g.mean = 2.50
(if Crit #5) Critical likelihood ratio = 2.50
max num. animals to test = 15
doses restricted to range 1.0,5000.0 (min,max)
Num. simulated studies per scenario = 3000
Classification cutpoints 5 50 300 2000 5000
LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )
| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range
1 1.5 8.33 1.1 1.5 1.9 1.9 100.0 1.5 1.9 1.9 99.9
2 1.5 8.33 1.5 1.2 1.6 2.7 100.0 1.2 1.5 2.7 99.1
3 1.5 8.33 1.9 1.3 1.4 2.5 100.0 1.0 1.4 2.4 99.2
4 1.5 4.00 1.5 1.2 1.6 2.7 99.4 1.0 1.5 2.7 94.0
5 1.5 4.00 2.4 1.3 1.6 3.1 98.8 1.0 1.6 3.0 91.5
6 1.5 2.00 1.5 1.1 1.7 3.9 97.8 1.0 1.5 3.9 87.6
7 1.5 2.00 4.0 1.3 2.0 3.7 96.2 1.0 1.7 3.8 80.1
8 1.5 0.80 1.5 1.1 2.0 8.4 95.5 1.0 1.7 8.9 81.7
9 1.5 0.80 16.9 1.3 3.4 14.3 95.4 1.0 2.2 14.8 84.0
10 1.5 0.50 1.5 1.0 2.0 12.4 94.9 1.0 1.7 12.7 79.6
11 1.5 0.50 72.3 1.4 6.6 59.7 98.0 1.0 4.0 59.6 91.4
12 2.5 8.33 1.8 2.3 3.1 3.1 100.0 2.3 3.1 3.1
100.0
13 2.5 8.33 2.5 1.6 2.2 4.4 100.0 1.6 2.2 4.4 100.0
14 2.5 8.33 3.1 1.8 2.6 3.8 100.0 1.8 2.6 3.8 100.0
15 2.5 4.00 1.2 1.7 2.4 3.8 100.0 1.7 2.3 4.1 100.0
16 2.5 4.00 2.5 1.6 2.2 4.4 100.0 1.6 2.2 4.4 99.9
17 2.5 4.00 4.1 1.9 2.0 3.8 100.0 1.6 2.0 3.9 100.0
18 2.5 2.00 2.5 1.5 2.7 6.5 99.7 1.3 2.5 6.0 98.3
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LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )

| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range
19 2.5 2.00 6.6 1.4 2.7 8.0 99.6 1.2 2.7 8.0 98.0
20 2.5 0.80 2.5 1.4 3.1 14.1 97.2 1.0 2.5 14.6 91.8
21 2.5 0.80 28.2 1.5 4.6 34.1 98.2 1.0 3.5 34.2 093.1
22 2.5 0.50 2.5 1.3 3.1 20.6 96.4 1.0 3.1 21.3 88.4
23 2.5 0.50 120.5 1.8 9.7 120.6 98.4 1.0 6.4 120.6 95.1

24 20.0 8.33 14.0 17.0 24.9 24.9 100.0 17.0 24.9 24.9 100.0

25 20.0 8.33 20.0 11.2 16.5 35.6 100.0 11.2 16.5 35.6 100.0

26 20.0 8.33 25.2 14.2 14.2 30.6 100.0 14.2 14.2 30.6 100.0

27 20.0 4.00 9.6 11.6 17.0 30.2 100.0 11.6 17.0 32.6 100.0

28 20.0 4.00 20.0 11.2 16.5 35.6 100.0 11.2 16.5 35.6 100.0

29 20.0 4.00 32.5 12.1 18.3 39.3 100.0 12.5 18.3 39.4 100.0

30 20.0 2.00 4.6 7.8 19.3 45.7 100.0 8.0 20.4 49.9 100.0

31 20.0 2.00 20.0 7.7 20.0 52.2 100.0 7.7 20.0 52.1 100.0

32 20.0 2.00 52.7 8.1 20.2 63.8 100.0 8.8 22.1 64.0 100.0

33 20.0 0.80 20.0 3.8 17.8 112.5 100.0 3.5 17.7 118.0 100.0

34 20.0 0.80 225.4 5.8 30.1 273.1 100.0 4.9 27.1 273.8 100.0

35 20.0 0.50 20.0 2.8 22.7 169.7 100.0 2.7 22.8 202.1 99.8

36 20.0 0.50 964.4 6.8 68.1 799.4 100.0 5.1 51.4 776.3 99.9

37 50.0 8.33 35.1 42.5 62.4 62.4 100.0 42.6 62.4 62.4 100.0

38 50.0 8.33 50.0 28.1 60.6 88.9 100.0 28.1 60.7 88.9 100.0

39 50.0 8.33 63.1 35.5 35.5 76.4100.0 35.5 35.5 76.6 100.0

40 50.0 4.00 23.9 29.0 42.5 75.6 100.0 29.0 42.5 81.5 100.0

41 50.0 4.00 50.0 28.1 41.3 88.9 100.0 28.1 41.2 88.9 100.0

42 50.0 4.00 81.2 30.3 45.6 98.3 100.0 31.2 45.6 98.6 100.0

43 50.0 2.00 11.4 13.8 48.2 114.3 100.0 13.9 51.0 116.1 100.0

44 50.0 2.00 50.0 19.2 60.6 130.5 100.0 19.2 60.7 130.2 100.0
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LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )
| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range

45 50.0 2.00 131.8 22.4 50.5 159.6 100.0 22.3 55.2 160.0 100.0

46 50.0 0.80 1.3 3.4 26.9 173.7 100.0 3.5 33.6 215.6 100.0

47 50.0 0.80 50.0 9.8 50.0 281.2 100.0 8.5 50.0 289.9 100.0

48 50.0 0.80 563.6 14.3 72.8 554.1 100.0 12.0 66.6 561.5 100.0

49 50.0 0.50 50.0 7.0 56.8 418.8 100.0 6.3 56.4 443.6 99.9

50 50.0 0.50 2411.1 14.2 180.8 1855.0 100.0 9.9 130.8 1888.0 100.0

51 150.0 8.33 105.3 127.5 187.2 187.2 100.0 127.8 187.2 187.2 100.0

52 150.0 8.33 150.0 84.4 181.7 266.7 100.0 84.4 182.1 266.7 100.0

53 150.0 8.33 189.3 106.4 106.4 229.3 100.0 106.4 106.4 229.9 100.0

54 150.0 4.00 71.7 86.9 127.6 226.8 100.0 87.1 127.6 244.6 100.0

55 150.0 4.00 150.0 84.4 181.7 266.7 100.0 84.4 182.1 266.7 100.0

56 150.0 4.00 243.5 90.8 136.9 295.0 100.0 93.5 136.9 295.7 100.0

57 150.0 2.00 34.3 41.6 144.6 343.0 100.0 41.7 153.1 374.5 100.0

58 150.0 2.00 150.0 57.5 123.8 391.5 100.0 57.6 123.5 390.6 100.0

59 150.0 2.00 395.3 70.3 151.4 478.9 100.0 67.0 165.6 480.0 100.0

60 150.0 0.80 3.8 12.6 78.6 518.4 100.0 13.3 100.7 645.5 100.0

61 150.0 0.80 150.0 26.7 150.0 843.5 100.0 25.7 150.0 872.7 100.0

62 150.0 0.80 1690.9 40.1 241.0 1658.8 100.0 37.6 220.6 1775.9 100.0

63 150.0 0.50 150.0 18.2 150.7 1168.8 100.0 17.7 150.0 1277.2 99.8

64 600.0 8.33 421.0 510.1 748.7 748.7 100.0 511.2 748.7 748.7 100.0

65 600.0 8.33 600.0 337.4 495.2 1067.0 100.0 337.4 494.1 1067.0 100.0

66 600.0 8.33 757.2 425.8 425.8 917.3 100.0 425.8 425.8 919.4 100.0

67 600.0 4.00 286.9 347.6 546.9 1042.5 100.0 348.4 522.8 1067.1 100.0

68 600.0 4.00 600.0 337.4 726.9 1067.0 100.0 337.4 728.6 1067.0 100.0

69 600.0 4.00 974.0 363.1 547.7 1099.4 100.0 374.0 547.7 1054.2 100.0

70 600.0 2.00 137.2 208.5 578.6 1421.6 100.0 203.4 612.4 1444.8 100.0
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71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

LD50

600.0

600.0

600.0

600.0

600.0

600.0

1500.0

1500.0

1500.0

1500.0

1500.0

1500.0

1500.0

1500.0

1500.0

1500.0

1500.0

1500.0

1500.0

3000.0

3000.0

3000.0

3000.0

3000.0

3000.0

3000.0

slope

2.00
2.00
0.80
0.80
0.50
0.50
8.33
8.33
8.33
4.00
4.00
4.00
2.00
2.00
2.00
0.80
0.80
0.50
0.50
8.33
8.33
8.33
4.00
4.00
4.00

2.00
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Dose0

600.0

1581.1

15.0

600.0

1.6

600.0

1052.5

1500.0

1892.9

717.3

1500.0

2435.0

343.0

1500.0

3952.8

37.5

1500.0

4.1

1500.0

2105.1

3000.0

3785.8

1434 .6

3000.0

4870.0

686.0

| Dose Averaging
| percentiles

| 5%
229.9
259.0

39.2
106.7

9.6

70.7
1165.3
843.5
1064.5
869.0
843.5
907.7
415.6
574.7
6474
118.6
266.7

30.7
181.7
2318.3
1687.0
2128.9
1795.3
1687.0
1815.3

831.1

50%

495.2

616.4

312.1

584.6

115.1

525.1

2294 .1

1849.5

1064.5

1275.6

1849.5

1369.3

1328.0

1249.0

1514 .4

695.0

1249.0

248.3

1249.0

3244 .3

2754.0

2128.9

2678.3

2935.9

2738.6

2356.3

95%

1519.2

1915.6

1521.7

2220.6

1345.4

2568.2

2294 .1

2738.6

2159.8

2411.8

2738.6

2554 .6

2403.2

2738.6

3528.5

2599.9

3347.2

2546.1

3347.2

3374.4

3873.0

3428.4

3297.8

3873.0

4055.2

3785.2

%in
range

100.0

100.0

99.8

99.8

99.8

99.5

100.0

100.0

100.0

100.0

100.0

100.0

99.8

99.9

100.0

98.7

97.9

99.3

97.0

100.0

100.0

100.0

99.6

99.8

99.9

98.5

|
| 5%
230.4
267.9
39.1
102.7
9.7
66.7
1126.4
843.5
1064.5
871.0
843.5
935.0
416.5
629.6
669.7
127.9
256.8
34.7
177.1
2354.3
1687.0
2128.9
1789.0
1687.0
1870.0

833.0

MLE (slope= 2.00 )
| percentiles

50%

494.1

668.7

402.7

596.4

179.9

596.4

2294 .1

1848.1

1064.5

1275.6

1848.1

1369.3

1470.8

1242 .1

1517.8

967.2

1250.1

448.1

1250.1

3244 .3

2881.6

2128.9

2678.3

3008.8

2738.6

2858.2

95%

1531.0

1920.0

2118.6

2650.2

1976.6

3246.3

2294 .1

2738.6

2184.1

2283.5

2738.6

2606.2

3174.5

2886.1

3625.5

4261.2

5000.0

3805.4

5000.0

3949.0

3873.0

3522.0

4965.0

4713.0

4167.6

5000.0

%in
range

100.0

100.0

99.5

99.4

99.2

97.8

100.0

100.0

100.0

100.0

100.0

100.0

99.2

99.5

99.8

96.2

93.5

96.9

90.6

99.9

99.5

100.0

95.9

96.4

98.4

88.1
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LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )
| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range

97 3000.0 2.00 3000.0 1149.4 2754.0 4128.4 98.6 1172.1 3008.8 5000.0 90.5

98 3000.0 0.80 75.0 211.4 1268.1 3812.7 97.6 228.8 1786.6 5000.0 90.0

99 3000.0 0.80 3000.0 533.5 2498.3 4272.8 96.3 513.6 2968.0 5000.0 82.6

100 3000.0 0.50 8.2 50.1 453.4 3286.1 99.1 58.9 825.4 5000.0

94.7

101 3000.0 0.50 3000.0 363.5 2225.5 4591.9 95.1 351.9 2550.0 5000.0

81.6

102 3500.0 8.33 2455.9 2569.2 3504.2 3945.1 99.8 2621.8 3504.2 4661.5

98.4

103 3500.0 8.33 3500.0 1968.2 3253.6 4183.3 99.9 1968.2 3340.7 4402.7

97.4

104 3500.0 8.33 4416.8 2483.7 2483.7 3799.5 99.9 2483.7 2483.7 3904.2

99.8

105 3500.0 4.00 1673.7 1989.7 2892.8 3471.7 98.4 2000.3 2976.3 5000.0

83.6

106 3500.0 4.00 3500.0 1968.2 3253.6 4267.0 99.1 1968.2 3340.7 5000.0

90.3

107 3500.0 2.00 800.4 1029.0 2629.7 3984.8 97.1 1033.8 3305.6 5000.0

81.0

108 3500.0 2.00 3500.0 1340.9 3052.0 4439.5 97.1 1344.0 3340.7 5000.0

83.8

109 3500.0 0.80 87.5 276.8 1440.0 4105.3 97.7 298.5 2163.6 5000.0

85.6

110 3500.0 0.80 3500.0 622.4 2530.6 4604.9 95.8 593.0 2986.7 5000.0

80.7
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LD50 slope DoseO | Dose Averaging | MLE (slope= 2.00 )
| percentiles %in | percentiles %in
| 5% 50% 95% range | 5% 50% 95% range

111 3500.0 0.50 9.6 74.1 481.5 2881.5 97.4 81.0 935.0 5000.0

92.1

112 3500.0 0.50 3500.0 412.6 2530.6 5000.0 94.9 368.8 2986.7 5000.0

77.8

Values of 1.0 indicate < 1.0 and values of 5000.0 indicate >5000.0
"%in range®” means % > 1.0 and <5000.0
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24.2 OECD-Typescenarios. Resultsfor Numbers Tested

Convergence criterion # 1 [ Ffixed nominal NR]

Critical nominal N =6

slope assumed in probit calculations = 2.00

step size (dose progression) loglO = 0.50

Generate outlier (1=>yes;0=>n0) =0

max num. animals to test = 15

doses restricted to range 1.0,5000.0 (min,max)

Num. simulated studies per scenario = 3000
Classification cutpoints 5 50 300 2000 5000

LD50 slope DoseO | mean 95th  (%)N=max
%ile (= 15)

1 1.5 8.33 1.1 6.01 6.00 0.00
2 1.5 8.33 1.5 6.03 6.00 0.00
3 1.5 8.33 1.9 6.05 7.00 0.00
4 1.5 4.00 1.5 6.14 7.00 0.00
5 1.5 4.00 2.4 6.20 7.00 0.00
6 1.5 2.00 1.5 6.25 7.00 0.00
7 1.5 2.00 4.0 6.25 8.00 0.00
8 1.5 0.80 1.5 6.35 8.00 0.00
9 1.5 0.80 16.9 6.73 9.00 0.00
10 1.5 0.50 1.5 6.40 8.00 0.00
11 1.5 0.50 72.3 7.22 10.00 0.00
12 2.5 8.33 1.8 6.00 6.00 0.00
13 2.5 8.33 2.5 6.00 6.00 0.00
14 2.5 8.33 3.1 6.00 6.00 0.00
15 2.5 4.00 1.2 6.21 7.00 0.00
16 2.5 4.00 2.5 6.04 6.00 0.00
17 2.5 4.00 4.1 6.05 7.00 0.00
18 2.5 2.00 2.5 6.20 7.00 0.00
19 2.5 2.00 6.6 6.48 8.00 0.00
20 2.5 0.80 2.5 6.36 8.00 0.00
21 2.5 0.80 28.2 6.88 9.00 0.00
22 2.5 0.50 2.5 6.42 8.00 0.00
23 2.5 0.50 120.5 7.22 10.00 0.00
24 20.0 8.33 14.0 6.00 6.00 0.00
25 20.0 8.33 20.0 6.00 6.00 0.00
26 20.0 8.33 25.2 6.00 6.00 0.00
27 20.0 4.00 9.6 6.21 7.00 0.00
28 20.0 4.00 20.0 6.02 6.00 0.00
29 20.0 4.00 32.5 6.10 7.00 0.00
30 20.0 2.00 4.6 6.69 8.00 0.00
31 20.0 2.00 20.0 6.15 7.00 0.00
32 20.0 2.00 52.7 6.40 7.00 0.00
33 20.0 0.80 20.0 6.42 8.00 0.00
34 20.0 0.80 225.4 6.99 9.00 0.00
35 20.0 0.50 20.0 6.55 8.00 0.00
36 20.0 0.50 964.4 7.29 10.00 0.00
37 50.0 8.33 35.1 6.00 6.00 0.00
38 50.0 8.33 50.0 6.00 6.00 0.00
39 50.0 8.33 63.1 6.00 6.00 0.00
40 50.0 4.00 23.9 6.22 7.00 0.00
41 50.0 4.00 50.0 6.02 6.00 0.00
42 50.0 4.00 81.2 6.11 7.00 0.00
43 50.0 2.00 11.4 6.66 8.00 0.00
44 50.0 2.00 50.0 6.16 7.00 0.00
45 50.0 2.00 131.8 6.41 7.00 0.00
46 50.0 0.80 1.3 7.65 10.00 0.00
47 50.0 0.80 50.0 6.44 8.00 0.00
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LD50 slope DoseO | mean 95th  (%)N=max
wile (= 15)
48 50.0 0.80 563.6 6.95 9.00 0.00
49 50.0 0.50 50.0 6.57 8.00 0.00
50 50.0 0.50 2411.1 7.28 10.00 0.00
51 150.0 8.33 105.3 6.00 6.00 0.00
52 150.0 8.33 150.0 6.00 6.00 0.00
53 150.0 8.33 189.3 6.00 6.00 0.00
54 150.0 4.00 71.7 6.22 7.00 0.00
55 150.0 4.00 150.0 6.03 6.00 0.00
56 150.0 4.00 243.5 6.09 7.00 0.00
57 150.0 2.00 34.3 6.69 8.00 0.00
58 150.0 2.00 150.0 6.17 7.00 0.00
59 150.0 2.00 395.3 6.42 7.00 0.00
60 150.0 0.80 3.8 7.64 10.00 0.00
61 150.0 0.80 150.0 6.41 8.00 0.00
62 150.0 0.80 1690.9 6.99 9.00 0.00
63 150.0 0.50 150.0 6.55 8.00 0.00
64 600.0 8.33 421.0 6.00 6.00 0.00
65 600.0 8.33 600.0 6.00 6.00 0.00
66 600.0 8.33 757.2 6.00 6.00 0.00
67 600.0 4.00 286.9 6.21 7.00 0.00
68 600.0 4.00 600.0 6.03 6.00 0.00
69 600.0 4.00 974.0 6.09 7.00 0.00
70 600.0 2.00 137.2 6.72 8.00 0.00
71 600.0 2.00 600.0 6.17 7.00 0.00
72 600.0 2.00 1581.1 6.39 7.00 0.00
73 600.0 0.80 15.0 7.58 10.00 0.00
74 600.0 0.80 600.0 6.42 8.00 0.00
75 600.0 0.50 1.6 8.31 12.00 0.00
76 600.0 0.50 600.0 6.52 8.00 0.00
77 1500.0 8.33 1052.5 6.00 6.00 0.00
78 1500.0 8.33 1500.0 6.00 6.00 0.00
79 1500.0 8.33 1892.9 6.00 6.00 0.00
80 1500.0 4.00 717.3 6.21 7.00 0.00
81 1500.0 4.00 1500.0 6.02 6.00 0.00
82 1500.0 4.00 2435.0 6.10 7.00 0.00
83 1500.0 2.00 343.0 6.61 8.00 0.00
84 1500.0 2.00 1500.0 6.17 7.00 0.00
85 1500.0 2.00 3952.8 6.43 7.00 0.00
86 1500.0 0.80 37.5 7.53 10.00 0.00
87 1500.0 0.80 1500.0 6.36 8.00 0.00
88 1500.0 0.50 4.1 8.24 11.00 0.00
89 1500.0 0.50 1500.0 6.43 8.00 0.00
90 3000.0 8.33 2105.1 6.03 6.00 0.00
91 3000.0 8.33 3000.0 6.01 6.00 0.00
92 3000.0 8.33 3785.8 6.01 6.00 0.00
93 3000.0 4.00 1434.6 6.17 7.00 0.00
94 3000.0 4.00 3000.0 6.10 7.00 0.00
95 3000.0 4.00 4870.0 6.14 7.00 0.00
96 3000.0 2.00 686.0 6.74 8.00 0.00
97 3000.0 2.00 3000.0 6.24 7.00 0.00
98 3000.0 0.80 75.0 7.60 10.00 0.00
99 3000.0 0.80 3000.0 6.34 8.00 0.00
100 3000.0 0.50 8.2 8.23 12.00 0.00
101 3000.0 0.50 3000.0 6.44 8.00 0.00
102 3500.0 8.33 2455.9 6.10 7.00 0.00
103 3500.0 8.33 3500.0 6.06 7.00 0.00
104 3500.0 8.33 4416.8 6.02 6.00 0.00
105 3500.0 4.00 1673.7 6.24 7.00 0.00
106 3500.0 4.00 3500.0 6.14 7.00 0.00
107 3500.0 2.00 800.4 6.73 9.00 0.00
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108
109
110
111
112

K-54

LD50 slope

3500.0
3500.0
3500.0
3500.0
3500.0

2.00 3500.0
0.80 87.5
0.80 3500.0
0.50 9.6
0.50 3500.0

DoseO |

mean

6.22
7.58
6.37
8.11
6.38

95th
%ile
7.00
10.00
8.00
11.00
8.00

(%) N=max

(:

15 )
0.00
0.00
0.00
0.00
0.00
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** Numbers Tested **
Convergence criterion # 5 [LR]
Critical nominal =6
slope assumed in probit calculations = 2.00
step size (dose progression) loglO = 0.50
Generate outlier (1=>yes;0=>no0) =0
(if Crit #5) factor above/below g.mean = 2.50
(if Crit #5) Critical likelihood ratio = 2.50
max num. animals to test = 15
doses restricted to range 5000.0 (min,max)
Num. simulated studies per scenario = 3000
Classification cutpoints 5 50 300 2000
LD50 slope DoseO | mean 95th  (%)N=max
%ile (= 15)
1 1.5 8.33 1.1 6.05 6.00 0.03
2 1.5 8.33 1.5 6.29 9.00 0.03
3 1.5 8.33 1.9 6.54 9.00 0.33
4 1.5 4.00 1.5 7.07 13.00 2.47
5 1.5 4.00 2.4 8.12 15.00 8.50
6 1.5 2.00 1.5 7.77 14.00 4.70
7 1.5 2.00 4.0 9.75 15.00 23.03
8 1.5 0.80 1.5 8.47 15.00 6.40
9 1.5 0.80 16.9 10.46 15.00 24.67
10 1.5 0.50 1.5 8.69 15.00 7.10
11 1.5 0.50 72.3 11.52 15.00 34.00
12 2.5 8.33 1.8 6.01 6.00 0.00
13 2.5 8.33 2.5 6.00 6.00 0.00
14 2.5 8.33 3.1 6.00 6.00 0.00
15 2.5 4.00 1.2 6.97 9.00 0.00
16 2.5 4.00 2.5 6.28 8.00 0.10
17 2.5 4.00 4.1 7.37 11.00 0.80
18 2.5 2.00 2.5 7.39 13.00 2.33
19 2.5 2.00 6.6 8.45 15.00 6.00
20 2.5 0.80 2.5 8.39 15.00 6.10
21 2.5 0.80 28.2 10.42 15.00 22.37
22 2.5 0.50 2.5 8.61 15.00 6.27
23 2.5 0.50 120.5 11.38 15.00 31.33
24 20.0 8.33 14.0 6.01 6.00 0.00
25 20.0 8.33 20.0 6.00 6.00 0.00
26 20.0 8.33 25.2 6.00 6.00 0.00
27 20.0 4.00 9.6 6.97 9.00 0.00
28 20.0 4.00 20.0 6.10 6.00 0.00
29 20.0 4.00 32.5 6.43 8.00 0.00
30 20.0 2.00 4.6 9.04 13.00 2.07
31 20.0 2.00 20.0 6.71 9.00 0.00
32 20.0 2.00 52.7 7.77 11.00 0.03
33 20.0 0.80 20.0 8.01 12.00 1.40
34 20.0 0.80 225.4 10.47 15.00 18.07
35 20.0 0.50 20.0 8.65 14.00 4.17
36 20.0 0.50 964.4 11.97 15.00 37.80
37 50.0 8.33 35.1 6.01 6.00 0.00
38 50.0 8.33 50.0 6.00 6.00 0.00
39 50.0 8.33 63.1 6.00 6.00 0.00
40 50.0 4.00 23.9 6.94 9.00 0.00
41 50.0 4.00 50.0 6.10 6.00 0.00
42 50.0 4.00 81.2 6.47 8.00 0.00
43 50.0 2.00 11.4 8.74 12.00 1.17
44 50.0 2.00 50.0 6.74 9.00 0.00
45 50.0 2.00 131.8 7.87 11.00 0.13
46 50.0 0.80 1.3 11.86 15.00 30.03
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LD50 slope DoseO | mean 95th  (%)N=max
%ile (= 15)
47 50.0 0.80 50.0 7.98 12.00 1.17
48 50.0 0.80 563.6 10.42 15.00 15.57
49 50.0 0.50 50.0 8.70 14.00 .23
50 50.0 0.50 2411.1 11.60 15.00 -90
51 150.0 8.33 105.3 6.01 6.00 -00
52 150.0 8.33 150.0 6.00 6.00
53 150.0 8.33 189.3 6.00 6.00
54 150.0 4.00 71.7 6.94 9.00
55 150.0 4.00 150.0 6.08 6.00
56 150.0 4.00 243.5 6.43 8.00
57 150.0 2.00 34.3 8.69 12.00
58 150.0 2.00 150.0 6.69 9.00
59 150.0 2.00 395.3 7.82 11.00
60 150.0 0.80 3.8 12.05 15.00
61 150.0 0.80 150.0 8.00 12.00
62 150.0 0.80 1690.9 10.30 15.00
63 150.0 0.50 150.0 8.68 14.00
64 600.0 8.33 421.0 6.01 6.00
65 600.0 8.33 600.0 6.00 6.00
66 600.0 8.33 757.2 6.00 6.00
67 600.0 4.00 286.9 7.40 10.00
68 600.0 4.00 600.0 6.10 6.00
69 600.0 4.00 974.0 7.30 10.00
70 600.0 2.00 137.2 8.79 13.00
71 600.0 2.00 600.0 6.79 10.00
72 600.0 2.00 1581.1 7.82 11.00
73 600.0 0.80 15.0 11.84 15.00
74 600.0 0.80 600.0 8.23 13.00
75 600.0 0.50 1.6 13.22 15.00
76 600.0 0.50 600.0 8.73 15.00
77 1500.0 8.33 1052.5 6.52 8.00
78 1500.0 8.33 1500.0 6.00 6.00
79 1500.0 8.33 1892.9 6.00 6.00
80 1500.0 4.00 717.3 6.97 10.00
81 1500.0 4.00 1500.0 6.11 6.00
82 1500.0 4.00 2435.0 6.49 8.00
83 1500.0 2.00 343.0 9.36 15.00
84 1500.0 2.00 1500.0 7.00 11.00
85 1500.0 2.00 3952.8 7.86 11.00
86 1500.0 0.80 37.5 11.89 15.00
87 1500.0 0.80 1500.0 8.16 15.00
88 1500.0 0.50 4.1 13.23 15.00
89 1500.0 0.50 1500.0 8.61 15.00
90 3000.0 8.33 2105.1 6.28 8.00
91 3000.0 8.33 3000.0 6.13 6.00
92 3000.0 8.33 3785.8 6.03 6.00
93 3000.0 4.00 1434.6 8.19 15.00
94 3000.0 4.00 3000.0 6.83 11.00
95 3000.0 4.00 4870.0 6.67 9.00
96 3000.0 2.00 686.0 9.89 15.00
97 3000.0 2.00 3000.0 7.73 14.00
98 3000.0 0.80 75.0 11.83 15.00
99 3000.0 0.80 3000.0 8.41 15.00

w
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w
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w

w
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=

Ay

w a1
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\‘

\l

100 3000.0 0.50 8.2 13.24 15.00 56.17
101 3000.0 0.50 3000.0 8.55 15.00 6.73
102 3500.0 8.33 2455.9 6.83 11.00 1.23
103 3500.0 8.33 3500.0 6.34 9.00 0.27
104 3500.0 8.33 4416.8 6.12 6.00 0.03
105 3500.0 4.00 1673.7 8.93 15.00 15.37
106 3500.0 4.00 3500.0 7.13 13.00 2.37
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LD50 slope DoseO | mean 95th  (%)N=max
%ile (= 15)

107 3500.0 2.00 800.4 10.00 15.00 20.20
108 3500.0 2.00 3500.0 7.84 14.00 4.90
109 3500.0 0.80 87.5 12.01 15.00 37.37
110 3500.0 0.80 3500.0 8.44 15.00 6.47
111 3500.0 0.50 9.6 12.95 15.00 51.43
112 3500.0 0.50 3500.0 8.63 15.00 7.50
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LD50 slope DoseO True %Estimates in category, by category number

Catgry 1 2 3 4 5 6
103 3500.0 8.33 3500.0 5 0.0 0.0 0.0 12.0 79.9 8.1
104 3500.0 8.33 4416.8 5 0.0 0.0 0.0 0.1 96.7 3.3
105 3500.0 4.00 1673.7 5 0.0 0.0 0.0 2.2 61.3 36.5
106 3500.0 4.00 3500.0 5 0.0 0.0 0.0 13.4 67.1 19.5
107 3500.0 2.00 800.4 5 0.0 0.0 0.0 20.5 57.2 22.3
108 3500.0 2.00 3500.0 5 0.0 0.0 0.0 21.6 50.3 28.1
109 3500.0 0.80 87.5 5 0.0 0.3 12.9 48.0 24.4 14.4
110 3500.0 0.80 3500.0 5 0.0 0.0 1.1 32.7 36.7 29.4
111 3500.0 0.50 9.6 5 0.2 13.4 30.6 34.7 13.7 7.3
112 3500.0 0.50 3500.0 5 0.0 0.1 3.4 32.8 33.7 30.0

K-60 D. Farrar - 03/10/2000



Appendix K

6

5

5000

tegory, by category number
4

2000
in ca
3

300

3000

NOONN-
(I T T VI T |

50

1

ies per scenario
%Estimates

1.0,5000.0 (min,max)

5 [LR]
=>no0)
(if Crit #5) factor above/below g.mean
5
True
Catgry

0

1 likelihood ratio
Is to test

>yes
doses restricted to range

N

1

ica
DoseO

ication percentages based on MLE **
inal
anima

lated stud
ication cutpoints

ical nom
simu
LD50 slope

Up-and-Down Procedure Peer Panel Report
slope assumed in probit calculations
step size (dose progression) loglO

Convergence criterion #

(if Crit #5) Cri

** Classi
Generate outlier

Cri

max num.
Num.
Classi

[ejejolojoNolojoojooooojoojooNojooloolooojooolooloooj oo ojoojooNoNoNoNe]
[ejejojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojoojojoNoNe]

[ejejojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojojviojojojojolojoNoNe]
[ejejojojojojajojaojajojajojaojojojajojaojojojaojojojojojojojojojojojoojaol_ojojojojojojoNoNe]

OCO0OO0O0O0O0O000O0HOOO0ODOOO0OOO0OO0OOOMNOOOOOO0OOOONTITVWMOOOOOO-HOM
OOOOOOOOOOOOOOOOOOOOO000000000000223000000000

OOOOOOO03690000000013580002797646146875218875

OOOOOOOOOO70000000002120001002578825308499408
AANNONODSSITTOWOLWOLW

OCOO0O0OdOAN—AONOONMN—HOLLOOLOMAOOOOWMA—AdOAMNMMATNMOOVOOONAAMAN
COO0O0O0OHdMANMMNOOOOMANOOANITINTOOONVIIDONANNTOTODHND OO LD O <

000094986690039054056240000002855119000000100

000098676150096971973120000001008554000000000
mmmm9998785009999977674

ATl AT A A A A A A A A A A A A A A A A AAATNNNNNNNNNNNNNNNNNNNNNN

159545059538512515652550026056070404101902408

1_1_1_1_21_41_6121231242628204059024020504503301101

MM MNOO0OO0O0O0O0O0O0OMMMOOOO0OO0O0O0O0OMNMMMNOOOO0O0O0O0O0O0O0OMMMNMOOOOOO
333000088553330000088553330000008855333000000

888442200008884442200008884442220000888444222

LOLOLOLOOLODOLOLOOLOLOLLLDOOLOLOLLODOLOOLOOUONDOOOOOOOOOO0OO0ODO0ODOOOOODOOOOO

A A A A A A A AAANNNNNNNNNNNNOOOOOOOOOOODOOOOOOOOOOO
ANANANNNANANANANNNNANDODOLOLLLLLLLLL

ANNOTOONMNOOODOANMNMTIOLONOOODOANNTIULONOOODOAdNMNMTOONOIOANM I O
AA A A AAAAATNNNNNNNNNNOONOOONOONOOONITIITIT I

K-61

D. Farrar - 03/10/2000



Appendix K Up-and-Down Procedure Peer Panel Report

LD50 slope DoseO True %Estimates in category, by category number

Catgry 1 2 3 4 5 6
46 50.0 0.80 1.3 2 7.5 55.5 34.6 2.4 0.0 0.0
47 50.0 0.80 50.0 2 0.7 50.3 45.6 3.5 0.0 0.0
48 50.0 0.80 563.6 2 0.4 37.2 47.9 14.4 0.1 0.0
49 50.0 0.50 50.0 2 3.4 46.0 41.8 8.7 0.2 0.0
50 50.0 0.50 2411.1 2 1.6 24.1 440 25.7 4.7 0.0
51 150.0 8.33 105.3 3 0.0 0.0 100.0 0.0 0.0 0.0
52 150.0 8.33 150.0 3 0.0 0.0 100.0 0.0 0.0 0.0
53 150.0 8.33 189.3 3 0.0 0.0 99.0 1.0 0.0 0.0
54 150.0 4.00 71.7 3 0.0 0.2 96.9 2.9 0.0 0.0
55 150.0 4.00 150.0 3 0.0 0.0 98.9 1.1 0.0 0.0
56 150.0 4.00 243.5 3 0.0 0.3 98.9 0.9 0.0 0.0
57 150.0 2.00 34.3 3 0.0 5.5 86.8 7.7 0.0 0.0
58 150.0 2.00 150.0 3 0.0 1.9 88.5 9.6 0.0 0.0
59 150.0 2.00 395.3 3 0.0 1.8 79.7 18.4 0.0 0.0
60 150.0 0.80 3.8 3 0.7 23.9 59.8 15.2 0.4 0.0
61 150.0 0.80 150.0 3 0.0 13.6 61.9 24.3 0.2 0.0
62 150.0 0.80 1690.9 3 0.0 8.0 55.3 31.9 4.8 0.0
63 150.0 0.50 150.0 3 0.4 19.5 51.2 27.1 1.6 0.2
64 600.0 8.33 421.0 4 0.0 0.0 0.0 100.0 0.0 0.0
65 600.0 8.33 600.0 4 0.0 0.0 0.0 100.0 0.0 0.0
66 600.0 8.33 757.2 4 0.0 0.0 0.1 99.9 0.0 0.0
67 600.0 4.00 286.9 4 0.0 0.0 1.9 97.2 1.0 0.0
68 600.0 4.00 600.0 4 0.0 0.0 1.0 99.0 0.0 0.0
69 600.0 4.00 974.0 4 0.0 0.0 2.1 97.2 0.7 0.0
70 600.0 2.00 137.2 4 0.0 0.0 12.5 85.2 2.3 0.0
71 600.0 2.00 600.0 4 0.0 0.0 10.3 88.9 0.9 0.0
72 600.0 2.00 1581.1 4 0.0 0.0 12.7 85.9 1.4 0.0
73 600.0 0.80 15.0 4 0.0 6.0 33.4 55.5 4.7 0.5
74 600.0 0.80 600.0 4 0.0 0.8 23.8 66.9 8.0 0.6
75 600.0 0.50 1.6 4 3.0 16.9 41.6 33.7 4.0 0.8
76 600.0 0.50 600.0 4 0.0 3.7 25.6 58.1 10.4 2.2
77 1500.0 8.33 1052.5 4 0.0 0.0 0.0 26.2 73.8 0.0
78 1500.0 8.33 1500.0 4 0.0 0.0 0.0 86.4 13.6 0.0
79 1500.0 8.33 1892.9 4 0.0 0.0 0.0 88.9 11.1 0.0
80 1500.0 4.00 717.3 4 0.0 0.0 0.0 83.8 16.2 0.0
81 1500.0 4.00 1500.0 4 0.0 0.0 0.0 84.4 15.6 0.0
82 1500.0 4.00 2435.0 4 0.0 0.0 0.0 89.9 10.1 0.0
83 1500.0 2.00 343.0 4 0.0 0.0 1.3 68.8 29.1 0.8
84 1500.0 2.00 1500.0 4 0.0 0.0 0.2 76.7 22.5 0.5
85 1500.0 2.00 3952.8 4 0.0 0.0 0.2 60.7 39.0 0.2
86 1500.0 0.80 37.5 4 0.0 1.6 12.9 64.0 17.6 3.8
87 1500.0 0.80 1500.0 4 0.0 0.0 6.1 63.9 23.6 6.5
88 1500.0 0.50 4.1 4 0.3 6.6 32.8 45.8 11.4 3.1
89 1500.0 0.50 1500.0 4 0.0 0.3 10.8 54.5 24.9 9.4
90 3000.0 8.33 2105.1 5 0.0 0.0 0.0 3.1 96.9 0.1
91 3000.0 8.33 3000.0 5 0.0 0.0 0.0 13.1 86.4 0.5
92 3000.0 8.33 3785.8 5 0.0 0.0 0.0 0.1 99.9 0.0
93 3000.0 4.00 1434.6 5 0.0 0.0 0.0 18.4 77.5 4.1
94 3000.0 4.00 3000.0 5 0.0 0.0 0.0 14.6 81.8 3.6
95 3000.0 4.00 4870.0 5 0.0 0.0 0.0 10.4 88.0 1.6
96 3000.0 2.00 686.0 5 0.0 0.0 0.0 26.7 61.4 11.9
97 3000.0 2.00 3000.0 5 0.0 0.0 0.0 22.2 68.3 9.5
98 3000.0 0.80 75.0 5 0.0 0.3 6.2 48.1 35.5 10.0
99 3000.0 0.80 3000.0 5 0.0 0.0 1.1 30.3 51.2 17.4
100 3000.0 0.50 8.2 5 0.2 4.5 19.7 50.7 19.5 5.3
101 3000.0 0.50 3000.0 5 0.0 0.1 3.9 32.6 44.9 18.4
102 3500.0 8.33 2455.9 5 0.0 0.0 0.0 2.5 95.8 1.6
103 3500.0 8.33 3500.0 5 0.0 0.0 0.0 13.8 83.6 2.6
104 3500.0 8.33 4416.8 5 0.0 0.0 0.0 0.1 99.7 0.2
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25  Senditivity to the assumed slope

The following is abbreviated from an analysis distributed on November 24, 1999. Because the
guideline proposal was still under development, the up-down procedure simulated deviates from
the procedure actually proposed in the guideline. In particular, test doses have not been
restricted to the range 1 to 5000 unitsin these smulations. This difference is expected to
strongly affect the results, particularly when the slopes are shallow. Therefore the results are
perhaps best viewed as providing qualitative information on how the test performance may be
affected by interaction of the slope, theinitial test dose, and the statistical estimator.

Two estimators have been evaluated, the maximum-likelihood estimator with the slope varied,
and a“nonparametric” estimator, which is simply the geometric average of doses tested at the
reversal and subsequently. Elsewhere | have termed that estimator the “ dose-averaging
estimator.”

In general it appears that in those situations where the parametric approach would give
acceptable performance with an appropriate choice of slope, the performance of the
nonparametric estimator is comparable. The parametric and nonparametric estimators differ in
bias and variance, depending primarily on the slope. Biasis minimized by using the parametric
approach with the assumed slope close to the true slope. However, that is to make use of
knowledge that is not generally available. Furthermore, the parametric estimates tend to have
large variance. The nonparametric estimates tend to have small variance but are subject to a
strong bias of the LD50 estimate in the direction of the starting dose, particularly for shallow
slopes and/or small numberstested. Anindex of relative error is used to combine the bias and
variance.

Indices of estimator performance. In general, indices have been used which can be interpreted
as measures of relative, rather than absolute error.

. Asanindex of bias| usethe ratio of the median of the distribution of LD50 values, to the
true LD50 value. Thisisreported as"P50/LD50" in the tables below. In thelog scale, this
would be approximately the bias as usually defined in statistics, for a symmetric distribution.

. Asan index of the spread of the distribution | use the ratio of the ratio of the 95th
percentile to the 5th percentile, denoted "P95/P5" in the tables below. For alognormal
distribution, thisindex has a ssmple relationship to the log-scale standard deviation.

. As ameasure of relative error, combining the bias and the spread, | calculate the mean
square error in the log scale, take the square root to calculate the "root mean square error” (in a
sense, reversing the effect of squaring the errors). Finally | transform the result back to the
original scale (take the antilog) so that the result can be interpreted as a multiplicative factor. |
admit that thisindex is less transparent than the preceding two.
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Scenarios simulated.

Num. Simulated Studies per scenario: 1000

Assumed slope, true slope: 0.5, 1, 2, 4, 8 (all combinations of true and assumed);
Step size: 0.510g10 units, or doses spaced by a factor of about 3.2

True LDS50: 2500

Initial dose: Denoted "Dose0" intables. A selection of combinations of slope and Dose0 were
simulated.

Nomina n: 6, 12
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Results for nominal n=6 (Explanation in text) bold lines: assumed and true slope equal

Esti mat or Nom sl ope Dose0 P50/ LD50 P95/ P5 Rel
n True Assuned Error
param 6 0.50 0.50 2500.0 0.83 1164 9.72
6 0.50 1.00 2500.0 0.97 141 4.82
6 0.50 2.00 2500.0 1.21 96 4.13
6 0.50 4.00 2500.0 1.01 72 3.71
6 0.50 8. 00 2500.0 1.00 78 4.01
nonpar am 6 0.50 . 2500. 0 1.21 46 3.30
param 6 0.50 0.50 50.0 0.73 2437 9.69
6 0.50 1.00 50.0 0. 36 366 8.01
6 0.50 2.00 50.0 0.21 216 8.95
6 0.50 4.00 50.0 0.16 215 10.34
6 0.50 8. 00 50.0 0.18 201 10.64
nonpar am 6 0. 50 . 50.0 0.11 215 11.58
param 6 0.50 0.50 5.0 0.71 1766 9.42
6 0.50 1.00 5.0 0.21 736 12.94
6 0.50 2.00 5.0 0.11 478 16.88
6 0.50 4.00 5.0 0.08 456 20.48
6 0.50 8. 00 5.0 0.11 490 19.93
nonpar am 6 0.50 . 5.0 0. 05 681 32.50
param 6 1.00 0.50 4500. 0 1.24 293 5.08
6 1.00 1.00 4500. 0 1.01 35 2.97
6 1.00 2.00 4500. 0 1.01 24 2.70
6 1.00 4.00 4500. 0 1.01 22 2.48
6 1.00 8. 00 4500. 0 1.01 25 2.82
nonpar am 6 1. 00 . 4500. 0 1.49 22 2.54
param 6 1.00 0.50 350.0 1.96 191 5.45
6 1.00 1.00 350.0 0.99 44 3.20
6 1.00 2.00 350.0 0.70 33 2.99
6 1.00 4.00 350.0 0.55 28 2.94
6 1.00 8. 00 350.0 0.50 26 3.08
nonpar am 6 1.00 . 350.0 0.54 32 3.19
param 6 2.00 0.50 500.0 2.12 51 3.84
6 2.00 1.00 500.0 1.42 14 2.24
6 2.00 2.00 500. 0 0.97 8 1.94
6 2.00 4.00 500.0 0.79 10 1.93
6 2.00 8. 00 500.0 0.72 6 1.92
nonpar am 6 2.00 . 500. 0 0.77 10 2.06
param 6 4.00 0.50 4000. 0 0.90 17 2.16
6 4.00 1.00 4000. 0 0.90 6 1.65
6 4.00 2.00 4000. 0 0.90 4 1.49
6 4.00 4.00 4000. 0 0.90 3 1.44
6 4.00 8. 00 4000. 0 0.90 3 1.47
nonpar am 6 4. 00 . 4000.0 0.90 3 1.41
param 6 4.00 0.50 400.0 2.38 9 3.61
6 4.00 1.00 400.0 1.13 4 1.88
6 4.00 2.00 400.0 0.94 3 1.48
6 4.00 4.00 400.0 0.90 3 1.48
6 4.00 8. 00 400.0 0.90 3 1.49
nonpar am 6 4. 00 . 400.0 0.90 5 1.52
param 6 8. 00 0.50 3500. 0 0.79 1 1.31
6 8. 00 1.00 3500. 0 0.79 1 1.28
6 8. 00 2.00 3500. 0 0.79 1 1.28
6 8. 00 4.00 3500. 0 0.79 1 1.27
6 8. 00 8. 00 3500. 0 0.79 2 1.29
nonpar am 6 8. 00 . 3500.0 0.79 1 1.26
param 6 8. 00 0.50 2500.0 0.83 3 1.40
6 8. 00 1.00 2500.0 0.82 3 1.39
6 8. 00 2.00 2500.0 1.21 3 1.40
6 8. 00 4.00 2500.0 1.21 3 1.40
6 8. 00 8. 00 2500.0 1.13 3 1.38
nonpar am 6 8. 00 2500.0 0.83 3 1.39
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Results for nominal n=12 (Explanation in text)
Esti mat or Nom sl ope Dose0 P50/ LD50 P95/ P5 Rel
n true Assuned Error
param 12 0.50 0.50 2500 1.21 214 5.31
12 0.50 1.00 2500 1.00 90 3.76
12 0.50 2.00 2500 1.00 58 3.52
12 0.50 4.00 2500 1.06 55 3.36
12 0.50 8. 00 2500 0. 96 70 3.55
nonpar am 12 0.50 . 2500 1.21 38 3.15
param 12 0.50 0.50 50 1.00 295 5.48
12 0.50 1.00 50 0. 44 115 4.90
12 0.50 2.00 50 0.41 109 5.33
12 0.50 4.00 50 0.34 86 5.82
12 0.50 8. 00 50 0.25 82 6.18
nonpar am 12 0.50 . 50 0.24 83 6.94
param 12 0.50 0.50 5 0.91 206 5.11
12 0.50 1.00 5 0.38 139 5.78
12 0.50 2.00 5 0.28 131 7.04
12 0.50 4.00 5 0.21 136 8. 47
12 0.50 8. 00 5 0.18 199 11. 06
nonpar am 12 0.50 . 5 0.14 178 12.19
param 12 1.00 0.50 4500 0. 86 30 2.90
12 1.00 1.00 4500 1.01 16 2.35
12 1.00 2.00 4500 1.01 13 2.19
12 1.00 4.00 4500 1.16 12 2.12
12 1.00 8. 00 4500 1.16 13 2.16
nonpar am 12 1.00 . 4500 1.23 12 2.13
param 12 1.00 0.50 350 1.49 28 3.00
12 1.00 1.00 350 0.93 15 2.33
12 1.00 2.00 350 0.90 13 2.26
12 1.00 4.00 350 0.79 12 2.29
12 1.00 8. 00 350 0.79 16 2.35
nonpar am 12 1.00 . 350 0. 65 12 2.30
param 12 2.00 0.50 500 1.58 9 2.21
12 2.00 1.00 500 1.09 5 1.66
12 2.00 2.00 500 0. 96 5 1.59
12 2.00 4.00 500 0.94 5 1.60
12 2.00 8. 00 500 0.92 5 1.60
nonpar am 12 2.00 . 500 0.93 5 1.64
param 12 4.00 0.50 4000 1.09 4 1.53
12 4.00 1.00 4000 1.01 3 1.36
12 4.00 2.00 4000 1.09 3 1.32
12 4.00 4.00 4000 1.03 3 1.30
12 4.00 8. 00 4000 1.04 3 1.36
nonpar am 12 4. 00 . 4000 1.09 2 1.29
param 12 4.00 0.50 400 1.51 4 2.01
12 4.00 1.00 400 1.22 3 1.44
12 4.00 2.00 400 1.03 2 1.31
12 4.00 4.00 400 0.94 3 1.30
12 4.00 8. 00 400 0.91 3 1.36
nonpar am 12 4. 00 . 400 0.90 3 1.34
param 12 8. 00 0.50 3500 0.95 1 1.20
12 8. 00 1.00 3500 0.95 1 1.21
12 8. 00 2.00 3500 0.95 1 1.20
12 8. 00 4.00 3500 0. 96 1 1.20
12 8. 00 8. 00 3500 1.06 2 1.21
nonpar am 12 8. 00 . 3500 0.95 1 1.20
param 12 8. 00 0.50 2500 1.00 2 1.28
12 8. 00 1.00 2500 1.00 2 1.27
12 8. 00 2.00 2500 1.00 2 1.27
12 8. 00 4.00 2500 1.00 2 1.26
12 8. 00 8. 00 2500 1.00 2 1.20
nonpar am 12 8. 00 2500 1. 00 2 1.26
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Comparison of 5 Stopping Rules and 2 LD50 Estimators
Using Monte Carlo Simulation

David Farrar, March 2000
Attached are graphs presented at an ICCVAM meeting in January 2000.
Note the following:

1 For these graphs, the maximum number that could be tested was set at 25. Currently we
propose to set the maximum at 15.

2. The test doses were not constrained to arange such as 1 to 5000 units, asin later
simulations and as in our current guideline proposal.

3. The graphsinclude consideration of 2 stopping rules that were subsequently abandoned.
The number of stopping rules has been retained, so that Rules number 1, 2, and 5 in later work
correspond to the procedures here with the same numbers.

4. While here we do illustrate the use of an LR stopping rule, it is not precisely the rule
proposed in the current guideline. The procedure in the current guideline is more simple, uses
fewer animals, and resultsin better precision.

D. Farrar - January 2000 H-1



LD50 Estimators Evaluated:

Maximum likelihood estimator, slope = 2

Geometric average dose (animals at/following reversal).

Stopping Rules Evaluated:

1.

2.

3a.

3b.

Fixed nominal sample size of 6
Stop after 5 reversals.
Convergence of estimators:

0.5 < [estimate 1] / [estimate 2] < 2

estimate 1 = geometric average dose;
estimate 2 = MLE with slope=0.5

Like 3a but "factor" of #5 instead of #2.
For H:LD50=GM versus H:LD50=GM/2 (or H:LD50=GM*2),
profile likelihood ratio = 2

Nominal sample size = 6; Number tested
capped at 15 or 25

Performance Measurement based on Monte Carlo

Bias index
median estimate / true value
?Acceptable . 0.8 - 1.2 X (or .20% bias)

Spread Index
Ratio of high and low percentiles P95 / P5

?Acceptable . 3-4 X

Numbers tested (mean, 95th percentile)



Design of Monte Carlo Study
. True LD50 = 1500 units

. Inital dose 15, 100, 150, 1000, 1500

. Probit slope 0.5 - 8

. Max. number tested 15, 25

Graph Sets

. Comparision of 2 estimators based on stopping criterion 4 with max tested = 25
. Comparision of stopping criteria 1 and 4

based on geometric mean, max tested = 25

. Comparision of max. tested 15 versus 25
based on stopping criterion 4 and geometric mean.

D. Farrar - January 2000
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Accuracy of In-vivo Limit Dose Tests

Michadl A. Greene, Ph.D.
Mathematical Statistician

Division of Hazard Analysis
Directorate for Epidemiology
U. S. Consumer Product Safety Commission

The analysisin this paper is intended to determine the accuracy of various limit
dosetests. A limit dose test involves dosing a number of animals with achemical at a
single dose, the limit dose. All animals may be dosed at once or animals may be dosed
one or two at atime. The test outcome is a series of deaths and survivals. A set of rules
associates a test outcome with a decision as to whether the median lethal dose or LD50 is
above or below the limit dose. An example of a decision rule would be to classify the
LD50 as over the limit dose when more than half the animals die.

The analysisin this paper uses a computer model to evaluate the accuracy of these
decisionrules. A decision ruleis defined to be correct when the LD50 is correctly
classified as above or below the limit dose. This classification is probabilistic because it
depends on the deaths and survivals observed in the limit dose test. In assessing the test
accuracy, the model begins by assuming the existence of a probit dose-response curve
with aknown LD50 and slope. This curveis used to estimate the probability that an
animal will die or survive at agiven dose. The computer model then extends this result
to the number of animals tested by calculating the probability of each possible sequence
of deaths and survivals for al these animals. The computer model then adds up the
probability that the correct outcomes occur. Thiswould be

the probabilities associated with outcomes that classify the LD50 below the limit
doseif the true LD50 is below the limit dose, or

the probabilities associated with outcomes that classify the LD50 above the limit
doseif the true LD50 is above the limit dose.

The test accuracy is defined as the probability that the test result is correct. Thisisthe
probability that the correct outcomes occur.

The accuracy of different plansis compared in this paper. Plans differ by the
number of animals involved and whether a fixed or sequential sample design is used.
Accuracy is evaluated at a wide range of hypothetical LD50's and slopes of the dose-
response curve. For sequential testing plans, the model also estimates the expected
number of animals that would be required.

The limit dose test provides a gross classification of the toxicity of achemical.
Using alimit dose test, it is possible to determine if a chemica has an LD50 above the
limit dose by using a small number of animals. A precise estimate of the LD50 may not



be required for such low toxicity chemicals. For chemicals where the test classifies the
L D50 below the limit dose, an estimate of the LD50 can be obtained from an up and
down test (Dixon 1991). A more general discussion of limit dose testsisin Springer et a
(1993).

The limit dose test is part of the draft OECD Guideline for the Testing of
Chemicals (OECD 425). It isunder review by the Acute Toxicity Working Group of the
Interagency Committee on Validation of Alternative Methods (ICCVAM). This
committee represents a number of government agencies including the Environmental
Protection Administration, the Department of Transportation, the Consumer Product
Safety Commission, and the Food and Drug Administration. The guideline specifies a
limit dose test at 5000 mg/kg body weight. Thisisin accordance with the Federal
Hazardous Substances Act Regulation for acute oral toxicity in section 1500.3 (1997,
page 377). Limit dose tests at 2000 mg/kg body weight are in use in Europe.

The next section describes the methods. It isfollowed by results and the
discussion. Only limit dose tests at 5000 mg/kg are discussed in the paper. Tests at 2000
mg/kg are presented in Appendix 1.

Methods

This section describes the procedure for computing the accuracy of alimit dose
test.

It is assumed that animal mortality at a given dose follows a probit dose-response
curve. Let p be the probability that an individual animal dies following adose at a given
level . Then, with hypothesized values for the LD50 and s, p is computed from the dose
response curve using the following equation:

p = p(death; dose, LD,,s ) = F géoglo(leltDos;e) - 109, (LDg) §
€ @

@)

where F isthe standard normal cumulative distribution.

The probabilities associated with individual outcomes are then aggregrated to
possible sequences of test outcomes. Each animal represents an independent trial, i.e. an
identical, independent (i.i.d.) realization of equation (1). The probability distribution of
any given outcome involving m deaths and n animals is given by the binomial
distribution as



P(mn, p) = g?ngpm(l- p)"" ©

where p is from equation (1).

The decision rules involve specifying the outcomes that classify the chemical’s
L D50 under the limit dose and the outcomes that involve classifying the LD50 as over
the limit dose. Outcomes with more deaths tend to be associated with decision rules that
classify the LD50 as under the limit dose. Suppose that n animals are to be dosed all at
once with a decision rule that mor more deaths are required to classify the LD50 as under
the limit dose. Then the probability that m or more deaths occur is given in equation (3)
as

P(LD50 £ LimitDose) = é P(j;n, p) ©)

j=m
where P(j;n,p) is given in the binomial distribution found in equation (2).

If the hypothetical LD50 is under the limit dose, then the accuracy of atest is
measured by adding all the probabilities for the outcomes that lead to classifying the
LD50 as under the limit dose. This requires equation (3). On the other hand, if the LD50
for the chemical is above the limit dose, the accuracy is measured by adding all the
probabilities associated with the outcomes that classify as over the limit dose. This can
be computed as 1-P(LimitDose < LD50).

So far, the discussion has assumed that there will be afixed sample size. In such
aplan, all animals are dosed at one time. For fixed sample size plans with n animals
tested, the LD50 is considered to be below the limit dose when n/2 or more animals die (n
even) or (n+1)/2 or more die (n odd). For example, three or more deaths out of five
animals, or five or more deaths with ten animals would be classification rules for
establishing the LD50 dose below the limit dose.

Sequential sampling plans are defined to have a nominal size of n animals,
indicating that no more than n animals can be dosed. Animals are dosed one or two at a
time, depending on the outcomes from earlier animals in the same study. Sequential
sampling plans can follow almost the same decision rules for classifying outcomes, with
the exception that once enough animals survive or die to reach a conclusion, it becomes
unnecessary to test more animals. When sequential sampling plans have the same
decision rules as fixed sampling plans, they have the same accuracy. However,
sequential plans do not have to follow the same rules and can take advantage of the order
of survivals or deaths. A sequential plan can have arule like “if the first or second
animal diesthen ...”

The sequential plans that are considered in this paper depart from the “majority
rule” classifications. They have the following general characteristics:



1. If thefirst animal dies, the chemical is suspected as having an LD50 below the
limit dose. Limit testing is then discontinued and an up and down test
conducted.

2. Otherwise animals are dosed one or two at atime. Testing is discontinued
when (n+1)/2 die or survive (n odd).

3. If there were (n+1)/2 deaths, then the chemical is classified as having the
LD50 below the limit dose. If the testing is discontinued when (n+1)/2
animals survive, the chemical is classified as having an LD50 above the limit
dose. For example, in afive animal test plan with the first animal surviving,
the LD50 would be classified as under the l[imit dose as soon as three die. It
would be classified as over the LD50 if three (i.e. two more after the first)
survive.

The first characteristic takes advantage of the order of deaths or survivals. This can only
be done with sequential designs.

The equations presented above have only addressed the accuracy of a plan with a
fixed sample size. When fixed and sequentia plans have the same classification rules,
such as “majority rules,” the procedures for calculating accuracy are identical, because
the outcome probabilities are identical. However, equations (2) and (3) can be used with
sequential testing plans even when there is no fixed plan equivalent. A mathematically
correct, but tedious approach is to write all the fixed sample outcomes that would
correspond to a sequential plan outcome and then sum all the probabilities. There are
more clever approaches that take into account the independence of the events.

The last issue for this analysis is the computation of the expected or average
number of animals used in a sequential sample plan. Recall that an animal used in the
trial counts toward the expected value whether the animal survives or dies, because a
surviving animal cannot be used for other tests. However, animals do not count if the test
is discontinued before the animal is (scheduled to be) used. The various outcomes with
different numbers of animals need to be identified and the probability of the simple
events needs to be calculated. For example, here are the outcomes for a five sequential
sample plan:

one animal (the first animal dies)

three animals all survivors (S SS),

four animals(SDD D or SSD Sor SDSS) or
five animals (all other sequences)

Let j denote the number of animals used in atest plan. Then the expected number of
animals used is given in equation (4)

ExpectedAnimalsUsed = jq p“(1- p)"* (4)

j=1 ki J

where p isgiven in equation (1) and J is the set of sequences that use j animals.



These equations are implemented in the SAS program in Appendix 2. Equation
(2) isin the linked routine getprob, called in data test. Equation (2) computes the
binomial distribution in the linked routine fillprob, also in data test. This step uses either
the built-in binomial cumulative distribution function in the SAS function probbnml or
the binomial density function in (%macro pbinom) or some combination of the two. The
rules, which are specific to each test plan, are found in an external routine called by
fillprob. An exampleison the last page of the appendix shown as rule5f.sas. This
produces the components of equation (3), with the summation completed by proc
summary following the data step. The calculation for the expected value in equation (4)
uses similar logic. Thisrequires a separate run of the program with a different external
routine to be linked in by fillprob. See rulebx.sas at the end of the appendix.

The question addressed in this paper is how these limit dose test plans work over
awide variety of chemicals. We used LD50 values of 1.5, 50, 250, 1500, 2000, 3000,
5000, and 6000 mg/kg body weight. Valuesfor s (theinverse of the slope of the dose
response curve) were 0.12, 0.25, 0.5, 1.25, and 2.00. Each pair of LD50 and s values
were modeled, i.e. 1.5 and 0.12, 1.5 and 0.25, etc, resulting in atotal of 40 values for
each test plan.

Both fixed and sequential test plans were modeled. Fixed sample size plans of
five, seven and ten animals and sequential plans using up to five and seven animals were
modeled. Limit doses were evaluated at 2000 mg/kg and 5000 mg/kg. Tables for 2000
mg/kg are in Appendix 1.

Results

This section contains results for fixed and sequentia test plans at 5000 mg/kg.
First, the ten animal fixed sample test plan is presented. Thisis the present standard
procedure for limit dose tests. Next, seven animal and five animal sequential test plans
are shown. The purpose of these comparisons is to determine how much (or how little) is
lost when using sequential test plans that economize on the number of animals.

In the third part of the results section, fixed sample size plans with seven and five
animals are presented. The purpose is to examine the difference between fixed and
sequential using the same nominal number of animals. The next part of the section
compares results between fixed and sequential sampling plans. The last part of the section
presents the expected number of animals used in five and seven animal test plans.

The appendix contains tables in the same sequence for the 2000 mg/kg results.

The results show for each combination of LD50 and s, the probability that the
limit dose plan classifies correctly.



Ten Animal Fixed Sample (5000 mg/kg limit dose)
Table 1 shows the probability of correct classifications using the ten animal fixed
sample test plan for the 5000 mg/kg limit dose.
Tablel

Probability of Correct Classification for Ten Animal Fixed Plan
(Limit Dose = 5000 mg/kg)

S
LD50 0.12 0.25 0.5 1.25 2

1.5 1.00 1.00 1.00 1.00 1.00
50 1.00 1.00 1.00 1.00 1.00
250 1.00 1.00 1.00 1.00 0.98
1500 1.00 1.00 1.00 0.92 0.84
2000 1.00 1.00 0.99 0.87 0.80
3000 1.00 1.00 0.93 0.78 0.73
5000 0.62 0.62 0.62 0.62 0.62
6000 0.92 0.69 0.54 0.44 0.42

Rule: five or more deaths classifies as under the limit dose. A classification is correct if
the LD50 is 5000 or below, and the outcome leads to a classification of 5000 or below. It
isalso correct if the LD50 is 6000 and the outcome leads to a classification of over 5000.

Each entry in the table represents the probability that the correct classification
would occur given the values of the LD50, s and the classification rule of five or more
deaths classifies the LD50 below the limit dose. Table 1 shows that the plan is very
accurate for chemicals with low LD50s. For example, the ten animal test plan is perfect
(to 2 decimal places) with LD50s between 1.5 and 3000 mg/kg for s = 0.12 and 0.25.
When s = 0.5, there is a 93% correct classification rate at 3000 mg/kg. With s at 2.0,
there is a 98% correct classification rate at 250 mg/kg, 84% correct at 1500 mg/kg, 80%
correct at 2000 and 73% correct at 3000.

To summarize the results from table 1, both low and high values of the LD50
produce the most accuracy.' Values close to the LD50 produce the least accuracy in fact,
just above the limit dose of 5000 mg/kg, the accuracy is only (100%-62%-=) 38%. The
decision is correct at 5000 mg/kg if the outcome is consistent with under 5000 mg/kg. So
at 5000 the probability of an incorrect decision is 38%. Just above 5000 mg/kg a
decision is correct when the outcome is consistent with over 5000 mg/kg. For adosage

! Thisfinding is even more apparent in Appendix 1, which uses a limit dose of 2000 mg/kg., In thetables
in the Appendix, 3000, 5000 and 6000 mg/kg are above the limit dose. The accuracy can be seen to
increase as the L D50 becomes much greater than the limit dose.



infinitesmally greater than 5000, the outcomes would be just about the same as at 5000.
So then the probability of a correct decision (over 5000) would be 38% and the
probability of an incorrect decision (under 5000) would be 62%.

In asimilar manner, increasesin s result in decreases in accuracy. Equation (1)
shows that as s increases, the term inside the parentheses approaches zero and the normal
cumulative distribution function approaches 0.5. Consequently, when the LD50 is below
the limit dose, increasesin s cause the accuracy to approach 62% asymptotically. When
the LD50 is above the limit dose, increasesin s, would have the accuracy approaching
38%.

Also, increasesin s result in decreases in accuracy. However, the tests perform
well in the upper part of the table, where the LD50 is low, representing the most toxic
chemicals.

In the 10 animal fixed plan, the probability of a correct result when the LD50 is
just below the limit dose is much greater than the probability of a correct result when the
LD50 isdightly above the limit dose. Thisis acharacteristic of abiased plan. Biased
tests are discussed later in this paper.

Seven and Five Animal Sequential Test Plans
Tables 2 and 3 show seven and five animal sequential test plans.

Table 2

Probability of Correct Classification for Seven Animal Sequential Test Plan
(Limit Dose = 5000 mg/kg)

S
LD50 0.12 0.25 0.5 1.25 2

1.5 1.00 1.00 1.00 1.00 1.00
50 1.00 1.00 1.00 1.00 0.99
250 1.00 1.00 1.00 0.99 0.95
1500 1.00 1.00 0.99 0.89 0.82
2000 1.00 1.00 0.98 0.85 0.79
3000 1.00 0.98 0.90 0.78 0.74
5000 0.67 0.67 0.67 0.67 0.67
6000 0.72 0.53 0.43 0.37 0.35

Rule: LD50 isunder limit doseif first animal dies, or 4 animals die. LD50 is over 5000
mg/kg if 4 animals survive.



Table 2 shows the same pattern astable 1. In comparing the probabilities
between this plan and the 10 animal fixed plan of table 1, the results appear to be fairly
close. The difference between correct classification probabilities for the two plans for
LD50s at 3000 mg/kg and under is never more than 0.03. The difference of 0.03 is
reached when s is 0.5 at 3000 mg/kg, where table 1 shows 93% correct classification,
while table 2 shows 90%. Also at s = 1.25 and the LD50 of 1500, table 1 shows 92%
correct classifications while table 2 shows 89%.

When the LD50 is equal to the limit dose, the seven animal sequentia test plan
has a correct classification probability of 67%, somewhat higher than the 62% in table 1.
This means that for values slightly above the limit dose, the seven animal plan will be
correct 33% of the time, while the 10 animal plan will be correct 38% of thetime. For
example as shown in table 1, 92% of the time chemicals with LD50s of 6000 mg/kg will
be classified as above the limit dose at s=0.12, while 72% of the time this will occur with
the seven animal test plan.

Table 3 shows the correct classification probability from afive animal sequential
test plan. The purpose of this table is to determine how much is lost by using a plan that
would nominally have fewer animals.

Table 3

Probability of Correct Classification for Five Animal Sequential Test Plan
(Limit Dose = 5000 mg/kg)

S
LD50 0.12 0.25 0.5 1.25 2

1.5 1.00 1.00 1.00 1.00 1.00
50 1.00 1.00 1.00 1.00 0.98
250 1.00 1.00 1.00 0.98 0.93
1500 1.00 1.00 0.98 0.86 0.79
2000 1.00 1.00 0.96 0.82 0.76
3000 1.00 0.97 0.87 0.75 0.72
5000 0.66 0.66 0.66 0.66 0.66
6000 0.71 0.53 0.44 0.38 0.37

Rule: LD50 isunder limit doseif first animal dies, or three animalsdie. LD50 is over if
three animals survive.

Aswould be expected from a plan with fewer animals, the correct classification
probabilities decrease somewhat from the seven animal plan in table 2. For LD50 values
of 3000 mg/kg or lower, the largest difference between afive animal and ten animal plan
iIs6%. The largest differences occur in the same place as the seven animal plan
compared with ten animals. Theseareat s = 1.25 and LD50 = 1500 mg/kg (92% vs.



86%) and s = 0.5 and LD50 = 3000 (93% vs. 87%). At an LD50 of 6000 mg/kg, the five
animal test plan has almost the same results as the seven animal test plan, differing by
less than 1% in probability of correct classification.

To summarize, five and seven animal sequential test plans produce very similar
results to the ten animal fixed test plan. For low values of the LD50 the results are very
close among al three plans. For values of the LD50s over the limit dose, the sequential
plans tend to classify correctly less frequently than the ten animal fixed dose plan. This
means that more chemicals would be erroneously considered to have the LD50 below the
limit dose. Thistype of misclassification is probably better than erroneously classifying
the LD50 above the limit dose.

Before comparing the five and seven animal sequentia plans with fixed sample
size plans, it is important to address bias in test plans.

Bias

Some definitions are necessary. An unbiased test plan classifies the LD50 as
under the limit dose with exactly the same probability that a single animal would die
when administered the limit dose. That means p = P(LD50 < Limit Dose) , wherep is
the probability of death and the probability P(LD50 < Limit Dose) can be found in
eguation (3). In general most plans will be somewhat biased, because the two
probabilities will not be exactly equal. Thisis really a small sample problem.?

However, many but not al limit dose tests will be unbiased when p = 0.5. Since
the value of p in equation (1) is 0.5 when the limit dose is equal to the LD50, a biased
plan occurs when there are more outcomes resulting in a classification of under (over)
5000 than over (under) 5000. This meansthat all fixed sample size plans with an even
number of animals and a mgjority rule classification scheme are biased. For example,
with atwo animal plan, no deaths would classify the LD50 as over the limit dose, while
two deaths would classify it as under the limit dose. The way that one death would be
classified would determine the direction of the bias.

Plans can be arbitrarily made to be biased aswell. A fixed or sequential sample
plan with an odd number of animals could be almost unbiased. However, a sequential
plan could stop after the first death (as shown in this paper) classifying the outcome as
under the limit dose. This plan would then be biased.

%For avery simple example, consider afixed test plan with 3 animals. Outcomes associated with
classification of achemical’s LD50 above the limit dose would be 0 or 1 desth, while 2 or 3 deaths would
lead to classification below the limit dose. An unbiased plan would put the probability of classification
below the limit dose at p. It can be shown that the probability of 2 or 3 deaths is p*(3-2p) where pisthe
probability that an animal dies. The probahility the chemical is classified below the limit dose is can be
shown to be below p for p< 0.5 and above p for p > 0.5. Some values for this probability of 2 or 3 deaths,
i.e. the probability that the chemical is classified below the limit dose are 0.03 (p=0.1), 0.16 (p=0.25), 0.5
(p=0.5), 0.84 (p=0.75), and 0.97 (p = 0.9).



Comparison Between Five and Seven Animal Fixed Sample Sze Plans
Table 4 shows the probability of correct classifications for seven animal fixed test
plans. Recall that afixed test plan involves dosing al the animals at once.
Table4

Probability of Correct Classification for Seven Animal Fixed Test Plan
(Limit Dose = 5000 mg/kg)

S
LD50 0.12 0.25 0.5 1.25 2

1.5 1.00 1.00 1.00 1.00 1.00
50 1.00 1.00 1.00 1.00 0.99
250 1.00 1.00 1.00 0.99 0.92
1500 1.00 1.00 0.99 0.82 0.72
2000 1.00 1.00 0.96 0.76 0.67
3000 1.00 0.97 0.83 0.65 0.60
5000 0.50 0.50 0.50 0.50 0.50
6000 0.93 0.76 0.64 0.56 0.53

Rule: Classify as LD50 under the limit dose if four or more animals die, as over if four
or more animals survive.

The differences between the seven animal plan and the ten animal plan are
considerably greater than with the sequential plans considered in earlier tables. The
reason is that the five and seven animal fixed plans are unbiased, in contrast to the
sequential plansthat are biased. For example, with an LD50 at 3000 mg/kg and s =1.25,
the ten animal plan had a 78% chance of a correct classification, while the seven animal
plan in table 4 had a 65% probability Values of s of 1.25 and 2.0 and LD50s between
1500 and 3000 generally had differences this large between the two plans. However, the
seven animal fixed test plan classifies correctly more often than the ten animal plan for
values of 6000 mg/kg. The seven animal plan is 76% correct at s = 0.25 as compared
with 69% for the ten animal plan. It is53% correct, as compared with 42% correct at s =
2.

For comparison, the five animal fixed sample test plan is shown below in table 5.
The results are about the same as the seven animal plan with some small decreases in the
percent correctly classified.



Table5
Probability of Correct Classification for Five Animal Fixed Test Plan
(Limit Dose = 5000 mg/kg)

S
LD50 0.12 0.25 0.5 1.25 2

1.5 1.00 1.00 1.00 1.00 1.00
50 1.00 1.00 1.00 1.00 0.97
250 1.00 1.00 1.00 0.97 0.89
1500 1.00 1.00 0.97 0.78 0.69
2000 1.00 1.00 0.93 0.72 0.65
3000 1.00 0.95 0.80 0.63 0.58
5000 0.50 0.50 0.50 0.50 0.50
6000 0.89 0.72 0.62 0.55 0.53

Rule: Classify as LD50 under the limit dose if three or more animals die, as over if three
or more animals survive.

Comparison between fixed and sequential sampling plans

Fixed and sequential sampling plans that have the same decision rules will have
the same accuracy. This does not require empirical estimates, instead just the
understanding that the sequential plan would be identical to the fixed sample plan if the
sequential plan is required (unnecessarily) to be carried out even after enough animals
have been tested to reach a decision.

But the five and seven animal sequential plans have different rules than the fixed
plans. Recall that the sequential plans in this paper stop the test with the death of the first
animal. This cannot be done with the fixed plans. The result is that the sequential plans
in this paper are more accurate than fixed when the test uses chemicals that have LD50s
below the limit dose. The fixed plans are more accurate with chemicals that have an
LD50 above the limit dose. When the LD50 isvery low or very high and s islow, both
types of tests perform accurately.

Expected Number of Animals Used in Sequential Tests

The benefit of the sequential sample size plans over fixed sample size plansisa
decrease in the number of animals used in the test. The expected number of animals used
in seven and five animal sequential tests are shown in tables 6 and 7 below.



Table 6

Expected Number of Animalsin Seven Animal Sequential Test Plan
(Limit Dose = 5000 mg/kg)

LD50 0.12 0.25 0.5 1.25 2

15 1.00 1.00 1.00 1.01 1.16
50 1.00 1.00 1.00 1.23 1.73
250 1.00 1.00 1.02 1.68 2.26
1500 1.00 1.07 1.68 2.68 2.97
2000 1.00 1.24 2.02 2.87 3.09
3000 1.13 1.89 2.64 3.12 3.24
5000 341 341 341 341 341
6000 3.94 3.76 3.61 3.49 3.46

Note: for classification rules see table 2.

Table 6 shows that with low values of the LD50, on average sightly more than
one animal isused. Thisis because the test plan calls for classifying LD50 as under the
limit dose when the first animal dies. For chemicals with an LD50 of 1.5 or 50 or 250
mg/kg and a limit dose of 5000 mg/kg, survival of the first animal is unlikely.

On the other hand as the LD50 and s or increases, more animals are required on
average, approaching four. Four animals would be the exact number required for a
chemical with an infinite LD50, as the most likely outcome to discontinue the test would
be four survivals.



Table7

Expected Number of Animalsin Five Animal Sequential Test Plan
(Limit Dose = 5000 mg/kg)

S

LD50 0.12 0.25 0.5 1.25 2
15 1.00 1.00 1.00 1.01 112
50 1.00 1.00 1.00 1.17 1.53
250 1.00 1.00 1.01 1.49 1.87
1500 1.00 1.06 1.49 213 2.30
2000 1.00 1.18 171 2.24 2.37
3000 1.10 1.63 2.10 2.39 2.46
5000 2.56 2.56 2.56 2.56 2.56
6000 2.93 2.79 2.69 2.62 2.60

Note: for classification rules see table 3.

Five animal test plans, as shown in Table 7, use fewer animals on average than
seven animal sequential test plans. At low LD50’ s where the most likely outcome is the
death of the first animal, the two test plans are not very different in average number of
animals. Asthe LD50 increases, the expected number of animals approaches three, one
animal fewer, on average than the seven animal test plan. Three animals would be the
exact number required for a chemical with an infinite LD50, because the test termination
conditions would be three consecutive survivals.

Appendix 1 shows similar results for the 2000 mg/kg limit dose plan.

Conclusion

From the analysis it appears that sequential testing plans based on five and seven
animals classify adequately. Thisis especialy true when the LD50 is either far below or
far above the limit dose. The classification deteriorates when the LD50 approaches the
limit dose. Classifications are also less accurate when the variance of the dose response
curve (symbolized as s?) increases.

Theoreticaly, fixed sample size and sequentia plans would have identical
accuracy with the same decision rules. However, in contrast to fixed plans, sequential
plans can use the order of survivals and deaths as p