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ABSTRACT

We applied the maximum likelihood (ML) method, as an image reconstruction algorithm, to the BAT X-Ray Sur-
vey (BXS). This method was specifically designed to preserve the full statistical information in the data and to avoid
mosaicking of many exposures with different pointing directions, thus reducing systematic errors when co-adding
images. We reconstructed, in the 14—170 keV energy band, the image of a 90 x 90 deg? sky region, centered on
(R.A., decl.) = (105°, —25°), which BAT surveyed with an exposure time of ~1 Ms (in 2005 November). The best
sensitivity in our image is ~0.85 mcrab or 2.0 x 10! ergs cm~2. We detect 49 hard X-ray sources above the 4.5 &
level; of these, only 12 were previously known as hard X-ray sources (>15 keV). Swift XRT observations allowed us
to firmly identify the counterparts for 15 objects, while 2 objects have Einstein IPC counterparts (Harris et al. 1990);
in addition to those, we found a likely counterpart for 13 objects by correlating our sample with the ROSAT All-Sky
Survey Bright Source Catalog (Voges et al. 1999). Seven objects remain unidentified. Analysis of the noise properties
of our image shows that ~75% of the area is surveyed to a flux limit of ~1 mcrab. This study shows that the coupling
of the ML method to the most sensitive, all-sky surveying, hard X-ray instrument, BAT, is able to probe for the first
time the hard X-ray sky to the millicrab flux level. The successful application of this method to BAT demonstrates that

it could also be applied with advantage to similar instruments such as INTEGRAL IBIS.

Subject headings: galaxies: active — surveys — X-rays: binaries — X-rays: galaxies

Online material: machine-readable table

1. INTRODUCTION

More than 40 years after its discovery, the nature of the cos-
mic X-ray background (CXB) is still debated. Population syn-
thesis models, based on unified active galactic nucleus (AGN)
schemes, explain the CXB spectrum using a mixture of obscured
and unobscured AGNs (e.g., Comastri et al. 1995; Gilli et al.
2001). According to these models, most AGN spectra are heavily
absorbed, and about 85% of the radiation produced by super
massive black hole accretion is obscured by dust and gas (Fabian
& Twasawa 1999).

Deep soft X-ray surveys (0.5-2.0 keV) were able to resolve
the majority (=80%) of the CXB flux into discrete sources
(Hasinger et al. 1998). However, the resolved fraction decreases
with energy, being ~50%—60% in the 6-8 keV band (Giacconi
etal. 2002; Rosati et al. 2002) and even less at >8 keV; the miss-
ing CXB component has a spectral shape that is consistent with
a population of as yet undetected, highly obscured AGNs (see
Worsley et al. 2005).

It is important to realize that highly obscured objects are de-
tectable in X-rays only above 10 keV. Moreover, most of the
energy of the CXB is emitted around 30 keV (Marshall et al.
1980), and the exact nature of the source population responsible
for the background at these energies is unknown, primarily be-
cause of the low sensitivity of previous X-ray telescopes oper-
ating above 15 keV.

All these reasons together motivate more sensitive observa-
tions of the hard X-ray sky.

The Burst Alert Telescope (BAT; Barthelmy et al. 2005), on
board the Swift mission (Gehrels et al. 2004), launched by NASA

' Max-Planck-Institut fiir Extraterrestrische Physik, Postfach 1312, 85741
Garching, Germany.

2 Caltech Optical Observatories, Mail Stop 105-24, California Institute of
Technology, Pasadena, CA 91125.

3 Department of Astronomy and Astrophysics, 525 Davey Laboratory,
Pennsylvania State University, University Park, PA 16802.

102

on 2004 November 20, represents a major improvement in sen-
sitivity for imaging of the hard X-ray sky. BAT is a coded mask
telescope with a wide field-of-view (FOV, 120° x 90° partially
coded) aperture sensitive in the 15-200 keV domain. BAT’s
main purpose is to locate gamma-ray bursts (GRBs). While
chasing new GRBs, BAT surveys the hard X-ray sky with an
unprecedented sensitivity. Thanks to its wide FOV and its
pointing strategy, BAT monitors continuously up to 80% of the
sky every day. Early results from the BAT survey (Markwardt
et al. 2005) show that BAT is already 10 times more sensitive
than the previous hard X-ray all-sky survey performed by HEAO-1
(Levine et al. 1984).

Coded mask telescopes are, until the advent of next generation
hard X-ray focusing optics, among the most sensitive instru-
ments able to image the sky in the hard X-ray domain. Objects in
the FOV cast part of the mask pattern onto the detector plane.
Since the sources’ signal is coded by the mask onto the plane, this
phase is also referred to as coding phase. Thus, a decoding pro-
cedure is required in order to reconstruct the original sky im-
age. A variety of methods can be used to reconstruct the sky
image in the case of a coded mask aperture (see Skinner et al.
1987 for a general discussion on reconstruction methods). Among
them, standard cross-correlation of the shadowgram with a de-
convolution array, the mask pattern, via fast Fourier transforms
(FFTs), is the most often used. Generally, sky images are ob-
tained for each individual observation, where an observation
is defined as a period during which the attitude is stable and
constant. Subsequently, another procedure, such as resampling
and reprojecting, is needed in order to assemble the final all-
sky image.

Most of the extragalactic sources are very faint in the hard
X-ray band. Thus, their detection is challenging and requires
sensitive techniques. We here describe the application of an
alternative method which was designed to improve sensitivity,
avoiding some of the disadvantages of the standard mask un-
folding technique.
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This study has been performed in the framework of a cam-
paign for optical spectroscopy analysis of a sample of “‘hard
X-ray—selected” extragalactic sources aimed at identifying new
Seyfert 2 galaxies. This paper discusses the method used to re-
construct the survey image and presents the source catalog. A
second paper (Rau et al. 2007) describes in detail the optical
campaign and the source identification process; the spectral
analysis and the statistical properties of the source sample are
discussed in Ajello et al. (2008).

The structure of the paper is as follows. In § 2 we present de-
tails of the maximum likelihood (ML) method that was devel-
oped to analyze the BAT data. In § 3 we describe the steps in the
analysis we performed, and we present and discuss the results of
our image reconstruction algorithm. The last section summarizes
the results.

2. SPATIAL MODEL FITTING

We apply spatial model fitting, as described in Strong et al.
(2005), to directly reconstruct the survey image from the raw
detector data. Spatial model fitting means that a number of sky
distributions, whose linear combination constitutes the model,
are forward-folded through the full instrumental response in
order to generate a model shadowgram. The model shadowgram,
which is a linear combination of all model components, is then
fitted in the full data space in order to get the most probable sky
distribution. The actual search for unknown sources is then re-
alized by moving a source probe in a grid over the sky. It is worth
noting that no other steps, such as image mosaicking, are re-
quired at the end of this process. This method was successfully
applied to different kinds of experiments (i.e., COMPTEL and
INTEGRAL SPI; Diehl et al. 1995; Strong et al. 2005). Its de-
velopment was driven by potential for reducing systematic errors
and noise, e.g., the noise related to individual short images and
the systematics when co-adding noisy images in the mosaicking
procedure. This approach leads to an improvement in sensitivity
over other methods, in particular reducing systematic errors from
background variations and resampling. The information in the
data is fully preserved and correctly treated in a statistical sense.

The likelihood is the probability of the observed BAT data
given the model. For our case it is defined as the product of the
probability for each detector of each observation:

L=]]ru (1)
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is the Poisson probability of observing n;; counts in pixel i,
during the kth observation, when the number of counts predicted
by the model is 0.

The model is a linear combination of components; in the sim-
plest case of one nonvariable source and one background com-
ponent for each observation, we get

Ok = co(A ® Sa“’éo)ijk + ciBijk, (3)

where (4 ® §¥0%) is the convolution of the detector response
(A) and a source of unit flux (3) at the sky position cvg, &9, and
thus (4 ® S ”‘O*bo)ijk yields the prediction of counts from a unit
flux source at the sky position ag, & in detector ij, during obser-
vation k; By, is the background prediction for pixel 7/ in obser-

vation k and ¢y and c¢i-values are the parameters we want to
estimate.

For the analysis described in this paper, the background model
comprises, for each observation, an empirical model (i.e., a two-
dimensional quadratic function similar to the one used by the
tool batclean, as described in § 3.1) and the model shadow-
grams for all bright sources (see also § 3.1). The actual fit to the
background is performed only once; during the source search
only the normalization of the background in each pointing is
allowed to vary. Since sources detected at this stage are faint, the
background normalizations are expected to vary by very small
quantities. Indeed, we verified that such variations were less than
103 with respect to the background parameters determined be-
fore the source search.

In the future our method will make it possible to test more com-
plex and physical background models (e.g., diffuse emissions).

2.1. Parameter Model Estimation

The parameter values are found by maximizing the likelihood
function, or, equivalently, by maximizing its logarithm:

[Z Nijk 1n(9,jk) - Z eijk] ) (4)
ijk
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where A is the vector of the parameters. This translates into the
following set of equations:
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which makes it possible to estimate all parameters simultaneously.
This set of equations can be solved only numerically, and we use
a modified Newton algorithm in order to find the solution.

2.2. Source Significance

In the case of a single source component, the source signif-
icance can be estimated using the likelihood-ratio test. For this
application, the null hypothesis is that no point source exists at
the position under consideration and the background model can
explain all the data. The alternative hypothesis is the converse.
Two maximizations have to be done in order to calculate the
likelihood Ly of the background (null hypothesis) and the likeli-
hood of both source and background for the alternative hypoth-
esis L;. The test statistic

T, = —2(InLy —InL;) (7)

is expected, from Wilks’s theorem (Wilks 1938), to be asymp-
totically distributed as 2 in the null hypothesis, where 7 is the
additional number of free parameters that are optimized for the
alternative hypothesis. Since in our case the source intensity is
the only additional free parameter, the test statistic is expected to
follow the 7 distribution. Thus, the significance of a detection
can be addressed as

Y R
S—/TS Exl(x)dx, (8)
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which, after changing variables, becomes

o9 e—y2/2

Equation (9) is exactly the integral of the standard normal dis-
tribution from 72 to 0o, and so the significance of the detection
is

T2 = \/=2(InLy — InL)o = no. (10)

Hence, by definition, and if everything is done correctly, the sig-
nificance fluctuations must be distributed as a normal Gaussian.

2.3. Method Implementation

In the case of large detector counts, the likelihood maximi-
zation is equivalent to the x> minimization, with the x? problem
having the advantage that it can be solved faster analytically. We
have verified that in the case of large detector counts (>20) and
large numbers of observations (>>100) the two solutions are very
similar, and from now on we use the x? solution.

The algorithm used is a parallelized implementation of
spidiffit (Strong et al. 2005) used for INTEGRAL SPI data
analysis. Parallelization was needed because of the large size
of the problem we are dealing with. The typical execution time
needed to compute the analytical x? solution scales with 72,
where 7 is the number of data points to fit (i.e., number of BAT
detectors, 32,768, multiplied by the number of observations).
A single minimization with 2600 observations takes nearly 90 s;
the total execution time to generate a map of 450 x 450 pixels
would be ~200 days. This time has been reduced to <15 days
using an average of 15 CPUs. We remark also that it is the first
time that such an approach has applied to a problem of this large
size.

As shown in equation (3), the model is a linear combination
of different components which can be specified at the input of
the program. Source and background components are in general
treated in different ways. Sources are assigned a single free pa-
rameter (their average intensity), while, as already discussed, the
background components are allowed to vary from pointing to
pointing. However, in case of variable sources, the user can
specify that the source intensity is left as a free parameter in all
pointings (or in time-contiguous groups of them).

We remark that for the analysis presented in the next sections,
the program has been used in its simplest configuration, with only
one constant source and the normalizations of the per-pointing
backgrounds allowed to vary. However, after the source search
had been performed and source candidates identified we used the
ability to simultaneously fit all sources (each of which was again
assumed constant in time). In fact, the simultaneous fit of all
sources yields the best parameters (significances and fluxes) and
allows us to discard spurious detections. When the analysis is
based on a large number of observations, correlation (cross-talk)
between sources is negligible.

2.4. Instrumental Response

As shown in equation (3), the first part of the model repre-
sents the source component (or components if more than one),
and this is given in the most simple form by a pointlike source at
position ag, &y in the sky, forward-folded with the instrumental
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Fic. 1.—Image of LMC X-1 (right) and PSR B0540—69.3 (lef?) clearly sep-
arated. The pixel size is 5’ and the map is about 1 x 1 deg?.

response. We have used a large set of Crab observations (>1000)
to develop a parameterized diagonal full instrumental response
which enables us to predict the expected counts (essentially the
term 4 ® S“0% of eq. [3]) from a unit flux source as a function of
energy and position in the field of view. The parameterized in-
strumental response was obtained in the following way (standard
BAT software is reported in parentheses):

1. for each Crab observation a model shadowgram for the
source position is computed (tool batmaskwtimg);

2. for each Crab observation the source model and the stan-
dard background components of batclean (see § 3.1) are fitted
to the data;

3. the normalizations of the source components (in the dif-

ferent observations) are parameterized as a function of off-axis
angle.
The parameterized instrumental response is thus, for a given
source position, the product of the model shadowgram described
in equation (1) multiplied by a coefficient computed from the pa-
rameterization derived in equation (3). In this way the instrumen-
tal response accounts for the off-axis* variation of the detected
source intensity which the batmaskwtimg model does not take
into account. The response, derived in this way, agrees with mea-
sured values to within 1 o anywhere in the FOV.

To improve the speed of the code during source search, the
full instrumental response was precomputed over a 6’ pitch grid
in the whole BAT FOV.

To conclude, in Figure 1 we show the imaging reconstruction
capabilities of our approach; two close-by faint sources, LMC
X-1and PSR B0540—69.3, are clearly detected in the image ob-
tained using ~2600 observations. The good angular resolution
of BAT is also preserved by our imaging reconstruction algorithm;
in fact the two sources are separated by just 25’ (for comparison
the BAT point-spread function is 22").

4 The reader can find more details about the off-axis variation of the source
signal and other effects in the Appendix A.1 of Ajello et al. (2008).
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3. ANALYSIS

In this section we describe the application of the ML method
to reconstruct the image of ~§ of the sky using 8 months of
BAT data.

3.1. Data Selection and Screening

We used 8 months of data, from 2005 April (when BAT data
became public) to 2005 November. In order to secure optical
follow-up with a dedicated observing campaign at La Silla, Chile,
in 2006 January, we selected only observations with angular
separation less than 45° from the zenith (R.A. = 105°, decl. =
—25°). The all-sky analysis, still within the capabilities of modern
supercomputers, will be left to a future study.

Swift BAT survey data are in the form of 80 channels detector
plane histograms (DPHs) with typical exposure time of 300 s.
In order to have a suitable clean data set as input of the imaging
reconstruction algorithm described in § 2, preprocessing must
be carried out on the raw survey data. This preprocessing phase
accomplishes two different goals: (1) data quality is monitored
along the processing and (2) the very bright sources detected
during each single observations are localized and inserted in the
background model of the imaging reconstruction algorithm. The
latter procedure can be justified as follows. The brightest sources
(except the Crab Nebula) are known to be highly variable. How-
ever, since they are detected in general at high significance in a
single observation, their intensities can be determined with good
accuracy. Thus, inserting bright sources in the background model,
rather than treating them as several independent components in
the source model, makes it possible to handle source variability
in a natural way without increasing the size of the problem.

All the preprocessing was carried out using the latest avail-
able version of the Swift software contained in the HEASOFT
6.0.3. Below we report in parentheses the name of the standard
BAT tools used during our preprocessing.

For each DPH, our preprocessing pipeline, does the follow-
ing operations:

1. Data are rebinned in energy channels according to the gain-
offset map generated on board (baterebin).

2. The DPH is integrated along the energy axis, between 14
and 170 keV, and a detector plane image (DPI) is generated
(batbinevt).

3. A detector quality mask is created, where hot and cold
pixels are masked out (bathotpix). These pixels are identified
as the wings of the distribution of counts for a given observation;
in general 2% (and so roughly 1% on each side) of the distribu-
tion is excised.

4. An empirical background model is fitted to the DPI
(batclean).’

5. The DPI and the background model are input to a FFT
deconvolution algorithm which generates the sky image
(batfftimage).

6. Source detection takes place on the sky image and a cat-
alog of all sources detected with a signal-to-noise ratio (S/N)
> 6 o is created (batcelldetect).

7. A model for each detected source is created, and it is added
to the background model of step 4. The source model is created

5 The empirical background model built-in in batclean fits (for a given
energy range) a quadratic spatial function plus a series of models which take
care of detector edge effects for a total of 14 parameters. The user is also free to
include sources or different background models. The reader can find more de-
tails about the batclean background model in the documentation included in
the HEASOFT package (a copy of it is also available at http:// heasarc.nasa.gov/
lheasoft/ftools/ headas/ batclean.html).
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TABLE 1
FracTioN oF REJECTED DATA DUE TO ANY SINGLE CRITERION

Fraction

Type (%)
Star tracker 10CK.......cccceevieieiieiiiiieeeeee 9.7
Pointing stability ... 17.4
Outside SAA ..o 10
Exposure > 200 S......ccoceveeiininieniinieieieneen 7
OthErS ..coveiieeieieiecee e <1
All conditions.........ceeveeeerieiererieieeesieeeeene 34

using the measured source coordinates. These coordinates were
preferred to the catalog position because of nontrivial systematic
effects which produced a shift in the measured source coor-
dinates as a function of position in the FOV.°

8. Steps 4 to 7 are repeated until no new sources are detected
in a single 300 s observation.

In order to have the cleanest data set possible, we have ap-
plied cuts on the quality of the data. During the steps above data
are screened on the basis of the following conditions:

1. lock of the star tracker and pointing stability;

2. spacecraft being outside of the South Atlantic Anomaly
(SAA). This information is reported in the housekeeping data
and is referred to a fiducial point inside the SAA;

3. BAT array rate <18,000 counts s~ ;

4. exposure being larger than 200 s;

5. reduced x? of the background fit <1.5;

6. >9 o detected sources must be within a distance of 0.1°
from a known source otherwise they are thought to be spurious
or transient. The observation is flagged for a later analysis, but
not inserted into the final data set.

In Table 1 we list the fraction of exposure which is rejected
if a single data quality cut is applied to the data used for this
analysis. For the current data set, ~34% of the overall exposure
time was rejected because the data did not meet one or more of
the above-mentioned criteria.

After processing and screening the data according to these
criteria, the final data set includes 2671 observations. These ob-
servations are input to the imaging reconstruction algorithm
described in § 2. Figure 2 shows the total exposure map of all
pointings.

All sources detected during the preprocessing phase are listed
in Table 2 along with their identification, their maximum and
total significance (computed as the sum of the squared of sig-
nificances) from this per-pointing analysis, and the number of
detections. The distribution of the offsets of sources in Table 2
from their catalog counterpart is reported in Figure 3. The same
graph shows the extremely good location accuracy of BAT,
which locates 95% of all sources detected in single pointings
within 2.2’ radius. In order to understand the dependence of lo-
cation accuracy on the source significance, we have analyzed
all per-pointing detections (see Fig. 4) and determined that the
offset varies with significance according to

OFFSET = 4.94 & 0.68 x (S/N)~*37&0%99 (aremin).  (11)

This analysis is based only on sources detected during individual
pointings.

© See http:/swift.gsfc.nasa.gov/docs/swift/analysis/bat_digest.html for more
details.



106 AJELLO ET AL.

DEC (deg)
20:00 —

-20:00 —/—

-40:00 —

~60:00 — L

Vol. 678

~

l I
4h 5h 6h

7h 8h 9h 10h

RA (hr)

Fic. 2.—Exposure map (declination, degrees, on left axis; right ascension at bottom), corrected for telescope vignetting, of the survey field presented in text after data

screening.

3.2. Imaging Reconstruction

The 2671 DPIs, along with their background models (created at
step 4 in § 3.1), are input of the imaging reconstruction algorithm.
For this analysis we have used one parameter for the source com-
ponent; moreover, we have allowed the normalization of the back-
ground component to vary separately in each pointing, leading to
a total of 2672 parameters. The map is built in small segments of
5 x 5 deg?. A pixel size of 12" was chosen as the best compromise
between computational time and the resampling factor of the PSF
(~2 in this case). The significance image is shown in Figure 5.

3.3. Setting the Significance Threshold

There are several approaches in order to derive the best sig-
nificance threshold. The ML method leads to perfectly sym-
metric normal Gaussian noise in the pixels of the reconstructed
image. Thus, the most straightforward approach is setting the
threshold as the absolute value of the lowest negative fluctua-
tion. In this case, since the negative fluctuations are given by
noise, one should expect no false detection above this threshold.

As it can be seen in the significance distribution reported in
Figure 6, no negative fluctuations larger than —4.3 are found.

Taking into consideration the number of trials and the normal
Gaussian distribution, we concluded that above the threshold
S/N of 4.5 the expected number of false detections is 0.7. We
also made a Monte Carlo simulation generating a large number
(>1000) of sky images with Gaussian noise. We then counted all
the excesses above the 4.5 o level and found out that the number
of expected false detection is 1.01, in agreement with the pre-
vious finding. A contamination of our sample of sources by ~1
spurious detection was judged to be a good compromise between
detection sensitivity and sample corruption (see § 3.5 for the
chance connected to have a higher contamination). Hence, we
decided to fix the threshold to 4.5 o.

3.4. Noise Properties and Sky Coverage

The sky coverage, for a given survey, is the distribution of the
survey’s area as a function of limiting flux. Knowledge about
the sky coverage is particularly important when computing the
number-flux relation (also known as log N-log S distribution).
We leave the derivation of the number-flux relation to a separate
paper (Ajello et al. 2008), but we are interested in deriving the
sky coverage here, as it brings crucial information about the sen-
sitivity and noise properties of the survey.
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TABLE 2
SoURCES DETECTED DURING DATA SCREENING
R.A. (J2000.0) Decl. (J2000.0) S/N

(deg) (deg) (max) Total S/N Number of Detections Type D
19.1746......coceeeun. —73.4559 16.9 47.7 22 HXB SMC X-1
58.8605.....coeveeiiannnn +31.0270 8.3 8.3 1 HXB V* X Per
83.2654.....coceernnn. —66.3567 11.5 35.0 17 HXB LMC X-4
83.6265... +22.0079 126.9 1505 581 PSR Crab
84.7121... +26.2949 90.5 195 61 HXB 1A 0535+26
94.2964... . +9.1199 8.7 12.6 3 LXB V* V1055 Ori
117.2030....cccuevennnee —67.7483 8.0 30.0 15 LXB EXO 0748-676
135.5234...ccoieee —40.5565 139.3 917 888 HXB Vel X-1
152.4996.......cccueue.. —58.2222 13.7 38.8 18 HXB GRO J1008—57
170.2396 —60.5556 50.2 161.7 79 HXB Cen X-3
176.9183. —61.9794 8.9 8.9 1 HXB V* V830 Cen
186.6980. —62.7649 98.0 401 284 HXB GX 301-2
201.4286. —43.0056 8.8 12.6 2 Sy2 Cen A
235.5705 —52.3704 12.2 14.4 2 HXB V* QV Nor
243.0916 —52.4028 16.1 40.7 19 LXB H 1608-522
244.9860 —15.6526 25.5 76.0 24 LXB Sco X-1
247.9922 —48.8173 8.8 11.5 2 HXB IGR J16318—-4848
250.2720. —53.7497 8.9 19.6 6 LXB H 1636-536
251.4481. —45.6088 13.1 21.8 6 LXB GX 340+0
255.1860. —41.6435 27.0 38.9 8 HXB EXO 1657-419
255.9813 —37.8334 50.2 98.3 22 HXB V* V884 Sco
256.43%......cooveun —36.4345 12.1 13.2 2 LXB Sco X-2

Notes.—Note that the significance of the detection depends on the source intensity, exposure, and on the position in the FOV. The total
S/N was computed as the sum of the squared significances in each observation.

The sky coverage as a function of the minimum detectable
flux Fin is defined as the sum of the area covered to fluxes

f,‘ < Fuin:

N
Q(<Fmin):ZAi7 fl <Fmin7 (12)
i

where N is the number of image pixels and 4; is the area asso-
ciated with each of them.

We have followed two procedures to compute the sky cov-
erage of our survey area:

1. The ML method produces a flux map and an error map as
output of the fitting procedure. In order to get the sky coverage

250

200

P(<r)

100

50

z 150

PRI Bk eSS PAUUR VOY H e

arcmin

Fic. 3.—The solid line is the distribution of the offsets of sources detected in
the individual observations (see Table 2) from their catalog position. The inner
histogram (dotted line) shows the detections of the Crab, while the dashed line is
the cumulative distribution of all detections. The 90% and 95% confidence limits
are at radii of 1.8’ and 2.2/, respectively.

we multiplied the error map by the 4.5 o threshold S/N and then
counted the area as in equation (12).

2. We computed the local (flux) image variance using a slid-
ing annular region whose internal and external radii were 5 and
30 pixels, respectively. The noise of a given pixel is thus com-
puted as the variance of the pixels contained in the annulus cen-
tered on it. The central pixels are excised so that the background
does not include contamination from the source region. This
map is a true representation of the noise in our image. Again, we
multiplied this noise map by our detection threshold of 4.5 o
and then counted the area as in equation (12).

No significant difference appear between the sky coverage
computed in these two ways, suggesting that the error com-
puted by the ML method is very close to (if not the same as) the

10

e
LI |||||||
1 o) 11l

OFFSET [arcmin]

10"

10?

S/N

Fic. 4—Offset from catalog position of sources detected in individual obser-
vations as a function of S/N. The solid line is the function described in eq. (11).



108 AJELLO ET AL. Vol. 678
DEC (deg)
I | |
o 2y
o o
o
PR o
0:00 — s —
9 °
° o
o e e
-20:00 — —
o PS <
o o ©
o
oo © o X
(3 Gl
-40:00 — : 3 a & —
o o
2 o
-60:00 — . -
2 o
Ei._ m

4h 5h 6h

I I l
7h 8h %9h 10h

RA (hr)

Fic. 5.— Significance map of the 90 x 90 deg? surveyed area (declination, in degrees, on left axis; right ascension at bottom). Blue circles mark all sources above 4.5 o
presented in Table 4, while red squares show the position of bright sources which were included in the background model.

real noise term of the sky image. In the left panel of Figure 7 we
report the sky coverage of the entire area and for the extra-
galactic portion of the sky (selected imposing | b | > 15°). As
can be seen from the sky coverage, >75% of the surveyed area is
sensitive to fluxes ~1 mcrab, and all of it to fluxes >2.0 mcrab.
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Fic. 6.—S/N distribution. The dashed line is an overlaid Gaussian with o = 1.

The limiting sensitivity in our image is a bit less than 0.9 mcrab
(or 2.05x 107" ergs cm™2s71).

The analysis of the pixel noise as a function of exposure time
(reported in the right panel of Fig. 7) shows that the survey sen-
sitivity scales oc7-0-3, denoting that systematic errors do not
dominate over statistical ones. We then compared our survey sen-
sitivity to recent results from the BAT and INTEGRAL ISGRI
hard X-ray surveys (Markwardt et al. 2005; Bassani et al. 2006).
In order to perform the comparison, we transformed the sensi-
tivities provided by the authors in different bands to sensitivities
in acommon band (20—100 keV'); the comparison, which is shown
in Table 3, is done in two ways: once by taking into account the
threshold S/N used by the authors in their work, and then once
again based on a common 5 ¢ equivalent sensitivity. The main
result is that for 1 Ms of exposure, our survey is one of the most
sensitive.

3.5. Source Detections and Fluxes

Source detection on the reconstructed image is a straight-
forward process, since significance and flux maps are direct re-
sults of our reconstruction algorithm. All noncontiguous pixels
which meet the criterion S/N > S/Ninresholq are identified. How-
ever, at this stage we have lowered our detection threshold to
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1 merab. The dashed line is the sky coverage for || > 15°. Right: Pixel 5 o sensitivity threshold as a function of pixel exposure time. The dashed line is the fit to data points

corresponding to the function 3.0 merab(7/100 ks) %>

(an optimally chosen) 3.5 o. Indeed, our procedure of using a
precomputed response over a 6’ pitch grid on a 12’ pixel-size
map might produce a small loss in the reconstructed sources’
fluxes and significances. In order to overcome this problem, we
have generated, for all the above candidates, a 5’ pitch grid map
using the correct instrumental response (i.e., not precomputed
on a 6’ pitch grid). One such map has already been shown in
Figure 1. Only those candidates whose significance, as derived
from the oversampled small maps, exceeds the 4.5 ¢ threshold
are kept in the sample and fitted with the instrumental point-
spread function (the batcelldetect is used here) in order to
determine the most accurate source parameters. This proce-
dure allows us to recover the correct source significance and
flux at the cost of a slightly larger number of false detections.
Indeed, due to the increased number of trials, the expected
number of false detection is now 1.5. We remark that our map is
one realization over many; thus there exists a nonzero proba-
bility that the number of false detection exceeds the (averaged)
value estimated here. Our Monte Carlo simulation shows that the
probability of getting a number of false detections of 2, 3, and 4
is, respectively, 0.21, 0.09, and 0.02.

3.6. Detected Sources

We have detected 49 hard X-ray sources in our survey. Four
of these sources are residuals caused by imperfect modeling (and
inclusion in the background model) of bright sources which are
detected in individual DPHs. These four sources (LMC X—4,
EXO 0748—676, Vel X—1, and V* V1055 Ori) are still detected
in the reconstructed image with a S/N of 20—40.

In Table 4 we report the coordinates and fluxes of all 45 ser-
endipitous objects detected above the 4.5 o detection threshold.

We have correlated our sources with the ROSAT All-Sky Sur-
vey Bright Source Catalogue (Voges et al. 1999) in the same
way as in Stephen et al. (2006). In Figure 8 we report the num-
ber of BAT sources which have at least one ROSAT source within
a given radius. Also, to understand the contribution of chance
coincidences to these associations, we performed a Monte Carlo
simulation using 5 x 10> positions randomly distributed in our
field. Due to nonuniformity in the distribution of ROSAT sources,
the probability of a chance association increases slightly toward
negative Galactic latitudes. Taking into account the highest den-
sity of ROSAT sources (for —40° < b < —20°), we find from
Figure 8 that using a radius of 300" for the identification of our
sources will yield a probability of chance coincidence of 0.015
(one wrong identification overall).

The same figure also yields information about the BAT point-
spread function location accuracy (PSLA), as the BAT uncertainty
in the position dominates the ROSAT error. Thus, assuming that
the ROSAT position is the “true” source position and consider-
ing only the ROSAT associations, we fitted an inverted Gaussian
to the curve of Figure 8 (see Fig. 9); we derived that 95% and
99% of all spatial coincidences are within 3.3’ and 5, respectively.
Thus, using a 5’ radius for source identification yields the best
compromise between probability of finding the BAT counterpart
and chance coincidence.

It is not surprising that <70% of our sample is correlated
with the ROSAT catalog, since photoelectric absorption might
play an important role. Using the ROSAT catalog we were able

TABLE 3
SENSITIVITIES OF DIFFERENT HARD X-RAY SURVEYS

Energy Sensitivity® Equivalent 5 ¢ Sensitivity”
Instrument Reference (keV) S/Nty (at 1 Ms [mcrab]) (at 1 Ms [mcrab])
INTEGRAL.......cccceovrerennne Bassani et al. (2006) 20-100 5.0 0.8 0.8
BAT ..o Markwardt et al. (2005) 15-195 5.5 1.3 1.2¢
BAT .o This work 14-170 4.5 0.86 0.95

# The sensitivity is computed by considering the noise-exposure relation provided by the authors (e.g., Fig. 7, right) evaluated at the

threshold S/N they used to detect sources.

° Sensitivities are computed assuming a threshold S/N of 5 ¢ for all instruments/surveys.
¢ The sensitivity reported by Markwardt et al. (2005) is referred to the all-sky analysis. Their best 5 o sensitivity in high-latitude fields is

~1.0 mcrab for 1 Ms of exposure.



HTY ax1 4 aF$-6160 NY T19 961 LS'6 SEITSS— €SLOOpT TISS—€'0T601
€ 0T 81 91+ “6'ST 81 60 X ¥ S'14s8 $T $0LO N 019 L9 €€ L86T'91 §0s9'6€T LI9T+9'8160(
9'6T 61 29— 6’80 91 60 X 14S 6'C €rv06 VAT 0€8 4 L0'T 65€T9— creer o 1229—T'L160f
e e e 9%9 I's 86°S 1L£0°ST 8789°¢cl TOST+L¥S80f
08L 0's L6'T €1e¢se— [YT 1€l : 1ESE—6'7P800
d 0s0 70 90T D€ 998 8's €T LoYTTI— 9ss6'6TT PITI—8'6£80(
1Y 148 L0 9pI1 T 16L 'S 10y 9L66'SE— Is19'6gl e 65S€—'8€80(
HTY Tesing ) 4dSd EPA S0L LT 'L ILLTSh— 80€8'8C1 “OISY—E$E800
€ 20 9S ¥0— ‘0’10 €T 80 X s 0C LS¥0—¥"€280r LAIMS 98 18 €Te 10v6'v— [Legsgr o 9$+0—€"€780(
e = e 00L 9f 97T 1296 osLgger o LEG0+S TT80f
6t 90 SO+ +'S0 0 80 X o s 6’1 a£0T¥ DON 9¢L '8 187 €0z1°S Tsso 1Tl : "LOSO+T 7080L
LS €/ 8E— TIP 65 L0 X TN TI4S $0 TP8E—L6SLOM AOT 08 09 06 TTrL8E— (44701 1 S Y78€—6'6SLOf
o | e e 698 S6'v 98'1 YIEL'ST— fosLgrr o €4ST—0'EPLOL
s 9¥8 79 LLT 96¥L 1€~ LTIGPIT YPIE—9'6€LOL
€ LO TE €1— ‘§'LE TE LO X AD 'l TE€E1—S'TELOM TAIMS 028 6'S S8l LEOS ET— grererr o 0€€T—§"TELOS
q AD €1 TND D€ A 8LS 6'S 0¢'¢ v126'6 TSLRTIT SS60+S TELOL
d axXH $¢ Jdnd THPA LA 1$8 Ly L8'1 9690°97— C14°] 4 A ¥097—9'87LOf
| o e 058 € 6'1 6£01°vT— 1S68°TT1 "90¥T—$'LTLOT
¥ €6 ST ‘8’11 OF 90 X o TI4S $T 9T D06t 0S4 €6L € 44 1€68'ST— [€00°001 e £55T—0'0%901
o d 148 8T QILYSL VaAT €16 L9 9¢ 66LE8E— LETS68 TT8¢—08SS0L
¥T LT L0— $T1 TS SO X s ) 011T DON LLY L'gg v0'CE PSSHL— 1170°88 : “LTLO—T1°TSSOr
ST 9T 26— Y0¥ 05 S0 X A oeT 1d v'T aCTE—8YS0 S €88 I'9 or'e 0197°CE~ so1LLg S1TE—8°0SS0r
S 6€ 8T— “I'HS 6€ SO X ¥ Tezelg $T a98T—LESO S 858 9y 89°¢ 620L'8T— €566p8 TH8T—6'6£S0f
e 19 Tesing vl a£'69—0¥S0d USd 189 I'8 0€'9 0€T€69— 88618 “6169—6"6£S0f
19 axXH vl al"X ON'T 189 '8 8t 012L'69— L168'18 €469~ S 6£500
d axXH 1'C a£°X DT 9TL 99 01 8YIT'P9— LILLYS 90%9—0"6£S0f
1Y AD I'c Pld ML LA 008 96 81 0020'8S— 0Lp9'€g 108S—S"¥ES0r
d L0d—AD €1 a9 AL LA 706 601 SIS $96L°TE~ Ipseeg 0 LYTE—¥'6TSO0f
6T LT 9€— ‘6'LS TT SO X o ovTId 9f a120D-79¢ 0sd LT6 Ly $9'¢ €€Th9e— 185908 e $79€—9'TTSor
e d 148 $'1 GV old 06 € 8t LSSL'SY— 09v66L SySH—L"6150f
I TT 6€ TE— “S'SE 61 SO X ¥ S'148 'l 810 D-79¢ 0sd 606 T8 8LY 0TL9°TE— PP88°6L " OYTE—S 61501
e e e e €€T 4 08'€ 09591 6€8T6L €€91+1°L150f
d 145—0S0 $T aC00—€150€ OSO €Lg 19 9L TEET0— 9600°6L LO00—0"91S0f
d ax1 80 a OP—€150 Nt €6 01 20°s 8550°0b— 9YIS'8L “€00Y—0"F1S0r
d SIS $T a0ST9 ASD 1€C Ly LEL §9T$91 veeLLL oo 1€91+8°01500
I O°LT IS €2— ¥'S¥ S0 SO X s L1 8YET—L'S0S0r LAIMS 918 TL 79T 9998'€T— pLOY'OL e 1S£T—8°5050f
e d TI4S 60 aSTO-€1-10- DO 9% 6F €Le 0rT8'€— socec, o e 6¥£0—9" TSHOr
d 148 I 0TI D€ 91€¢ 0l 0L YLEE'S 786789 0TS0+1"EEHOL
d 148 $e Al 1LS—9SSTHOl DXV €08 4 20T SLLT'LS— 120999 e 01LS—+9THOr
€2 TP €0+ TIT L0 ¥0 X s Ly 0'S01 D¢ 0€€ s 1Ty L1S9°€ 8LIGT9 9€€0+9°LOYOr
00ULIRJOY uonisod LIX SSo[ere) odAL (urwore) uoneoynuop| (100D  N/S (830 0D (8op) (3op) SweN LAIMS
=N11o) amsodxg xn[g (0°0002r) 2@ (0°00020) VI

SHO¥NOS AVY-X Q¥VH QdLOaLa(]
7 419VL

110



"900C [& 10 O[[afy (€) *S00T '[e 10 BOUUSY (7) :9500T ‘BSOOT ‘& 10 I9[[an], (] )— STONaUIay

‘uaA01d 9q 0} SBY UOBIOOSSE 9} “IOAIMOY $X0q JOLID dY) Ul 90IN0S JFSOY © Sey 192[qQ

"€0VE60+F TETTSON X YA SOPIOUIOD 20IN0S SIYT, (661 'T€ 12 MM ) So[ered VDM oy ut paprodar ‘¢€60+S 11801 VOM T “HedIaunod 7SOy € sey LE60+S 1180[ 921mos
(5661 UeIqE] 79 PIOJMEI)) SUONLAISAO DS .LFSOY (S 11) BUO] ® Ul pajodjop sem 7T D€

JX0) 9y} Ul PAqLIDSOP POYIOL AU} YIm 20IN0S WSLIE [FSOY © 03 Awrxod )1 0) SYUEL) POYHUSP 20IN0S

'SUONBAISSQO X =X ‘S0[e1ed DdJ utoisuiyg =4 ‘So[e1ed [-OpygH =H ‘So[eied TrYDALNI =1 ‘S0[e1ed [FSOY=4 :U0NeIYNUIPI I0J Pasn sjuswnysul pue s3oeie)

‘Jpunop po15Aydo.isy Y} JO UONIPI UL dY) Ul ULI0J S[qePRII-dUIYIRW Ul 9[qR[IBAR OS[E SI § 9]qe] — dLON

d s 81 a180€ DDN 99¢ 801 08'L 198°CC— c088°6yT 1$22—5'6S60(
| 148 ) LTT Of 185 L'ty 8S°S 161+°L Lyp6opl STLO+L LY60S
S 95 0€— ‘8'6€ LY 60 X Td s 9°0 a0¥0 D —¥€r OSH 119 8'TC 10°81 88€6°0€— 1ST6°9%1 - 950€—9"L¥60(
vE 61 ¥1— ‘I'TY S¥ 60 X A 6’148 Sl aC66T IDON 129 s 60'S LOOE YT~ 090 9p1 1TP1—6"St601
(4 1T €0 80— ‘0°9% 0T 60 X s 7T Z10-¥C-10— DOW L '9 €0°¢ 7L80°8— verzopr o $080—8°0760f
QouRIJOY uonisod I¥X SSo[ee) CIINY (uruwore) uonesynuap| (s 001) N/S (s80 ,_01) (8op) (8ap) oweN LAIMS
WSPO amsodxy PUIE | (000020 P°@  (0°00020) VA

panunuo)—p A1dV.L

111



112 AJELLO ET AL. Vol. 678
T T T TTT || T T T T TTT || T T T T TTT || T T T T T TTT
1 __ CT T T T T T T T T [ T A T7T
i 0.015 | -
08 = C ]
v, L ]
Y 0.01 - ]
<] - .
C & - ]
B 0.005 - ]
w 00 = ]
:a’ B 0 -_I I T T R B T R i
8 B 200 300 |
oV R ["
04 ("] |
02 _
O 1 I 1 11T 1 1 T 1 111l 1 1 L1111 II 1 1 111117

100 1000

Distance R to nearest ROSAT source ["]

Fic. 8.—Probability of finding at least one ROSAT source within a given radius for our source sample of Table 4. The thick solid line is the probability for the real
sample, while the thin line is the expected contribution of chance coincidences. The inset shows a close-up view of the chance coincidence curve for the region of interest
(200" < R < 300"); the dashed line is the chance coincidence distribution for latitudes —40° < b < —20°, while the dotted line is for 0° < b < 20°.

to identify 30 of our sources. These sources are generally the
brightest in our sample, and they were already detected by pre-
vious observatories (Macomb & Gehrels 1999).

Using the same 300" error radius, we searched for spatial
coincidences between our sources and both the HEAO-1 cata-
log of high-energy sources (Levine et al. 1984) and the second
INTEGRAL 1IBIS catalog (Bird et al. 2006). We found that two
sources had already been detected in hard X-rays by HEAO-1, and
seven objects, including also the previous two, by INTEGRAL.
All of these seven sources had already been detected at low en-
ergy by ROSAT. Two additional sources, 3C 227 and V* BG CMj,
have an Einstein IPC counterpart (Harris et al. 1990). 3C 227
was also detected during a long (11 ks) ROSAT PSPC observa-
tion (Crawford & Fabian 1995).

-
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Fi6. 9.— Gaussian fit to the curve of Fig. 8. The PSLA at 95% and 99% con-
fidence is, respectively, 3.3" and 5'.

Some of the new sources can be identified using the narrow-
field X-ray telescope (XRT) on board Swift. With its 5 position
accuracy XRT is able to pinpoint the source counterpart in less
than 2 ks. We requested and obtained three follow-up observa-
tions of our targets (J0732.5—1330, J0823.3—0456, and J0918.6+
1617), and this allowed us to firmly identify the counterpart of
those sources (Ajello et al. 2006). Other sources (e.g., J0916.4—
6221, J0519.5—-3240, J0505.8—2351, and J0920.8—0805) were
observed by XRT as part of the ongoing effort of the BAT all-sky
survey (Tueller et al. 2005a, 2005b; Kennea et al. 2005). We also
searched the Swift archive for XRT observations covering the
fields of our sources.

A total of 17 sources can be firmly identified thanks to XRT.
The results of all the identification efforts using X-ray catalogs
and XRT are reported in Table 4. Details of all sources identified
using XRT are given case-by-case in the next section.

Using the sources with a known X-ray counterpart, we report,
in Figure 10, the sources’ offsets from their catalog position as a
function of significance. A fit to the data shows that the offset
varies with S/N as

OFFSET = 10.7(£1.9) x S/N79E008)(aremin).  (13)

Moreover, from the same plot we expect, for a 4.5 ¢ detection,
the maximum offset to be 5'; this is in perfect agreement with
what is shown in Figure 9. The offset derived for a 10 o source
from the previous relation and from equation (11) (i.e., the same
10 o source is detected in the single 300 s sky image) is 1.18" and
1.26/, respectively. The small difference between the per-pointing
location accuracy and the accuracy in the summed image is due
to the fact that equations (11) and (13) are computed for differ-
ent ranges of S/N. Indeed, sources detected in the survey image
(sum of 2671 shorter observations) span the 4.5—10 range of
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Fic. 10.—Offset of the sources detected in the final survey image as a func-
tion of their significance. The solid line is the fit to the data with the function
OFFSET = 10.7' x S/N~%%_ The long-dashed line is the fit to >3 o deviations
from the previous fit and gives the maximum expected offset for a given signif-
icance. For comparison, the short-dashed line shows the best fit (eq. [11]) to the
offset-significance relation for sources detected in individual pointings.

significance while most of the sources detected in single point-
ings have S/N greater than 9 o (see Fig. 4). Thus, we can affirm
that our survey analysis preserves the good location accuracy
of BAT.

3.7. XRT Observations

SWIFT J0407.6+0336.—XRT observed this source field for
7 ks on 2006 July 11. The only detected object, at R.A. (J2000.0) =
04"07™16.2%, decl. (J2000.0) = +03°42/24.3", is coincident
with the Seyfert 2 galaxy 3C 105.0 and 4.7’ distant from the
BAT position. This is the first time that 3C 105.0 has been de-
tected in X-rays.

SWIFT J0505.8—2351—XRT observed this source field for
3.2 ks on 2005 August 20, 2005. Only one source is detected
within the BAT error box, at R.A. (J2000.0) = 05"05™45.4,
decl. (J2000.0) = —23°51'16.8" coincident with the Seyfert 2
galaxy 2MASX J05054575—2351139. This object was already
identified as the BAT counterpart in Tueller et al. (2005D).

SWIFT J0519.5—3240.—A 7 ks XRT observation was per-
formed on 2005 November 26. In the XRT field only two objects
are detected. The brighter one, at R.A. (J2000.0) = 05"19™35.5°,
decl. (J2000.0) = —32°3922.4" is only 1.1’ from the BAT
position. The fainter one was detected at R.A. (J2000.0) =
05"19™m25.8%, decl. (J2000.0) = —32°42/32.3" and itis only a
2 o detection. The bright source is associated with the nearby
Seyfert 1.5 galaxy ESO 362-G018 (also detected by ROSAT as
1RXS J051936.1-323910). ESO 362-G018 was already iden-
tified as the BAT counterpart by Tueller et al. (2005b).

SWIFT J0522.6—3625.—XRT observed this field for 899 s in
May 26 2005. Only one source is detected, at R.A. (J2000.0) =
05"22m57.8%, decl. (J2000.0) = —36°27'29.7" at 4.6’ from the
BAT position. The XRT source is coincident with ESO 362-G021
a BL Lac object already detected by ROSAT and XMM-Newton at
lower energies and by BeppoSAX in hard X-rays (Donato et al.
2005).

SWIFT J0539.9-2842.—An XRT observation of 14 ks
took place on 2005 December 8. A faint source is detected at
R.A. (J2000.0) = 05"39™09.3%, decl. (J2000.0) = —28°41'01.5",
coincident with the z = 3.1 QSO PKS 0537—2843 and 2.5’ dis-
tant from the BAT position. The QSO was discovered in X-rays
by the Einstein Observatory (Zamorani et al. 1981) and then
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studied by ROSAT, ASCA, and lately by XMM-Newton. The BAT
detection in hard X-rays is the first to date.

SWIFT J0550.8—3215.—A 9 ks XRT observation took
place on 2005 May 21. A very bright source is detected at
R.A. (J2000.0) = 05"50™40.4%, decl. (J2000.0) = —32°16'15.5",
2.4’ distant from the BAT position. The XRT source is associated
with a well-known blazar PKS 0548—322, already detected in
hard X-ray (see Donato et al. 2005). The blazar is then the BAT
counterpart.

SWIFT J0552.1—0727.—During 9 ks of exposure on 2006
April 8, XRT observed a bright source located at R.A. (J2000.0) =
05"52™11.5%, decl. (J2000.0) = —07°27'24.2". The object is co-
incident with the well-known Seyfert 2 galaxy NGC 2110, and
its position is only 0.4’ away from the BAT detection. The detec-
tion of NGC 2110 in the 3-20 keV band by RXTE (Revnivtsev
et al. 2004) and the presence of no other source in the XRT field
secure the identification of NGC 2110 as the BAT counterpart.

SWIFT J0640.0—2553.—During 2.8 ks of observation on
2006 March 23, XRT observed only one bright source at
R.A. (J2000.0) = 06"40™11.8%, decl. (J2000.0) = —25°5341.5"
coincident with the Seyfert 1 galaxy ESO 490-G26 (already de-
tected in soft X-rays by ROSAT as RX J064011—25536). The
source position is 2.5’ distant from the BAT detection.

SWIFT J0732.5—1330 (aka SWIFT J0732.5—1331).—XRT
observed this field for 4 ks on 2006 April 28. Only one source
is detected in the XRT field, at R.A. (J2000.0) = 07"32™37.7¢,
decl. (J2000.0) = —13°31/08.6". This source is coincident with
an USNO B1 star J073237.64—133109.0. The source was al-
ready identified as the BAT counterpart by Ajello et al. (2006).
Follow-up measurements in the optical determined that this
source is a new intermediate polar (Wheatley et al. 2006 and
references therein).

SWIFT J0759.9—3844—XRT observed the field of this source
for 7 ks. Three sources are clearly detected. The brightest of them
is located at R.A. (J2000.0) = 07"59™m41.25, decl. (J2000.0) =
—38°43’57.9" only 0.5" away from the BAT position, while the
remaining two are more than 10" distant. The brightest object is
coincident with the INTEGRAL source IGR J07597—3842 and
with the ROSAT source RX J075942.0—384359. The fact that
the only source within 4’ from the BAT position was also de-
tected by INTEGRAL in hard X-rays (den Hartog et al. 2004)
makes this source the BAT counterpart. The probable association
with an IR point source IRAS 07579—3835, and a 1.4 GHz radio
counterpart (NVSS archive) makes the case for the object having
an AGN nature. This source was identified as being a Seyfert 1.2
galaxy during a recent optical spectroscopy follow-up (Masetti
et al. 2006D).

SWIFT J0823.3—0456.—Only a single faint source was ob-
served by XRT during 1.2 ks of exposure on 2006 January 6. The
source is located at R.A.. (J2000.0) = 08"23™01°%, decl. (J2000.0) =
—04°56'02.5",2" away from the BAT detection. The object is co-
incident with the galaxy FAIRALL 0272 and was already iden-
tified as the BAT counterpart by Ajello et al. (2006). An optical
follow-up showed that the source is a Seyfert 2 galaxy (Masetti
et al. 2006a).

SWIFT J0918.6+1617 (aka SWIFT J0918.5+1618).—This is
another source found thanks to our algorithm (Ajello et al. 2006).
During an XRT follow-up of 0.6 ks, the only detected source
is located at R.A. (J2000.0) = 09"18™25.8, decl. (J2000.0) =
+16°18'20.8", 2.5 away from the BAT position and coincident
with the galaxy Mrk 704. Mrk 704 was previously detected in
soft X-rays by ROSAT (Schwope et al. 2000). In a recent opti-
cal follow-up, the galaxy was found to be a Syl (Masetti et al.
2006a).
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SWIFT J0920.8—0805.—An XRT observation of 8.5 ks took
place on 2005 December 10. Only one source is detected in
the entire field. Its position, R.A. (J2000.0) = 09"20™46.0°,
decl. (J2000.0) = —08°03’21.8", is coincident with the Sy2 gal-
axy MCG —01-24-012, and is 2.2’ distant from the BAT position.
This object was already identified as the BAT counterpart by
Kennea et al. (2005).

SWIFT J0945.9—1421.—An XRT observation of 11 ks took
place on 2006 July 8. The only source detected inside the
BAT error box is located at R.A. (J2000.0) = 09"'45™42.0°,
decl. (J2000.0) = —14°19’33.7". The source is coincident with
the Seyfert 1.9 galaxy NGC 2992 and is 1.5’ distant from the
BAT detection. The source was already detected in soft X-rays
by ROSAT as 1RXS J094541.9—141927.

SWIFT J0947.6—3056.—XRT observed the source field
for 10 ks on 2005 December 9. Only one bright source is
detected, at R.A. (J2000.0) = 09"47™39.8°, decl. (J2000.0) =
—30°56'55.4", coincident with the Seyfert 2 galaxy ESO 434-
G040 and only 0.4’ distant from the BAT position. The galaxy
was also detected in hard X-ray by INTEGRAL (Bird et al. 2006).

4. CONCLUSIONS

We have presented an application of the maximum likelihood
method as a deconvolution technique used to reconstruct the sky
image when dealing with a coded-mask instrument such as BAT.
The main difference with other image reconstruction algorithms,
such as the standard cross-correlation technique, is that a sky dis-
tribution model is forward-folded through the full instrumental
response and fitted to the detector plane counts in order to derive
the most probable sky image. This is realized in a single step
including data from many pointings, and thus no image mosa-
icking is required. This study was motivated principally by the
capabilities of the ML method (1) to fully preserve the statistical
information in the data and (2) to reduce the systematic errors
connected to mosaicking techniques that other methods cannot
avoid. This leads to an improvement in sensitivity over other
methods.

Moreover, this study is motivated by the need to use sensitive
imaging techniques for the study of the hard X-ray sky. Al-
though deep soft X-ray surveys (0.5-2.0 keV) were able to re-
solve the majority of the CXB emission into discrete sources
(Hasinger et al. 1998), only a minor fraction of the CXB above
8 keV is resolved (Worsley et al. 2005). Furthermore, the bulk
of the CXB radiation is emitted around 30 keV (Marshall et al.
1980), and the exact nature of the source population responsible
for the background at these energies is unknown because of the
low sensitivity of previous hard X-ray telescopes. The BAT coded
mask detector, on board the Swift mission, represents a major
improvement in sensitivity for imaging of the hard X-ray sky;
thus, we tested our ML imaging algorithm on BAT survey data.
This study was also complemented by an optical spectroscopy
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campaign aimed at identifying BAT-discovered extragalactic hard
X-ray objects (Rau et al. 2007).

The results presented in the previous sections can be summa-
rized as follows. After screening our data set for bad data, as
discussed in § 3.1, the final survey image obtained using the ML
method produces a perfectly Gaussian normal noise. We detected
49 hard X-ray sources above the 4.5 o detection threshold. Only
12 were previously known as hard X-ray emitters (previously de-
tected by INTEGRAL or HEAO-1). Thirty-seven are new sources
detected by BAT due to our image reconstruction method. The
correlation of BAT sources with the ROSAT catalog shows the
extremely good location accuracy of the BAT instrument which is
also preserved by our algorithm. It is also worth noticing that
~30% of our sources are not correlated with the ROSAT objects;
this is most probably due to the presence of photoelectric absorp-
tion in some of the new BAT sources. The analysis of the limiting
flux as a function of pixel exposure (see Fig. 7) for the recon-
structed image sum of all observations, shows that systematic
errors do not dominate over statistical ones and that BAT should
be able to achieve, in the future, a sensitivity of 0.5 mcrab with
3 Ms of exposure (if systematics remain at this level). The
sky coverage shows that 75% of the survey is covered to flux
~1 mcrab and all of it to fluxes >2.0 mcrab. All of this makes
this analysis one of the most sensitive surveys ever performed
in the hard X-ray domain.

The optical spectroscopy identification of the new sources
and a discussion about the optical properties are left to a separate
paper (Rau et al. 2007), while the statistical and spectral X-ray
properties will be discussed in Ajello et al. (2008).
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