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Loan-Portfolio Quality and the Diffusion

of Technological Innovation

Abstract

We study the economic forces that drive innovation in credit-risk assessment and the role of reg-

ulators in fostering technological progress. Recent regulatory proposals base capital-adequacy

standards on banks’ own internal systems and call for regulators to establish a set of “best

practices” for the industry. We find that the dissemination of innovations mandated by this

approach generates a tension between lowering aggregate banking-system risk ex post and pro-

viding banks with incentives to innovate ex ante. Moreover, this tension arises purely from

regulatory concern for bank safety and not from any interest in promoting competition. We

show that achieving the optimal level of innovation requires that regulators restrict the diffusion

of technology. If regulators are unable to commit to specific dissemination policies, it may be

beneficial to let banks assert intellectual property rights through, for instance, the patenting of

their innovations.



1 Introduction

Financial innovation has played an important role in shaping financial markets by extending their

scope and increasing their efficiency (Van Horne, 1985). This is particularly true for financial in-

termediaries in the fields of risk measurement and risk management, where new analytic tools such

as credit-scoring methodology, wider availability of data, better information processing (advances

in IT), and new financial instruments such as credit derivatives have profoundly changed the na-

ture of financial intermediation.1 The new regulatory standards commonly referred to as “Basel

II” explicitly recognize this transformation for they base each bank’s capital requirement on the

riskiness of its portfolio as assessed by its own, often proprietary, systems. In this paper we analyze

the economic forces that drive financial innovation in credit risk management, and the role played

by regulators in fostering such advances.

Such an analysis is of primary importance in light of recently proposed changes to the regulatory

framework that give supervisors and regulators direct responsibility for encouraging the develop-

ment of risk-management systems through the supervisory review of banks’ internal risk-assessment

models. Moreover, as a way of reducing risk in the banking system, these proposals mandate estab-

lishing a set of industry “best practices” and distributing any newly developed methodologies to

all banks.2 Recent comments on Basel II by Federal Reserve Board Governor Laurence H. Meyer

summarize this role for supervisors:3

“We’re not smart enough in Washington to figure out what the best practices are for

banks, but we are smart enough to ask banks what they’re doing and to identify what

best practice is and then to spread it around.”

We point out that there is an inherent tension between the development of effective risk-

assessment tools by banks and the diffusion of such technology by regulators. Any diffusion policy

aimed at reducing banking-system risk must therefore balance the ex post benefits of widely adopt-

ing financial innovations with the ex ante protection of the innovator’s intellectual property rights
1See Mishkin and Strahan (1999) or Allen, McAndrews and Strahan (2002) for a description of these trends, and

Hauswald and Marquez (2003) for a formal analysis.
2The new “internal-risk based” capital standards place heavy emphasis on proprietary risk-management practices,

especially in the area of credit risk. For details, see BIS (2003a) and, especially, the discussion of “Pillars 1 and 2”
of the Basel II Proposal. Hirtle et al. (2001) discuss the regulatory challenges of this approach.

3Interview published in ABA Banking Journal, September 2001, p. 43.



so as to preserve the incentives for innovation.

To study these issues, we present a model in which two banks compete for borrowers by screen-

ing loan applicants and making loan-rate offers in each of two periods. In the first period, one bank,

a “technology leader,” invests in the development of a technology for credit-risk assessment and

uses the results of its credit screens to compete against an uninformed intermediary. Improvements

in the technology for assessing credit risk allow lenders to better sort borrowers and thereby avoid

extending loans to applicants that are not creditworthy. In the second period, the uninformed bank

acquires this technology with a certain probability that is set by bank regulators and that depends

on stated dissemination policy. If such diffusion takes place, both banks acquire information be-

fore competing for borrowers; otherwise, the technology leader competes against an uninformed

intermediary as in the first period.

We find that the technology leader’s investment in developing financial innovations decreases

in the probability of diffusion of these innovations as well as in the average creditworthiness of

borrowers. Since the price of a loan is competitively set, the diffusion of technological advances

puts both banks on a more-equal footing and leads to more aggressive bidding for borrowers in the

second period. This increase in competition lowers the price of the loan and reduces the overall

returns to investments in technology, thus decreasing the technology leader’s incentive to innovate.

Similarly, increases in the average creditworthiness of borrowers reduce overall credit risk and

therefore the necessity for screening, again making lending markets more competitive and lowering

the innovating bank’s investment.

Although financial regulators typically have a wide array of responsibilities, we focus on their

role in minimizing credit risk in the banking system. To this end, regulators choose the probability

of technological diffusion after the technology leader has innovated. Our main result establishes

that regulators should restrict the extent to which they disseminate the technology so as to partially

protect the informational monopoly created by the leader and encourage financial innovation. Al-

though ex post the aggregate loan-portfolio quality of the banking system increases in technological

diffusion, regulators may wish to respect intellectual property rights to provide ex-ante incentives

for financial innovation.

However, such a regulatory approach presupposes that regulators can credibly commit to an-

nounced diffusion policies. Such commitment may not be feasible, given the evolving regulatory
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framework and political pressures that mandate the establishment of best practices in credit-risk as-

sessments. Also, regulators themselves may wish to standardize risk-assessment techniques through

dissemination in order to facilitate the supervisory function. Since the ex-post expropriation of

proprietary technology leads to suboptimal levels of financial innovation and increased aggregate

loan-portfolio risk, it might be in both the regulators’ and the technology leader’s best interests

that banks take steps to assert their intellectual property rights over financial innovations through,

for instance, patenting (see Lerner, 2002). We find that, despite limiting competitors’ ability to

make use of innovations, some activity on the part of the innovating bank to protect its technology

is always beneficial in the sense of both increasing the extent of innovation and reducing aggregate

portfolio risk. Moreover, regulators may wish to resort to other devices, such as less frequent audits

or greater regulatory leniency, as additional ways of rewarding innovators.

Our main contribution is to establish the existence of a trade-off between individual bank prof-

itability driven by financial innovation and overall banking-system risk. When one bank improves

the quality of its credit screen, it is able to reduce its own portfolio risk by avoiding loans to borrow-

ers that are not creditworthy and to raise its profits by increasing its information advantage vis-à-vis

other lenders. Similarly, the dissemination of improvements in credit screening and their adoption

by competitors lowers the overall credit-risk exposure of the banking system. However, putting all

banks on a more-level playing field increases competition, thereby reducing the profitability of the

innovating bank and hurting its incentive to innovate in the first place. It is this trade-off between

risk-reducing diffusion of technology and the profitability of investments in innovations that is at

the heart of our analysis.

To the best of our knowledge, the role of regulation in fostering financial innovation, its diffusion,

and the protection of intellectual property rights in this area has been little studied. An exception

is White (1997), who surveys public-policy issues arising from the interdependence of regulation

and financial innovation. Instead, the analysis of financial innovation has traditionally focused on

new products and financial instruments (see, e.g., Tufano, 1989 and 2002) rather than on business

processes and methodology, which are central to our analysis. For example, Merton (1995) examines

the regulatory challenges posed by product innovation.

Closer to our work are Bhattacharyya and Nanda (2000), who study the incentives investment

banks have to innovate as a function of client characteristics and market structure, and Anand
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and Galetovic (2000), who investigate banks’ incentives to preserve their private information in

the presence of weak property rights. Concerning intellectual property rights over financial innova-

tions, Lerner (2002) studies the growing importance of financial patents, while Herrera and Schroth

(2003) analyze the incentives for developing financial instruments in the absence of explicit patent

protection in a setting similar to ours, in which the innovating party takes steps to protect its intel-

lectual property. In a similar vein, Anton and Yao (2002) analyze how the strength of intellectual

property rights affects firms’ incentives to patent innovations or to rely instead on secrecy in order

to keep these innovations private. Our analysis focuses on the incentive effects of regulatory policy

that would force proprietary technology into the public domain.

Furthermore, this paper is clearly related to the broader question of R&D incentives and the dif-

fusion of innovations (see Reinganum, 1989 or Tirole, 1988 for surveys). In particular, our analysis

identifies a trade-off for policy makers similar to that known from the literature on the patenting of

innovations that studies the conflict between promoting competition by making innovations widely

available, and fostering technological progress by allowing firms to retain ex post monopoly power

over their discoveries. For example, Benôıt (1985) studies innovation and imitation in a duopoly

when a technology leader enjoys a timing advantage as in our model, but the paper does not address

the public policy issues that are our focus. A distinguishing feature of our approach is that, unlike

in the R&D literature, the regulators’ objective in our model is not to promote competition per

se, but rather to reduce credit risk in the banking system. However, regulatory actions taken to

reduce risk have the side effect of enabling banks to compete more effectively with the technology

leader through the wider adoption of innovations. Although the resulting trade-off resembles that

found in the R&D literature, it stems purely from regulatory concerns about bank risk rather than

from loan-market competition.

The paper is organized as follows. In the next section, we discusses in more detail the role of

supervisors under the Basel II proposal before describing the model in Section 3. Section 4 derives

the lending equilibria and examines banks’ technological investments. In Section 5, we characterize

the aggregate loan-portfolio risk and analyze the regulators’ decision problem. Section 6 studies

the incidence of protecting intellectual property rights when regulators are unable to commit to

not expropriate the innovation. Section 7 discusses further implications and possible extensions.

Proofs are mostly relegated to the Appendix.
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2 Risk Assessment and Regulation

The Basel II regulatory standards that are to be finalized by mid-2004 and are scheduled to come

into force by 2007 comprise three distinct “pillars:” risk-based capitalization standards, supervisory

validation of banks’ risk-assessment methods, and public disclosure and market discipline. Our focus

is primarily on the second and third pillar that ascribe a crucial role to regulators in identifying best

practices in risk assessment and management and in disseminating them with a view to creating

industry-wide standards.

The recent Third Quantitative Impact Study (BIS, 2003b) reveals that capitalization standards

under the most advanced internal risk-based systems provide powerful incentives for banks to invest

in the development of such proprietary technology. Under Pillar 1 of the proposed Basel II rules, 65

large, global banks (“G10 banks” of the standard-setting countries) would be able to decrease their

capitalization by 2% under advanced systems, whereas their capitalization would have to increase by

11% if they used the standardized (nonproprietary) default risk-rating system. For a similar group

of large EU banks, capitalization requirements would decrease by 6% under proprietary systems

for (credit) risk assessment that conform to the “Advanced” standard, but would increase by 6%

under the standardized approach. Furthermore, the proposed rules give regulators an explicit role

in validating proprietary systems and disseminating best practices in risk management (Pillars 2

and 3).

The Basel II Agreement poses the following quandary for regulators and supervisors. On the one

hand, Pillar 1 (risk-based capital-adequacy standards) presupposes that banks invest in technology

for credit-risk assessment and, indeed, provides strong incentives for them to do so. On the other

hand, the wide dissemination of credit-risk assessment models for validation purposes and to speed

up the adoption of best practices would make the new rules more effective, in particular Pillars 2

(supervisory validation) and 3 (public disclosure and market discipline). It would also standardize

risk-management practices, facilitating future bank audits.

However, the dissemination of proprietary technology to competitors might hurt incentives to

innovate. The Basel II proposal recognizes this inherent dilemma but offers little guidance on how

regulators might resolve it:4

4BIS (2003a): paragraph 768, p. 156.
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“Proprietary information encompasses information (for example on products or sys-

tems), that if shared with competitors would render a bank’s investment in these prod-

ucts/systems less valuable, and hence would undermine its competitive position. ...

This has an impact on what banks should reveal in terms of ... details on their inter-

nal arrangements, for instance methodologies used, parameter estimates, data etc. ...

In exceptional cases, disclosure of [proprietary or confidential] information required by

Pillar 3 may prejudice seriously the position of the bank.”

Hence, it is unclear how regulators should act in the face of public and political pressures to

render the banking system safer through the wide dissemination of best practices in risk manage-

ment. As Hirtle et al. (2001) observe,5 the benefits of such disclosure have to be weighed against

its cost in terms of foregone incentives to innovate. In essence, the question reduces to finding a

balance between disclosure, dissemination, and the protection of intellectual property rights.

3 Model Description

Let there be a continuum of potential borrowers of measure 1 that can be either of high or low

credit quality θ ∈ {l, h}, with each type being equally likely. In each of two periods, these borrowers

have an investment project lasting one period that requires an initial outlay of $1, but have no

private resources. The project of a high-quality borrower h yields a terminal cash flow R with

probability ph > 0 and 0 with probability 1 − ph, while that of a low-quality borrower l returns

0 with certainty. The success probability of projects is independent across borrowers, and each

project is independently and identically distributed across both periods.6 Letting p̄ ≡ 1
2ph denote

the average repayment probability, we also assume m < p̄R < M for some M > m > 1, so that it
5“Another approach to model validation ... would be to require all banks using internal models for regulatory

capital purposes to disclose publicly full documentation of the model’s mathematical structure, key assumptions, and
parameter estimates. . . . This scrutiny could aid the supervisory validation process by providing independent assess-
ments of a bank’s model by market practitioners and interested academics. In addition, it could improve modeling
practices for the industry as a whole by ensuring that the latest modeling innovations were quickly disseminated
to all practitioners.. . . The benefits of public disclosure would also have to be weighed against their potential costs,
including the possibility that mandatory disclosure would undercut banks’ incentives to develop new and innovative
modeling practices, since they would have to share the benefits of any innovations with their competitors” (p. 31).

6Alternatively, we could assume that there is sufficient turnover among borrowers so that credit-quality information
is not reusable across time. The assumption that projects are independent allows us to focus solely on the consequences
of technological diffusion and ignore any issues arising from portfolio diversification.
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is ex ante efficient to grant a loan.7 Final cash flows are observable and contractible, but borrower

type θ is unknown to either borrower or lender.

Two banks compete for borrowers in this market over the two periods. In the first period, bank

1, which we will call the technology leader (or informed bank), must decide how much to invest in

developing a screening technology φ that generates borrower-specific information. The development

of this technology represents the financial innovation in our model. The other intermediary, bank 2,

does not yet have access to such technology and therefore remains uninformed. Regulators commit

to a dissemination policy by setting a probability λ with which the screening technology φ will be

made available to bank 2 in the second period. We later relax this assumption and study the case

when such commitment is not possible.

Screening of borrowers leads to better credit assessments that provide banks with an infor-

mative signal about a loan applicant’s type. In particular, credit screens yield a signal η ∈ {l, h}
about the borrower’s repayment probability,8 with the probability of successful and erroneous credit

assessments given by, respectively,

Pr (η = h |θ = h) = φ = Pr (η = l |θ = l )

Pr (η = h |θ = l ) = 1− φ = Pr (η = l |θ = h)
(1)

The quality or informativeness of the credit screen is therefore given by φ. Credit analysis is not

perfect and depends on the costly technology investment by bank 1, the technology leader. For

concreteness, we assume that this cost is quadratic in the quality of the technology so that the

technology leader spends c (φ) =
(
φ− 1

2

)2 on acquiring and developing the screening technology

with precision φ.

Figure 1 summarizes the model’s time structure. In the first period, the technology leader

decides how much to invest in the screening technology. This investment is observable so that all

parties know the quality φ of the technology but not the outcome of any particular credit screen
7The restriction p̄R < M ensures that banks do not wish to lend to a borrower with a negative credit assessment.

If p̄R is very high so that the average return to lending is large, lenders may choose to ignore information from their
credit screens and just lend to all borrowers. We derive a specific numerical value for M in the proof of Proposition
3 in the Appendix. The assumption p̄R > m guarantees sufficient investment in the screening technology that its
dissemination is beneficial ex post (see the proof of Lemma 3 for details).

8An alternative specification yielding similar results would be to assume that borrowers post collateral and banks
develop costly expertise in assessing its value. According to Allen, DeLong and Saunders (2004), most credit-
scoring models sort borrowers and their collateral into “good” and “bad” risks. This binary classification guides our
specification for the screening technology.
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t = 1 t = 2
Start of 1 End of 1 Start of 2 End of 2

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Investment φ
Screening: η

Loan-rate offers
Borrowers choose bank

Dissemination with prob. λ
Screening: η or (η1, η2)

Loan-rate offers
Borrowers choose bank

Figure 1: Time Structure of the Model

by bank 1. Both banks then compete by simultaneously making interest rate offers, bank 1 on the

basis of the outcome of its credit screen, η, and bank 2 without proprietary information. Borrowers

choose last by accepting a loan from the bank quoting the lowest rate.

At the beginning of the second period, borrowers apply for loans to finance new projects and

regulators disseminate the screening technology with probability λ. In this case, both banks screen

loan applicants and obtain conditionally independent creditworthiness assessments. On the basis of

these assessments (η1 and η2), both banks make simultaneous loan offers. If bank 2 does not acquire

the screening technology, which occurs with probability 1− λ, the banks compete by quoting loan

rate offers as in the first period. Borrowers again act last by choosing the bank with the lowest

rate. For simplicity, we normalize the banks’ cost of funds and discount rates to 0.

4 Lending Competition and Financial Innovation

In this section, we characterize the competition for borrowers between intermediaries and analyze

the technology leader’s optimal investment in technological innovation.

4.1 Credit-Market Competition

We first derive the equilibria in the two possible lending subgames in period 2, starting with the

case in which bank 1, the technology leader, competes for borrowers against an uninformed bank.

The technology leader’s strategy has two components: its investment in developing the screening

technology, and its loan offer, which can be conditioned on the results of the credit assessment. The

uninformed bank, by contrast, has no information and can decide on its loan offers knowing only

that bank 1’s credit screen provides it with information of quality φ, but not the actual outcome

of such screening.

Let π1 (η) represent the expected profits from a loan, gross of the innovation cost c(φ), of bank
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1 after observing a creditworthiness signal η ∈ {h, l} and π2 the profit of bank 2 in the first period.

We next characterize the equilibrium in the lending subgame in which banks 1 and 2 compete in

loan-rate offers, after the former has made its investment decision.

Proposition 1 There exists a unique equilibrium in mixed strategies between asymmetrically in-

formed banks in which the uninformed lender (bank 2) bids with probability β (φ) < 1.

The equilibrium expected profits prior to the observation of the signal, and gross of the cost of

investment, are positive for the technology leader (bank 1) and zero for bank 2:

E[π1 (η)] =
1
2

(2φ− 1) (2)

E[π2] = 0

Proof. See Appendix.

The fact that no pure strategy equilibrium exists when bidders have asymmetric information

is well-known (see von Thadden, 2001, and Engelbrecht-Wiggans et al., 1983) and a simple conse-

quence of the winner’s curse. Any predictable strategy by the uninformed bank would surely be

undercut by bank 1, which would simply make better offers to borrowers deemed of higher quality,

leaving bank 2 to finance all bad risk.

The proposition also shows that we obtain a very simple expression for expected profits to a

technology leader that is linear and increasing in the quality of the screening technology φ. The

comparative-statics properties of expected profits are very intuitive: since an informed intermediary

enjoys a greater informational advantage over its competitors, the uninformed bank faces a larger

adverse-selection problem and bids less aggressively. Consequently, the technology leader earns

higher profits on those borrowers with good signals.

We next consider the second case, in which the technology has indeed been disseminated and

is available to both intermediaries. Two informed banks now compete against each other on the

basis of conditionally independent credit screens ηi, i = 1, 2, of the same informativeness φ. Again,

there only exists a unique equilibrium in mixed strategies.

Proposition 2 In the lending game between banks carrying out conditionally independent credit

screens of the same informativeness φ, there exists a unique symmetric mixed-strategy equilibrium.
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For φ ≥ φ ≡ phR−1
phR , equilibrium expected profits before observation of the signal for bank i = 1, 2

are given by

E[πi (ηi)] = φ(1− φ)(p̄R− 1) (3)

Proof. See Appendix.

The profit function highlights the particular nature of competition for borrowers between banks

whose information is private but symmetric in its quality. Although the threat of adverse selection

after observation of the signals still allows banks to extract information rents, they cannot capture

more than the expected average net return on a loan weighted by the variance of a correct credit

assessment. Profits are now decreasing in the signal quality φ and increasing in the average re-

payment probability of borrowers p̄. The first comparative-statics property reflects the effects of

Bertrand competition, as more-informative credit screens reduce the threat of adverse selection,

allowing banks to bid more aggressively but eroding their information rents. The second property

corresponds to the informational capture of high-quality borrowers because the average repayment

probability is a function of the high-quality borrower’s success probability: p̄ = 1
2ph. The condition

φ ≥ φ guarantees that credit assessments are of sufficient quality to rule out lending to applicants

with low credit assessments. Below we verify that this condition is always satisfied in equilibrium

so that Equation (3) is well specified.

4.2 Technological Innovation

We next consider the technology leader’s decision to invest in developing financial innovations in

the form of the screening technology. Let superscripts index time periods t = 1, 2. In the first

period, since bank 1 is the only one possessing the screening technology, its net profits are simply

the expression in Equation (2) minus the cost of acquiring the technology. In the second period,

bank 2 acquires the credit assessment technology with probability λ so that, letting πt
i denote the

profit of bank i in period t, bank 1’s profits are

E
[
π2

1

]
=





φ(1− φ)(p̄R− 1) with probability λ

1
2 (2φ− 1) with probability 1− λ

10



Letting Π1 represent profits net of innovation costs, bank 1’s ex-ante expected net profits are

E [Π1] = (2− λ)
1
2

(2φ− 1) + λφ(1− φ)(p̄R− 1)−
(

φ− 1
2

)2

(4)

From the preceding expression, we can now establish the following result:

Proposition 3 The technology leader’s optimal investment in screening technology is given by

φ∗ = min
{

3 + λ (p̄R− 2)
2 + 2λ (p̄R− 1)

, 1
}

(5)

Credit screens are sufficiently informative that borrowers with low credit-quality assessments do not

obtain loan offers: φ∗ ≥ φ > 1
2 .

Proof. See Appendix.

Proposition 3 derives the optimal (profit-maximizing) investment in developing the risk-assessment

technology given a particular dissemination policy (λ) of financial innovations. The constraint that

φ∗ ≤ 1 reflects the fact that, since φ represents the probability that the result of the credit assess-

ment is correct, it cannot be greater than one.

The optimal level of innovation exhibits intuitive comparative-statics properties:

Corollary 1 For φ∗ < 1, the optimal innovation investment decreases in the average repayment

probability p̄ and in the probability of technology diffusion λ: ∂φ∗
∂p̄ < 0 and ∂φ∗

∂λ < 0.

Proof. ∂φ∗
∂p̄ < 0 follows by differentiating Equation (5) with respect to p̄, and observing that λ ≤ 1.

The second result is obtained similarly, since ∂φ∗
∂λ = − 2p̄R−1

2[1+λ(p̄R−1)]2
is negative by p̄R > 1.

As the average repayment probability p̄ increases, it becomes less necessary to screen borrowers

in order to avoid adverse-selection problems. At the same time, a rise in the average repayment

probability increases competition for borrowers, further reducing banks’ incentives to invest in the

screening technology. Similarly, if the probability of technological diffusion λ increases, technology

leaders are less likely to fully appropriate the gains from their innovations in the second period,

and the overall expected return and investment in screening decrease.9

9All results above continue to hold if we assume that low-quality borrowers have positive NPV projects but with
a lower success probability than high-quality borrowers. An informed bank would then offer credit at the break-
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It is worth noting that, although we arbitrarily ascribed the role of technology leader to bank

1, we could endogenize this choice without qualitatively changing our results by assuming, for

instance, that banks enter into an R&D race to determine which one successfully innovates. In

practice, financial markets tend to have natural leaders in the development of technology. For

example, empirical evidence by Akhavein, Frame, and White (2003) suggests that, in the context

of credit-risk assessment, it is primarily large banks that lead the industry in developing innovations.

5 Portfolio Risk and Technological Diffusion

We first analyze the effect of technological diffusion on the average portfolio quality of the technology

leader. To this end, define p (h) as the post-screening success (and hence repayment) probability

of borrowers in the case of a high-quality credit assessment η = h, which also corresponds to bank

1’s loan-portfolio quality in the first period.

Lemma 1 In equilibrium, the average repayment probability of the technology leader’s loan portfolio

in the first period decreases in the likelihood of diffusion of the innovation in the second period:
∂p(h)

∂λ < 0.

Proof. See Appendix.

A higher probability of technological diffusion means that bank 1 is more likely to face competi-

tion from an informed intermediary in the second period. As a result, it cuts back its investment in

technology and financial innovation. This reduction in φ, however, hurts the quality of its screening

process and, hence, worsens its average loan-portfolio quality, as measured by the post-screening

repayment probability of borrowers with high-quality signals. Despite the fact that bank 1 enjoys

an informational monopoly in the first period, its reduced ability to recover high R&D investments

over two periods hurts the initial development of credit-assessment systems.

The diffusion probability λ also affects the competitive intensity of the credit market as measured

by the probability β (φ) that the uninformed bank bids in the first period.

even interest rate to borrowers deemed of low-quality and, as in the preceding analysis, an uninformed bank could
never earn positive profits. Incorporating this alternative specification complicates the notation without yielding any
additional insights.
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Lemma 2 The probability of a competing loan offer by bank 2 in the first period increases in the

diffusion probability, i.e., ∂β
∂λ > 0.

Proof. See Appendix.

The higher the probability of disseminating the credit-assessment technology, the less the tech-

nology leader invests in its development (Corollary 1), and the less severe the adverse-selection

problem becomes for the uninformed bank. As bank 1’s technological and therefore informational

advantage decreases, bank 2 is able to bid more aggressively and more frequently for borrowers.

5.1 Regulatory Objective

In our model, financial regulators have as their objective the reduction of credit risk in the bank-

ing system, or, equivalently, they seek to maximize loan-portfolio quality by choosing the rate of

technological diffusion λ.10 In deciding on the optimal propagation of technological and financial in-

novation, regulators face the following trade-off: once sufficient technological progress has occurred,

adopting a policy of widely diffusing best practices in credit assessment (and risk management),

corresponding to a high value for λ, clearly benefits the banking system and its customers. At the

same time, such a policy destroys the ex ante incentives of technological leaders to invest in the

screening technology and financial innovation (Corollary 1).

We are now ready to state the overall banking system’s portfolio risk in the second period

and study the regulator’s diffusion of technological innovation. In the second period, the banking

sector’s expected loan-portfolio quality, as measured by the aggregate loan-repayment probability,

is

P 2 = λp̃ + (1− λ) p̂ (6)

where p̃ is the expected success probability of a borrower obtaining financing when both banks have

access to the technology and use it to screen, and p̂ is the analogous probability if only bank 1 uses
10In practice, bank regulators may have a number of additional responsibilities and objectives. Our only requirement

is that some concern about credit risk enter regulators’ objective function. By using this simplified regulatory
objective, we isolate the implications for technological diffusion that arise purely as a consequence of concerns along
this dimension.
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the screening technology. These success (repayment) probabilities are given, respectively, by

p̃ = Pr (θ = h |offer) ph =
2φ− φ2

2φ + 1− 2φ2 ph (7)

p̂ =
Pr(bank 2 bids)p + (1− Pr(bank 2 bids)) Pr(η = h)p (h)

Pr(offer)
=

β + (1− β) φ

1 + β
ph (8)

where Pr (θ = h |offer) is the probability that a loan applicant who has received an offer is actually

of high quality.

Regulators maximize the banking system’s aggregate loan-repayment probability in the second

period given by Equation (6) or, equivalently, they minimize the aggregate credit-risk exposure.

This objective function is motivated by our interest in the long-term effect of regulatory diffusion

on overall credit risk, for which the first period is simply a transitional phase, as the dissemination

of new technology can only occur in the second period. The objective function therefore represents

a weighted average of two market structures, one in which bank 1 has sole use of the new technology

and one in which both banks can make use of it.11

Before investigating the optimal amount of technological diffusion, we note the following result:

Lemma 3 For a given φ, the expected aggregate loan-portfolio quality in the second period P 2

increases in λ, the rate of diffusion.

Proof. See Appendix.

The intuition for this result is fairly straightforward. Once the screening technology φ has been

developed, supervisors can improve the banking system’s overall portfolio quality by disseminat-

ing the innovation as widely as possible, so that both banks reduce the number of low-quality

loans granted. In other words, wider availability and adoption of the improved technology reduce

aggregate portfolio risk in the banking system.

It is worthwhile noting that, although we cast the regulatory objective in terms of maximizing

loan-portfolio quality, this formulation is equivalent to the maximization of aggregate surplus from
11Incorporating a regulatory concern for loan-portfolio quality in the first period does not change the results in any

qualitative way. Since the average success probability of borrowers obtaining financing in the first period is just p̂,
the regulator’s objective function becomes (ignoring any discounting across periods)

p̂ + λp̃ + (1− λ) p̂ = λp̃ + (2− λ) p̂,

yielding almost identical results.
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lending. To see this, note that since R is the payoff from a successful project and P 2 the aggregate

success probability of funded projects, aggregate surplus is given by P 2R − 1. Furthermore, our

specification is also consistent with a model in which regulators minimize the probability of banking-

system failure when there is a finite number of borrowers. In that setting, the probability of failure is

monotonically decreasing in the aggregate portfolio quality P 2, so that maximizing P 2 is equivalent

to minimizing failure probability.

5.2 Optimal Dissemination Policy

In setting a policy of propagating best practices in credit-risk measurement and management,

regulators choose λ to maximize P 2, aggregate loan-portfolio quality, subject to the technology

leader’s optimal investment in innovation:

max
λ∈[0,1]

{λp̃ + (1− λ) p̂}

subject to φ (λ) ∈ arg max
φ

E[Π1]

where E[Π1] is the ex-ante expected net profit of bank 1 given in Equation (4).

Proposition 4 The banking sector’s expected loan-portfolio quality is maximized by setting 0 <

λ∗ < 1, i.e., by choosing less-than-perfect diffusion of innovation.

Proof. See Appendix.

The result states that, if regulators can choose the amount of diffusion of technological progress

so as to maximize the quality of banks’ portfolios, they will not fully disseminate innovations

because they must trade off two different effects. First, they must choose a level of λ sufficiently

high that bank 2 is sometimes able to acquire the technology and can avoid making loans to some

low-quality borrowers. By having both banks screen more efficiently, regulators are able to reduce

the overall portfolio credit risk. However, a consequence of the diffusion of technology is that it

also levels the playing field, leading the two intermediaries to compete on a more equal basis for

borrowers in the second period.

In particular, if λ is too high, the ensuing competition will reduce bank 1’s profits as both

intermediaries use technology of the same quality to assess credit risk. This reduction in profits
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for the technology leader in period 2 decreases its incentive to invest in developing the technology

in the first period, leading to less-informative credit assessments (lower φ). Moreover, regulators

cannot easily substitute for banks in the development of new technology, for they have neither

the profit incentive nor the expertise to produce financial innovations. The optimal dissemination

policy trades off these two forces and sets a rate of diffusion that still provides sufficient incentives

for bank 1 to innovate.

It is worthwhile to point out that the interior solution is a consequence purely of regulatory

concerns and not the result of any direct costs stemming from the dissemination of financial innova-

tions. To the extent that such additional costs enter into regulatory considerations, their inclusion

in the objective function would further restrict the dissemination of technology. Furthermore, while

λ formally represents the probability of technological diffusion, we could also interpret it as the

extent to which regulators disseminate any given innovation. A dissemination policy of λ < 1

would then correspond to partial dissemination, such as only describing the methodology or mak-

ing a fraction of the risk-assessment system publicly available. Our results go through under this

alternative interpretation.

While we have focused on innovations introduced by banks, third-party vendors, such as Fair

Isaac, KMV, or Murex to name a few, also supply sophisticated risk-management tools to the

industry. These vendors do not directly compete with banks, nor are they subject to supervisory

action and are therefore not subject to regulatory expropriation of their technology. Incorporating

the possibility of financial innovation by third parties, however, does not change the qualitative

conclusions of our analysis. Even with off-the-shelf risk-assessment solutions banks have an incentive

to invest in differentiating these basic tools and in developing their own models in order to gain

a competitive edge in the pricing of loans and in the managing of credit risk, thus allowing them

to realize higher profits. Hence, banks innovate precisely so as not to rely on the same systems as

everyone else.12

12The Basel II proposal actually envisions three categories for credit-risk systems with varying degrees of differ-
entiation (see BIS, 2003a): (1) the Standardised Approach (uniform systems supplied by national regulators), (2)
the Foundation Internal-Risk Based Approach (semi-proprietary systems), and (3) the Advanced Internal-Risk Based
Approach (fully proprietary systems).
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6 The Role of Commitment

Implementing the optimal rate of technological diffusion presupposes that regulators can commit to

specific policies in this regard. Otherwise, innovating banks will anticipate the full dissemination of

their technological advances and choose their investment in screening technology accordingly. We

analyze in this section the effect of the absence of regulatory commitment and propose alternative

mechanisms to protect banks’ intellectual property rights.

6.1 Full Dissemination

Lemma 3 highlights the problem that regulators face in setting regulatory policy. Once financial

innovations have taken place, overall portfolio quality will improve if all banks adopt such tech-

nological advances. Ex post (in period 2), regulators always have an incentive to choose a rate of

diffusion as high as possible to minimize the banking sector’s aggregate credit-risk exposure.

In the absence of some commitment device, the technology leader will expect regulators to set

the diffusion rate λ to its maximum value in period 2. However, from Proposition 3 and Corollary

1, we have, for λ = 1, φ∗ (1) = p̄R+1
2p̄R < φ∗ (λ∗), whereas Proposition 4 establishes that aggregate

loan-portfolio quality is maximized by some rate of diffusion λ∗ < 1. Hence, full dissemination

hurts ex ante incentives to innovate more than it improves ex post loan-portfolio quality.

The fact that complete diffusion of technological advances decreases overall loan-portfolio quality

points to the balance that regulators must strike in light of the Basel II Agreement. However, once

such a balance is found, for instance, in the form of an optimal disclosure rate λ∗, one still needs

to translate this objective into a workable regulatory policy. We now turn to possible commitment

mechanisms for regulators and alternative arrangements that would allow banks to retain some

measure of control over the technology they developed.

6.2 Rewarding Innovators

In practice, typical commitment devices such as dissemination standards or mandatory compensa-

tion may not be workable because they are subject to unilateral redefinition or impossible to verify

by a third party, such as a court of law. In such situations, regulators may instead choose to reward

innovating banks through regulatory or supervisory actions. Such rewards could take the form of
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less interference or more leniency in terms of allowing banks to enter new geographic or product

markets.

In our model, financial innovation improves the technology leader’s loan-portfolio quality. Hence,

one possible commitment mechanism is to tie the frequency of bank audits to the quality of credit-

assessment systems, with the less-frequent supervisory review for banks with better systems. Such

a policy is not only justified by the higher loan-portfolio quality but also offers the technology

leader a grace period to benefit from any innovations. In addition, it reduces the dissemination

of knowledge throughout the regulatory community, thereby decreasing the likelihood of diffusion

even further. Indeed, this logic is reflected in the current practice of auditing banks with strong

CAMEL ratings less frequently, which reveals an explicit link between established regulatory policy

and loan-portfolio quality.13

However, one of the drawbacks of rewarding innovation through more lenient supervision might

be to increase risk taking in other areas and, ultimately, moral hazard in intermediation. If it is

impossible or impractical to separate the auditing of systems and risk management from the audit-

ing of other activities, this approach may face difficulties. Letting technology leaders expand more

rapidly into new products or geographic markets may provide an alternative way of compensating

them for the expropriation of their technological improvements. An example of this type of expan-

sion can be found in the case of J.P. Morgan, which in 1989 became one of the first commercial

banks allowed to offer underwriting services. At the same time, Morgan was recognized as a market

leader in credit-risk assessment through systems that later gave rise to CreditMetrics and similar

risk-management tools.

To study this issue in more detail, suppose that regulators are unable to commit to a diffusion

rate λ < 1 so that all innovation becomes available to competitors. However, they can grant the in-

novating bank permission to enter new markets into which the technology has been disseminated.14

For simplicity, assume that the technology leader faces only one other bank in each market and

that all competitors acquire the screening technology in period 2. At that time, bank 1 obtains

permission to enter n ≥ 0 new markets in addition to its original one so that, with a slight abuse
13We thank seminar participants at the FDIC for pointing out this fact.
14In principle, regulators could also allow the innovating bank to enter markets into which technology has not been

disseminated, on the premise that the bank will eventually introduce an innovation in that market. Such policy,
however, runs counter to regulatory concern over credit risk and does not seem appropriate, given that the precise
terms of innovative activity, and consequently its results, are difficult to define.
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of notation, its ex ante expected net profits are now

E [Π1 (n)] =
1
2

(2φ− 1)−
(

φ− 1
2

)2

+ (n + 1)φ(1− φ)(p̄R− 1)

Maximization with respect to φ yields

φ∗n =
(n + 1) (p̄R− 1) + 2

2 + 2 (n + 1) (p̄R− 1)

Simple differentiation of φ∗n with respect to the number of additional market now yields

∂φ∗n
∂n

= − p̄R− 1
2 [1 + (n + 1) (p̄R− 1)]2

< 0

Hence, allowing the technology leader to enter new markets reduces the level of financial innovation

if regulators cannot commit to a sufficiently low rate of technological diffusion.

This somewhat surprising result again highlights the trade-off associated with the diffusion of

technological progress. When technology developed by one bank becomes available to competitors,

two effects operate. First, an increase in precision φ leads to more-efficient screening, which increases

banks’ profits. Second, with greater φ banks are subject to lower adverse-selection problems and

therefore compete more aggressively for borrowers, thus reducing all banks’ profits. Which effect

dominates then depends on the strategic benefits of screening potential borrowers. If the technology

leader has a monopoly on the use of the technological improvement, increases in φ raise bank 1’s

profits (gross of the cost of developing the technology). However, if bank 1 has to share its innovation

with another lender, increases in screening quality φ beyond the threshold φ (see Proposition 3)

reduce profitability because they engender too much competition. The technology leader would

now benefit from reducing φ so as to limit competition.

It is precisely this latter effect that is at work in this instance. In our model, the profits earned

by bank 1 in the first period alone would induce this intermediary to choose a level of precision for

the technology that is optimal when it retains its monopoly over the technology but suboptimal if

the technology disseminates to a competitor (i.e., φ∗n > φ). Now consider the effect of an increase

in the number of markets in which bank 1 is active in period 2. The technology leader now faces

competition in n additional markets in which its competitors have access to the same screening
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technology. In each of these markets, bank 1 would benefit from reducing its investment in φ.

Moreover, the profits earned in these markets now represent a larger portion of the innovator’s

total profits. Therefore, as the number of additional markets increases, optimal investment φ∗n falls

as a way of softening the overall competition faced by bank 1.

This result suggests that simply allowing banks more scope to expand their lending and explore

new markets may not lead to lower portfolio risk because it increases the relative weight banks

put on limiting competition. Since technology leaders achieve this outcome by reducing their

investments in technology φ, the net effect of entry into new markets is to reduce the quality of

loans granted and increase overall banking-system risk.

Interestingly, profits for bank 1 do rise when it enters new markets, thanks to its increased

scale. This outcome suggests that banks’ objectives in terms of maximizing profitability through

entry into new markets may also be in opposition to regulatory objectives of reducing risk. Hence,

other mechanisms, such as the protection of intellectual property rights, might be necessary to

compensate for the absence of clear commitment devices.

6.3 Preventing Diffusion

If regulators cannot credibly commit to allowing banks to retain their technological innovations

in risk management, technology leaders face the threat of being unable to fully appropriate the

gains from informational investments. In practice, we would expect banks to react by exerting

effort to protect their property rights over innovations. Hence, we next investigate actions that

intermediaries can take to directly protect their technology investments, and propose an alternative

channel for intermediaries to assert property rights over their proprietary technology.15 We also

discuss the role regulators may play in fostering or hindering these activities.

Suppose that bank 1 can exert costly effort e ∈ [0, 1] to prevent technological diffusion or

expropriation. Such effort might include signing and enforcing confidentiality agreements with

clients and employees, disguising the true extent of innovation from supervisors and regulators,

and taking legal action against competitors to protect intellectual property. Let the diffusion
15As Wilhelm (2001) observes, advances in information technology have the potential to disrupt existing mecha-

nisms for protecting intermediaries’ property rights over information. Intermediaries therefore have an incentive to
pursue alternative strategies that enforce their property rights and ensure an adequate return on their investments
in innovation and information gathering.
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probability λ be given by

λ (e, t) = t (1− e) , t ∈ [0, 1],

and assume now that regulators are able to choose t, which represents the probability that in-

formation technology disseminates across banks. In the absence of any preventive effort by bank

1 (e = 0), this specification is the same as in the preceding section: as t increases toward 1, λ

approaches complete dissemination. For e = 1, no technological diffusion occurs (λ = 0), and the

bank is able to retain proprietary use of any technology it develops.

As in the case of technological investments, we take effort costs to be quadratic: c̃ (e) = ke2 for

k > 0. Ex ante expected net profits of the technology leader are now

E [Π1] = (2− λ (e, t))
1
2

(2φ− 1) + λ (e, t) φ(1− φ)(p̄R− 1)− c (φ)− c̃ (e) . (9)

Bank 1 chooses investment φ and effort e so as to maximize the preceding expression.

Proposition 5 In equilibrium, both φ∗ and e∗ are strictly positive for all values of t ∈ [0, 1].

Hence, even with a policy of complete dissemination (t = 1), overall diffusion rates are smaller

than 1: λ (e∗, 1) < 1.

Proof. See Appendix.

The proposition shows that, in equilibrium, technology leaders will wish to take steps to protect

their intellectual property rights. If supervisory practices such as those proposed by the Basel II

standards weaken the hold of innovators over proprietary risk-assessment innovations, one would

expect technology leaders to allocate more resources to protecting their informational advantage.

Moreover, regulators themselves might welcome such efforts as the patenting of financial innova-

tions, which can be interpreted as allowing positive preventive effort in our model. We formalize

this argument in the following result:

Proposition 6 For t = 1, a marginal increase in the technology leader’s effort toward preserving

its proprietary technology reduces the banking system’s loan-portfolio risk: dP 2

de

∣∣∣
e=0

> 0.

Proof. See Appendix.
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The proposition establishes that the marginal effect of an increase in effort e is to reduce the

aggregate portfolio risk of the banking system. Put differently, by letting banks invest resources

in protecting their proprietary technology through, for instance, patenting, regulators are able

to increase the overall loan-repayment probability in the banking system. At the margin, when

regulators cannot commit to abstaining from expropriating the technology leader ex post, this added

protection leads to greater technological improvements and thus a higher aggregate loan-portfolio

quality. While bank 2 is less likely to obtain this new technology, its screening ability is improved

when it does in fact gain access to the technology. The preceding result might also explain the tacit

approval of protective practices by regulators, who have not stood in the way of intermediaries’

patenting financial innovations, including IT advances, financial processes, and risk-assessment

methodology.16

It is clear that the overall effect of protecting intellectual property rights on bank-portfolio risk

depends on how easy it is for the technology leader to prevent technological diffusion. Although

allowing banks to exert some effort in protecting their property rights may be beneficial, regulators

may nevertheless prefer to strictly enforce their diffusion of best practices if preventive effort is not

costly to bank 1 (small k). For instance, if preventive effort has no cost (k = 0), its optimal level is

e∗ = 1 and no innovations are ever disseminated to competitor banks. Despite the strong incentive

for innovation in this case, overall loan-portfolio quality will be lower since only the technology

leader will benefit from the innovations.

The preceding discussion points to the fact that the extent to which regulators should encourage

protective activities represents a trade-off between providing indirect incentives for innovation and

reducing aggregate (system) risk. It also suggests that although regulators may wish to allow banks

to protect intellectual property rights, they may also want to impose limits on banks’ ability to

prevent the diffusion of innovations. While in the context of the model such limits would naturally

be interpreted as increases in the marginal cost k, in practice they may represent costs incurred in

the process of patenting, limits on the life of financial patents, or commitments to audit more or

less frequently so as to discover (and disseminate) banks’ risk-management practices.17 Similarly,
16The data used in Lerner (2002) list 15 patents in the general area of credit-risk assessment and loan-application

analysis granted between the years 1993 and 2000 alone (out of a total of 360 patents awarded for financial formulae
or methods over the same period).

17A related approach is for regulators to advocate “standards of patentability” that would establish a minimum
threshold for financial innovations to be patentable. Setting a high standard would be similar to increasing k in our
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regulators might let banks patent their innovations but might then exert pressure on them to license

advances in risk management. Innovators would now receive compensation from competitors or

supervisory bodies through royalty payments or licensing fees.

7 Discussion and Conclusion

In this paper, we analyze some of the forces that shape financial innovation in the area of risk

assessment, and we highlight the conflicting responsibilities of regulators in fostering and dissemi-

nating technological advances under the Basel II proposal. Although the new framework is explicit

about the dissemination of best practices, it is silent on how to encourage the development of new

technology in the first place. In particular, it does very little to address the inherent tension be-

tween Pillars 1 (risk-based capital-adequacy standards) and 3 (public disclosure of risks and their

management) because enhanced transparency and the diffusion of technological progress hurt the

profitability of the innovator.18

This tension between the ex ante incentives for innovation and the ex post dissemination of best

practices to reduce bank risk is at the heart of our analysis. We show that regulators who minimize

aggregate credit risk in the banking system will choose dissemination policies that leads to less than

perfect and less than instantaneous access to innovations by competitors. However, such optimal

diffusion of technological progress presupposes that regulators can credibly commit to protecting

intellectual property rights of the innovating bank. If adequate commitment mechanisms do not

exist or are not feasible, less innovation takes place, which increases the overall risk in the banking

system. Regulators might then have an incentive to encourage banks to assert property rights over

financial innovations through other means, such as financial patents.

Several empirical observations emerge from our analysis. In particular, we would expect the

growing trend to patent financial processes and methodologies (see, e.g., Lerner, 2002, and 2004)

to accelerate in the area of risk assessment and management under the Basel II framework. At the

same time, the returns to such innovations should fall as they become more rapidly available to

the industry. We may also see innovating banks receiving more-lenient regulatory treatment and

model. See Hunt (2003) for an analysis of the effect of a patentability standard on innovation.
18In the context of moral hazard in intermediation, Décamps, Rochet, and Roger (2003) identify similar tensions

among the three pillars of the Basel II.
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experiencing less frequent audits as a way for supervisors to compensate them for the increased

likelihood that their technology will become available to competitors.

An issue not studied here is the extent to which regulatory policy might coordinate not only

the dissemination of new technology but also banks’ activities. Suppose that prudential bank

regulators enforce complete dissemination of technology but allow banks to carve up the market so

as to retain monopoly power over a certain subset of borrowers. Such a policy of allowing banks to

profit from their innovations may have effects similar to regulatory commitment to limit the extent

of technological diffusion. However, we leave questions of industrial organization and the diffusion

of financial innovation for future research.

Finally, we note that innovations and their diffusion typically occur in increments and over time

so that this process has a clear dynamic dimension. Although our focus has been on the role of

regulatory diffusion of financial innovation in a static setting, extending our model to a fully dynamic

setting would yield interesting new insights on the pace and sequencing of financial innovations. A

dynamic setting might also admit other mechanisms for commitment, such as allowing regulators

to establish a reputation for adhering to announced dissemination policies. Such analysis, however,

is beyond the scope of the present paper.
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Appendix

Proof of Proposition 1. Von Thadden (2001) or Hauswald and Marquez (2001) establish that
pure-strategy equilibria do not exist in models such as ours. However, there exists a unique mixed-
strategy equilibrium in interest-rate offers characterized by equilibrium distribution functions, F1

and F2, that are continuous and strictly increasing over an interval [r,R). Moreover, it is a stan-
dard result in models of competition under asymmetric information that a bidder, all of whose
information is known by some other competitor, cannot make positive expected profits (see, e.g.,
Engelbrecht-Wiggans et al., 1983). Therefore, we can conclude that the uninformed lender, bank
2, must make zero expected profits in equilibrium.

We will later verify that loan applicants with low credit-quality assessments (η = l) will be
denied credit, so that p (l) R − 1 < 0, where p (l) = (1− φ) ph represents the updated repayment
probability of customers with a low-quality signal. This setting corresponds to a situation in which
credit screens are sufficiently informative because of high-enough technology investments.19 We
can therefore restrict our attention to the case of high-quality signals, η = h.

To calculate profits for the informed bank, we proceed as follows: define π2(r) as the expected
profit to the uninformed bank of offering an interest rate r. Since the uninformed bank must make
zero profit for every one of its possible bids, it must make zero profits also at the lowest possible
bid, r. Offering that rate, the uninformed bank is guaranteed to have the lowest rate and win the
bidding contest for a customer. Hence, π2(r) = 0 ⇔ rp − 1 = 0 ⇒ r = 1

p . Upon observation
of a low signal (η = l), the informed bank abstains from making a loan offer, and its profits are
π1(l) = 0. However, upon observing a high signal (η = h), the informed bank bids and obtains
expected profits

π1(r, h) = rp(h)− 1 =
1
p
p(h)− 1 ≡ π > 0,

where, for terminal cash flows X, p(h) ≡ Pr (X = R |η = h) = φph is the updated success (re-
payment) probability of a borrower with a high signal, and π1(r, h) represents the profits to the
informed bank from offering a loan rate of r. Ex ante expected profits, which are E[π1 (η)] =
Pr (η = h) π1 (h) + (1− Pr (η = h)) π1 (l), now follow directly by substituting for π1(l) = 0 and
π1(h) from the above expression, and simplifying as E[π1 (η)] = 1

2 (2φ− 1).
Finally, the distribution functions can be obtained by solving the following expression for ex-

pected profit:

π1(r, h) = π = (1− F2(r))(rp(h)− 1)

π2(r) = 0 =
1
2
(1− F1(r, h))(rp (h)− 1) +

1
2
(rp(l)− 1)

Substituting in for π and taking expectations yields the profit expression in the proposition; sim-
ilarly, solving for F1 and F2 yields the (unique) mixing distributions F1(r, h) = 2 pr−1

p(h)r−1 and

F2 (r) = 2φ pr−1
p(h)r−1 on [rp, R), where rp = 1

p (for details, see Hauswald and Marquez, 2001). Notice
that F1(R, h) < 1 and β = F2(R) < 1 so that bank 1 bids with an atom at the upper end of its
support and consequently bank 2 refrains from bidding with probability 1− β. 2

Proof of Proposition 2. Broecker (1990) establishes the nonexistence of a pure-strategy equilib-
rium for banks competing for borrowers on the basis of conditionally independent credit screens of

19This represents a restriction that φ > φ, which is verified in equilibrium. See the proof of Proposition 3.
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the same informativeness. Let Fj (r, η) be bank j’s distribution function over interest rates [r, r]
for r ≡ inf {s : Fj (s, h) > 0}, r ≡ sup {s : Fj (s, h) < 1} when they observe the credit-quality signal
η. Since potential customers with low credit-quality assessments η = l will be denied credit, we can
again restrict our attention to the case of η = h. For credit screens of informativeness φi, φj , we get
that bank i’s profits from offering credit at interest rate r after observing a high signal realization
are

πi (r; h) = Pr
(
ηj = h |ηi = h

) (
1− Fj(r−, h)

)
(p (hi, hj) r − 1) + Pr

(
ηj = l |ηi = h

)
(p (hi, lj) r − 1)

=
(
1− Fj(r−, h)

) (
φiφj (phr − 1)− (1− φi)

(
1− φj

))

+ φi

(
1− φj

)
(phr − 1)− (1− φi)φj

Since we are looking for a symmetric equilibrium, we have φi = φj = φ and Fi (r, h) = Fj (r, h) =
F (r, h), so that the preceding expression simplifies to

πi (r; h) =
(
1− F (r−, h)

) (
φ2 (phr − 1)− (1− φ)2

)
+ 2φ (1− φ) (p̄r − 1) (10)

Clearly, neither bank will ever offer (gross) rates higher than R, the project’s payoff in the
successful state so that r = R. Similarly, it is straightforward to verify that the lower bound r is
common so that both banks randomize over the full support [r,R) . Furthermore, one can show that
F (r, h) is continuous and strictly increasing on [r,R) (see Hauswald and Marquez, 2001). Finally,
in a symmetric equilibrium in which only borrowers with high credit quality obtain loans, both
banks will always make an interest-rate offer if ηi = h and neither bank can have an atom at the
upper bound R. Evaluating πi (r; h) at R now yields expected profits conditional on the screening
outcome for p (hi, lj) = E

[
p

∣∣ηi = h, ηj = l
]

as

πi (R;h) = Pr
(
ηj = l |ηi = h

)
(p (hi, lj) R− 1) = 2φ (1− φ) (p̄R− 1) ≡ π̄ (11)

Since the distribution function is strictly increasing on [r,R) we have that πi (r; h) = π̄ for all
r ∈ [r,R). Hence, we can recover the mixing distribution F (r, h) using Equations (10) and (11),
since πi (r; h) = π̄ ⇔

(1− F (r, h))
(
φ2 (phr − 1)− (1− φ)2

)
+ 2φ (1− φ) (p̄r − 1) = 2φ (1− φ) (p̄R− 1)

Solving for F (r, h), this yields

F (r, h) =
φ2 (phr − 1)− (1− φ)2 − 2φ (1− φ) p̄ (R− r)

φ2 (phr − 1)− (1− φ)2

To find the lower bound of the support, we simply evaluate the numerator at r and observe that it
has to be equal to 0. Upon rearranging, we get

r =
2φ (1− φ) (p̄R− 1) + 1

φph

completing the characterization of the equilibrium.
To find the relevant signal-quality threshold φ, note that for p (l) R− 1 = (1− φ) phR− 1 < 0,

no bank will offer credit to a borrower deemed of low credit quality. Solving this expression with
equality, we obtain φ = phR−1

phR . The ex ante profit expression in Equation (3) now follows by taking
expectations in Equation (10), as in the proof of Proposition 1, and evaluating at r = R. 2
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Proof of Proposition 3. Maximization of bank 1’s ex ante expected net profits in Equation (4),
E [Π1] = (2− λ) 1

2 (2φ− 1)−(
φ− 1

2

)2 +λφ(1−φ)(p̄R−1), with respect to φ yields φ∗ = 3+λ(p̄R−2)
2+2λ(p̄R−1)

from the FOC
∂E [Π1]

∂φ
= 3− λ + λ (1− 2φ) (p̄R− 1)− 2φ = 0

Since λ ∈ [0, 1], we can always choose p̄R < M , for sufficiently small M , such that the optimal
investment is well defined, i.e., φ∗ ∈ [

φ, 1
]
, where φ = phR−1

phR > 1
2 . The restriction that φ∗ ≥ φ

ensures that an informed bank does profit from lending to a borrower with a low credit-quality
assessment, or in other words, that p (l) R − 1 < 0. One value for M that guarantees that this
restriction will be satisfied, so that borrower screening plays a role, is M = 2, which represents an
upper bound on average returns of 100%. 2

Proof of Lemma 1. By the Law of Large Numbers, the post-screening repayment probability of
bank 1’s loan portfolio converges to its mean a.s. By Bayes’ rule, the latter is given by

p(h) ≡ Pr (X = R |η = h) = φph, (12)

for terminal cash flows X. Therefore, ∂p(h)
∂φ = ph > 0. By Corollary 1, we also have that ∂φ∗

∂λ < 0,

so that ∂p(h)
∂λ = ∂p(h)

∂φ
∂φ∗
∂λ < 0, as claimed. 2

Proof of Lemma 2. By Proposition 1, the probability that the uninformed bank (bank 2) submits
a competing loan offer is β = F2(R) = 2φ pR−1

p(h)R−1 . We therefore have ∂β
∂φ = −2 pR−1

(p(h)R−1)2
< 0, since

by assumption pR− 1 > 0. But then ∂β
∂λ = ∂β

∂φ
∂φ∗
∂λ > 0 as ∂φ∗

∂λ < 0 by Corollary 1. 2

Proof of Lemma 3. From the expressions in Equations (6) to (8), we find ∂P 2

∂λ

∣∣∣
φ=const

= p̃ −

p̂ = (2φ− 1) (φ2−φ)(1−β)+β

(2φ(1−φ)+1)(1+β)ph so that β >
(
φ− φ2

)
(1− β) implies ∂P 2

∂λ

∣∣∣
φ=const

> 0. However,

since β =
φ( 1

2
phR−1)

1
2
(φphR−1)

, this condition is equivalent to 2
(

1
2phR− 1

)
> (1− φ) (2φ− 1). Note that

(1− φ) (2φ− 1) is maximized at φ = 3
4 and obtains a value of 1

8 for this value of φ. Therefore, we
require that 2

(
1
2phR− 1

)
> 1

8 ⇔ pR > 1+ 1
16 . Letting m = 17

16 satisfies this condition, establishing
the result. 2

Proof of Proposition 4. To establish the result we differentiate P 2 with respect to λ to obtain
the first-order condition. Applying the chain rule, this yields

dP 2

dλ
=

∂P 2

∂λ
+

(
∂P 2

∂p̃

∂p̃

∂φ
+

∂P 2

∂p̂

∂p̂

∂φ

)
∂φ∗

∂λ
= 0

Since ∂P 2

∂λ = p̃− p̂, ∂P 2

∂p̃ = λ, and ∂P 2

∂p̂ = 1− λ, this reduces to

dP 2

dλ
= p̃− p̂ +

(
λ

∂p̃

∂φ
+ (1− λ)

∂p̂

∂φ

)
∂φ∗

∂λ
= 0

Since P 2 is continuously differentiable with respect to λ for λ ∈ [0, 1], in order to show that
0 < λ∗ < 1, we need two conditions: (i) dP 2

dλ

∣∣∣
λ=0

> 0; and (ii) dP 2

dλ

∣∣∣
λ=1

< 1. Starting with the case
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where λ = 0, we need to show that

dP 2

dλ

∣∣∣∣
λ=0

= p̃− p̂ +
∂p̂

∂φ

∂φ∗

∂λ

∣∣∣∣
λ=0

> 0

Since φ∗(λ) = min
{

1,
3+λ( 1

2
phR−2)

2+λ(phR−2)

}
, we have that φ∗(0) = 1, and ∂φ∗

∂λ

∣∣∣
λ=0

= 0, so that the above

condition becomes
dP 2

dλ

∣∣∣∣
λ=0

> 0 ⇔ p̃− p̂ > 0

Using the definition of β =
φ( 1

2
phR−1)

1
2
(φphR−1)

and since p̃ − p̂ = (2φ− 1) (φ2−φ)(1−β)+β

(2φ(1−φ)+1)(1+β)ph (see proof of

Lemma 3), this simplifies to p̃ − p̂ = phR−2
2phR−3ph, which, for phR > 2 ⇔ pR > 1, is always positive.

Hence, we establish that dP 2

dλ

∣∣∣
λ=0

> 0 and, therefore, λ∗ > 0, as desired.
In the case for λ = 1 we require that

dP 2

dλ

∣∣∣∣
λ=1

= p̃− p̂ +
∂p̃

∂φ

∂φ∗

∂λ

∣∣∣∣
λ=1

< 0

Again, we compute p̃ − p̂ and note that φ∗(1) =
1
2
phR+1

phR . It is useful to define at this point the

variable g = phR, so that we can write φ∗ =
1
2
g+1

g , and observe that ∂φ∗
∂g = − 1

g2 < 0. We can now

express the condition that dP 2

dλ

∣∣∣
λ=1

< 0 as

− 1
g3

(g − 1)
(
3g5 − 3g4 + 12g3 + 16g2 − 32g − 16

)

(g2 − 2) (3g2 − 4)
< 0

which holds for g > 2. But note that, in order for the market to support lending in equilibrium,
we require that pR > 1 ⇔ g > 2. Consequently, dP 2

dλ

∣∣∣
λ=1

< 0, implying that λ∗ < 1, as desired. 2

Proof of Proposition 5. From the expected profit expression for the technology leader, we
obtain the following first-order conditions:

∂E [Π1]
∂φ

= 3− t (1− e) + t (1− e) (1− 2φ) (p̄R− 1)− 2φ = 0

∂E [Π1]
∂e

= t

(
1
2

(2φ− 1)− φ(1− φ) (pR− 1)
)
− 2ke = 0

Using the definition of λ = t(1−e), we can now solve for optimal investment as φ∗ = 3+λ(p̄R−2)
2+2λ(p̄R−1) > φ

for 0 < λ < 1 (see Proposition 3). To show that the e must be positive, we evaluate ∂E[π1]
∂e at e = 0:

∂E[π1]
∂e

∣∣∣
e=0

= t
(

1
2 (2φ− 1)− φ(1− φ) (pR− 1)

)
> 0 since bank 1 makes greater profits when it alone

has access to the technology than when it must share it with bank 2. Therefore, in equilibrium
e∗ > 0, as desired. 2

Proof of Proposition 6. Recall our definition of λ for the lack-of-commitment case:

λ (e, t) = t (1− e) , t ∈ [0, 1],
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where lack of commitment means that t = 1. We want to show that a marginal increase in e

reduces the banking system’s loan-portfolio risk: dP 2

de

∣∣∣
e=0

> 0. Start by writing out this expression
explicitly:

dP 2

dλ
=

∂P 2

∂e
+

∂P 2

∂λ

∂λ

∂e
+

(
∂P 2

∂p̃

∂p̃

∂φ
+

∂P 2

∂p̂

∂p̂

∂φ

)
∂φ∗

∂e

Since there is no direct effect (∂P 2

∂e = 0), and recalling that ∂P 2

∂λ = p̃ − p̂, ∂λ
∂e = −t, ∂P 2

∂p̃ = λ, and
∂P 2

∂p̂ = 1− λ, this reduces to

dP 2

de
= −t (p̃− p̂) +

(
λ

∂p̃

∂φ
+ (1− λ)

∂p̂

∂φ

)
∂φ∗

∂e

Evaluated at t = 1, we want to show that

dP 2

de
= − (p̃− p̂) +

(
(1− e)

∂p̃

∂φ
+ e

∂p̂

∂φ

)
∂φ∗

∂e
> 0

for e = 0. Substituting, this reduces to

dP 2

de

∣∣∣∣
e=0

= − (p̃− p̂) +
∂p̃

∂φ

∂φ

∂e

∣∣∣∣
e=0

> 0

Note now that, since ∂λ
∂e = −t = −1, we obtain ∂φ

∂e = ∂φ
∂λ

∂λ
∂e = −∂φ

∂λ . This condition is equivalent

to − (p̃− p̂)− ∂p̃
∂φ

∂φ
∂λ

∣∣∣
λ=1

> 0, which was established in the proof of Proposition 4, so that dP 2

de

∣∣∣
e=0

>

0, as desired. 2
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