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Abstract—Ground processing of data from the Multi-angle
Imaging SpectroRadiometer (MISR) instrument, part of NASA’s
Earth Observing System (EOS), exploits new and unique science
algorithms not previously used operationally. A range of data
products from Level 1 through Level 3 is being produced. Because
of MISR’s unprecedented design, extensive prototyping was
required from a relatively early stage. The data throughput
is large, necessitating an innovative software design approach
that maximizes performance. The systematic science processing
software was developed at the Jet Propulsion Laboratory (JPL),
with data processing occurring at the NASA Langley Research
Center using the EOS Core System (ECS), a collaborative ar-
rangement that works well. With the availability of actual mission
data following launch on the Terra spacecraft in December 1999,
MISR’s computational needs have become better known, and
many improvements have been made to both the science software
and the production system to achieve a successful overall data
processing capability. This paper provides information about
MISR data for the science user, and describes the nature and
scope of implementation and operations activities.

Index Terms—Algorithms, data processing, data products,
ground system.

I. INTRODUCTION

T HE Multi-angle Imaging SpectroRadiometer (MISR) [1]
is one of the instruments aboard the Terra spacecraft,

which is part of NASA’s Earth Observing System (EOS), and
was launched into earth orbit in December 1999. It provides
multiple-angle, continuous imagery in reflected sunlight using
nine separate pushbroom cameras observing the earth at nine
discrete angles up to 70.5relative to the local vertical, in four
spectral bands.

The measurements of this instrument are designed to improve
our understanding of the earth’s ecology, environment, and
climate. To facilitate this, a range of standard data products is
available to the science community. These products range from
raw instrument data to calibrated and geolocated radiances,
geophysical retrievals of atmospheric and surface products,
and global maps. This paper addresses those products and the
system that produces them, both from the operational and the
developmental viewpoints. It concentrates on the software and
systems associated with the science algorithms for which the
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MISR Science team is responsible rather than the entire ground
system of the Terra mission.

The paper begins with a description of the data products and
then discusses the operational environment within which the
products are generated. The remainder of the paper deals with
implementation and design issues. It covers the software design
and development process for the science algorithms, and the im-
plementation of the software and of the processing system. It
then looks at the most significant software tools that were de-
veloped for use by both developers and scientists.

The multiangle nature of the MISR instrument means that
many of the algorithms and much of the production software
have characteristics not encountered in earlier systems, and this
characteristic is mentioned where it has major impacts on im-
plementation and operation.

II. DATA PRODUCTS

This section provides an overview of the standard MISR data
products, including an introduction to their content and the way
they are constructed. More complete details of the MISR data
products at the depth required for science utilization are given in
the MISR Data Product Specifications document, which is ac-
cessible on the Internet [2]. The retrieval methodologies behind
the data products are documented in a series of Algorithm The-
oretical Basis documents, corresponding to the various products
and supporting ancillary datasets. All of these are accessible on
the Internet [3].

A. Product Designations

The MISR instrument delivers data in packets, which are
recorded by the spacecraft and subsequently transmitted to
the ground along with other data from the spacecraft. On the
ground, the instrument packet stream is extracted from the
larger mass of downlinked spacecraft and instrument data and
reconstituted as the same packet stream originating from the
instrument. This is Level 0, or raw data, and all of the MISR
science and engineering data products are derived from it.
Level 0 is the fundamental archive backup for MISR data;
however, because of its complex, multiplexed format, it is not
made available as a standard data product.

Beginning from Level 0, the generation of the standard sci-
ence data products can be divided into five steps, as illustrated
in Fig. 1. The numbering of these steps (1A, 1B1, 1B2, 2, and
3) conforms to the nominal product levels adopted for NASA’s
EOS missions [4]. Each step has at least one primary output
product, but may have other secondary output products. It is
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convenient to think of these five steps as occurring in sequence,
with the predecessor producing at least one complete product, a
portion of which is the primary input for the successor.

The five steps and their products follow.

1) Level 1A instrument data reformatting and annotation:
The raw data from the instrument are reformatted into
HDF-EOS computer files, and many quality checks car-
ried out.

2) Level 1B1 radiometric scaling and conditioning: Ra-
diance scaling converts each camera’s digital number
output to a measure of energy incident on the front
optical surfaces of the MISR cameras. Conditioning
modifies the radiances to remove instrument-dependent
effects, such as focal-plane scattering.

3) Level 1B2 geometric rectification and registration:
Images from the nine cameras are registered to one
another and to the ground. This product, together with
the Level 2 products, is mapped to the Space Oblique
Mercator (SOM) projection [5], which is designed for
continuous mapping of satellite imagery and minimizes
spatial distortion. MISR’s use of spatial resampling at
Level 1 is unusual, but is necessary for coregistering the
nine sets of images so that Level 2 retrievals can be done.
This product has four constituent sets of parameters: a)
radiances projected to the surface terrain, providing a
common surface boundary condition for certain Level
2 geophysical retrievals; b) radiances projected to an
ellipsoidal surface defined by the World Geodetic System
1984 (WGS84), where matching for Level 2 cloud stereo
retrievals is done; c) a radiometric camera-by-camera
cloud mask; and d) geometric parameters, including
view zenith and azimuth angles, solar zenith and azimuth
angles, and scatter and glitter angles.

4) Level 2 science retrievals: These products are geophys-
ical measurements derived from the instrument data. a)
The Level 2TC Top-of-Atmosphere/Cloud (TOA/Cloud)
product contains measurements of top-of-atmosphere
bidirectional reflectance factors, stereoscopically derived
cloud heights and winds, top-of-atmosphere albedos,
cloud fraction, and other parameters. b) The Level 2AS
Aerosol/Surface product contains parameters such as
tropospheric aerosol optical depth; aerosol composition
and size information; surface directional reflectance
factors; and other parameters.

5) Level 3 global gridding: These products are maps of pa-
rameters from the lower-level products, aggregated on
monthly, seasonal, and other time scales, and using global
grid cells of 0.5 0.5 or 1 1 [6]. There are two parts
to this product. Component products are simple statistical
summaries of Level 2 geophysical and Level 1B2 radi-
ance parameters. Joint products summarize interparam-
eter relationships across the component parameters.

B. Product Structure

In contrast with the Level 0 raw data, the MISR standard
products conform with EOS mission requirements in using the
HDF-EOS format. This is an extension to the native Hierar-

Fig. 1. MISR standard data product hierarchy.

chical Data Format (HDF), originating from the National Center
for Supercomputing Applications (NCSA) [7]. The extension
allows for data structures pertinent to EOS satellite data, such
as swaths and grids [8]. A special adaptation of HDF-EOS for
MISR was necessary, and is discussed below in this section.

All of the MISR Level 1 and 2 science data is processed
and archived as granules, each consisting of a single continuous
swath. In this context, a swath consists of the entire two-dimen-
sional data acquired on the illuminated part of the earth during
one orbit. (MISR does not acquire science data on the night side
of the earth.) The Level 1A and 1B1 products are based on the
instrument data samples, and therefore employ the HDF-EOS
Swath format. Level 1B2 and all Level 2 products are projected
to the SOM grid, and use the HDF-EOS Grid format. Further-
more, all of the SOM products are constructed as a series of
blocks, as shown in Fig. 2. These blocks provide a convenient
segmentation for processing as well for subsetting by the user.
Blocks must be wider than the swath width of any one of the nine
cameras because the swaths do not exactly overlay. This arises
because of earth rotation, and the degree of overlap varies with
latitude. Within each block, the area either side of the swath is
populated with fill values that can be readily distinguished from
data values.

The spacecraft trajectory is constantly monitored, and orbital
adjustments are made typically on a monthly basis so that the
nominal orbit position is maintained to within20 km. As a
result, spacecraft orbits and paths, and the MISR blocks, can
be numbered and identified consistently with great precision.
Thus, for each of the 233 paths in Terra’s sun-synchronous orbit,
MISR has defined 180 blocks in fixed geographic locations cov-
ering the full extent of the swaths. At any one time, 140 blocks
are illuminated by the sun, and the position of these within the
180 moves up and down according to the season.

Because of the blocked nature of MISR’s SOM-projected
products, the HDF-EOS Grid data type required custom mod-
ifications by the EOS data system contractor to suit the MISR
needs. HDF-EOS Grid is the implementation of HDF-EOS orig-
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Fig. 2. Block structure of MISR SOM products.

inally intended for storing Level 3 and higher products; that is,
products that have been “gridded” to a single earth-based map
projection. The storage of map projection parameters is part of
the format, and routines to access the data in Grid format by ge-
olocation are supplied in the Grid API (Application Interface).
On the other hand, MISR is required to store daylight-side orbit
(swath) products at Level 1B2 and Level 2 in a georeferenced
space-based map projection. In particular, as described above,
MISR breaks up the L1B2 and L2 swath into equal-sized blocks.
Changes were made to the Grid implementation, to handle these
blocks as an additional dimension to a Grid dataset. This is re-
ferred to as the “stacked-block” Grid implementation.

In brief, the solution to meet MISR’s needs is to “stack” all
of the blocks of a swath into a single dataset, where the “third”
dimension for the dataset becomes the block number. Groups
of parameters of a product can be stored in these stacked-block
Grid data structures, but each parameter in the dataset must
have the same and dimensions (i.e., same resolution).
Within a Grid dataset, parameters can also be grouped into
what HDF-EOS calls a “field,” but each parameter in the field
must be of the same data type (e.g., two-byte integer). The
problem of each block having a different projection origin is
handled by storing only the projection origin for Block 1, and
saving in a separate dataset the integer pixel offsets from the
upper left-hand corner of Block 1.

Several new data access tools were created by the MISR team
to enable access to MISR data parameters stored in the stacked-
block Grid format. These tools included the multiangle, mul-
tichannel viewer calledmisr_view, and the detailed file reader
calledhdfscan, which are described in Section VII.

C. Product Status

Standard practice for the Terra mission is that data products
are classified by the maturity levels Beta, Provisional, and Val-
idated. The definitions of these levels can be found on the EOS
Terra data products Web page [9], and can be summarized as
follows.

a) Beta: Minimally validated and may still contain signifi-
cant errors.

b) Provisional: Partially validated.
c) Validated: Well-defined uncertainties.

The MISR products will progress through these maturity levels.
As of April 2002, the Level 1 products are Validated while the
Level 2 products are in Beta form, and the Level 3 Component
product is being implemented.

D. Obtaining MISR Products

Users can obtain MISR products from the Atmospheric Sci-
ences Data Center (ASDC) at NASA Langley Research Center,
where they are generated. The ASDC website [10] contains
a great deal of information of interest to the user. For new-
comers, there is a Project Guide that describes top-level product
structure, and a set of Frequently Asked Questions. Details of
the product formats can be found in the previously mentioned
Data Products Specifications document [2]. The ASDC Web site
also has a description of product versioning; a set of Product
Quality Statements; and references to software tools for reading
the products. Tools are addressed in Section VII. The Product
Quality Statements are of paramount importance to the users as
they list all the known problems and limitations of the respective
products. They also include discussion of the remaining pieces
of product content yet to be implemented.

III. OPERATIONAL ENVIRONMENT

For the Terra mission, ground data processing, including the
generation of MISR data products, is accomplished within the
EOS Data and Information System (EOSDIS), which is the
end-to-end data system for all of the current EOS missions [11].

Those parts of EOSDIS relating to MISR are summarized
in Fig. 3. This extensive system embraces mission operations,
ground data processing, archiving, and data distribution. Space-
craft data received by ground stations is passed to the EOS Data
and Operations System (EDOS) at NASA Goddard Space Flight
Center (GSFC), where spacecraft telemetry is divided into its
component packet streams. High-rate science packets are for-
warded to the respective Distributed Active Archive Centers
(DAACs), or equivalent processing locations. In MISR’s case,
the DAAC is part of the NASA Langley ASDC, where data are
processed into standard products, archived, and distributed.

Users requiring MISR data are assisted by the User Services
facility at the ASDC DAAC, accessed through their Web site at
http://eosweb.larc.nasa.gov. Actual product orders are currently
placed through the EOS Data Gateway (EDG), which is a web-
based facility centered at GSFC, with distributed functionality
at the respective DAACs.

MISR science data processing operates within a system soft-
ware environment known as the EOS Core System (ECS), which
uses primarily Silicon Graphics, Inc., (SGI) Origin mini-super-
computers running the IRIX operating system. The function-
ality of the ECS includes systemwide EOS application features
embracing data ingest, data archiving, data staging, job control,
science processing, product distribution, and user services.

Performance requirements of the system include that it keep
up with the rate at which the instrument produces data, and that
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Fig. 3. MISR science data system components.

there be additional capacity for reprocessing of earlier data with
revised algorithms. The first complete reprocessing of the MISR
dataset is anticipated to begin in late 2002.

While routine processing activities are associated primarily
with the DAAC and EOSDIS, there is also an important oper-
ational role played by the MISR Instrument Team. The Instru-
ment Team, which is roughly analogous to the MISR Science
Team plus MISR Project staff, is centered around the MISR
Science Computing Facility (SCF) at the Jet Propulsion Lab-
oratory (JPL). Science Team members are located not only at
JPL, but also at other facilities, such as universities, both in
the U.S. and Europe. The Instrument Team’s data responsibil-
ities include instrument calibration (primarily radiometric and
geometric); data processing algorithms; data processing science
software; data product validation; data processing operations
support and quality assessment; and instrument-related science.
The team is also responsible for an airborne MISR simulator
called AirMISR [12], together with field instrumentation, which
are used to support MISR vicarious calibration and validation
campaigns. Data from AirMISR are processed by the MISR
team into georegistered and rectified radiances, and are avail-
able to general users through the ASDC DAAC. All of these In-
strument Team activities, together with observational and engi-
neering support of MISR on-orbit activities, contribute directly
to the operational success of the MISR experiment.

IV. SCIENCE SOFTWARE DEVELOPMENT PROCESS

At the present time, the MISR Instrument Team’s largest
single activity and largest deliverable is the software used at
the ASDC DAAC for generating MISR standard products. All

of the science production code was developed by MISR staff
at the MISR SCF at JPL, based on algorithms devised by the
MISR Science team. As with other Terra instruments, MISR
development began in the early 1990s, initially with a very
small development team, and reaching a peak of more than 25
software-related staff at launch.

The software development effort was divided broadly into a
prototyping stage followed by a more formal software imple-
mentation phase, but with an ongoing iteration to accommo-
date the evolving algorithms, an evolution that continues. Proto-
typing of algorithms for the initial products continued through
1995. The initial functional versions of operational code ap-
peared in 1996 for Level 1 and 1997 for Level 2 algorithms.

Prototyping was necessary in all major product areas because
of the lack of heritage of the algorithms. Many of the processing
concepts and algorithms were complex and some implementa-
tions were first-of-a-kind; for example, automated ground loca-
tion and coregistration of multiangle images to the extent and
accuracy required by MISR had never been done before.

Within JPL, the major prototyping was for the Level 1B2
and for the Level 2 Aerosol/Surface products. In these areas,
the one team of implementers was responsible for both pro-
totyping and implementation; that is, there were not separate
groups dedicated to prototyping and implementation. The re-
sponsible scientists worked directly with this team in defining
the algorithms and confirming from the prototypes that the pro-
posed techniques would work.

The other major Level 2 product area, TOA/Cloud, was
prototyped by the MISR Co-Investigator team at University
of Arizona, incorporating codes supplied by other Co-Inves-
tigators at the University College London and the University
of Illinois [13]. Additional algorithm development support
came from co-investigators at Los Alamos National Laboratory
(clear-sky albedo retrievals), Boston University (surface prod-
ucts), the Joint Research Center, Italy (bidirectional reflectance
model used in surface retrievals), and the University of Miami
(ocean products); in these cases, developers implemented new
processing codes based on specifications and prototypes by the
outside team members and their associates.

The formal development cycle used for the operational ver-
sions of the software follows a waterfall pattern adapted for
incremental functionality occurring over a sequence of builds.
Code development occurs in phases, each one corresponding to
a complete system-level loop in Fig. 4, and resulting in a specific
software build. The top-level prelaunch builds required by EOS
were called Beta, Version 1, and Version 2, and by having three
major deliveries prior to launch the operability of the software
for the start of the mission was significantly enhanced. Note that
“Beta” in this context is not the same as its usage in the product
maturity definitions discussed above in Section II-C.

Besides the production software, there are significant soft-
ware subsystems that reside within the MISR SCF but are not
delivered externally although they form a critical link in the de-
velopment and operational chain for the standard products. They
are used to prepare ancillary tables and databases that are ref-
erenced during standard product generation. Specifically, these
include

a) for radiometric conversion, the coefficient files;
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Fig. 4. Life cycle for software delivered to DAAC.

b) for georectification, the camera geometric model, projec-
tion parameters (for ground locating the MISR data), and
reference orbit imagery (for image matching that provides
accurate ground location);

c) for aerosol retrievals, the simulated aerosol radiance data,
and aerosol climatology data;

d) for land surface retrievals, look-up tables used in the geo-
physical retrievals.

Other SCF software subsystems that support Science team
operational activities include the In-Flight Radiometric Cal-
ibration and Characterization (IFRCC) subsystem [14]; the
geometric calibration (Geocal) subsystem [15]; generation of
threshold data for the cloud classifier algorithms; the validation
subsystem; QA processing; and AirMISR data processing.

Because the SCF-based software subsystems have direct in-
fluence on the data products, they were all implemented using a
rigorous development cycle that is a subset of the one used for
the production software, and are subject to similar review, con-
figuration management, and problem tracking practices.

V. SOFTWARE AND SYSTEM DESIGN

This section addresses the design of the MISR production
software and MISR-specific drivers of the system in which it
operates. It includes the key factors driving the software design
and an overview of the software architecture, and gives greater
detail in areas that were especially unique or challenging.

During the implementation years prior to launch, the MISR
Project had the option of either using the ECS production
system, or implementing its own production system in the
form of an EOS Science Investigator-led Partner System
(SIPS). MISR chose to use the ECS because of the significant
investment already made in designing MISR processing within
the ECS environment, and because that was regarded as the
most cost effective route to take.

Before proceeding with a description of the software, here is
a very brief introduction to science software architecture within
the ECS context. The software executable entities are called

Product Generation Executables (PGEs), each of which consists
of a core service process and subsidiary child processes. A PGE
has one or more compiled executables or scripts, and produces
one or more standard or intermediate product files, or completes
a processing step on a dataset. In most cases the PGE includes
a script that links together the component executables to per-
form the desired processing. There is only one instantiation of
a PGE for each granule that has been defined for the MISR in-
strument processing. A PGE cannot accept command-line argu-
ments. No assumptions were made about the physical location
of the files or the directory from which the PGE is being run.
The files are accessed through logical file handles established
in a PGE Control File (PCF), using the ECS toolkit access calls.
Normal processing operations are performed automatically, and
PGEs can be initiated manually. When all of the data needed
for processing have been staged, and the computing resources
needed for processing the PGE are available, the PGE is sched-
uled for execution.

A. Key Factors Driving the Design

In an extensive data processing system such as that used for
MISR, the system design has many driving requirements. The
ECS environment that is the heart of the DAAC production
system was made for multiple instruments and missions. While
such a system must accommodate all of the critical requirements
dictated by individual instruments, it also must adopt standards
and specifications to which the individual instrument software
must conform. Here are the prime factors used in design of the
MISR processing software, including factors arising from the
MISR instrument characteristics and the requirements of the
ECS.

1) EOSDIS performance degraded more quickly in response
to increases in quantity of files staged than it did to the
size of the files staged. For the same data volume, pro-
cessing fewer large files proved more efficient than man-
aging a large number of small files.

2) The amount of dynamic memory available for each pro-
cessor would be limited to 512 MB, mostly due to cost
constraints.

3) Level 1A, Level 1B1, and Level 1B2 science processing
shared the following characteristics: a) very high I/O
rates, b) MISR-only generated ancillary data, c) nearly
identical locality of data access, and d) no data interde-
pendence between cameras.

4) Level 1A CCD calibration, on-board calibrator, and motor
data occur infrequently.

5) Level 2 TOA/Cloud and Level 2 Aerosol/Surface share
the following characteristics: a) require data from all
nine MISR cameras, and b) require ancillary data from
non-MISR sources.

6) Level 2 TOA/Cloud has very large memory requirements.
7) HDF-EOS was the EOSDIS required data product format.

These drivers resulted in specific responses within the design
of the production software, as follows.

1) The fundamentalgranule size adopted for MISR pro-
cessing was the amount of data collected in one orbit,
nominally one daylit swath for science data.
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2) Every PGE was designed to require no more than 350 MB
of dynamic memory.

3) A maximum size of approximately 1 GB was adopted for
all files, whether input, ancillary, or output, in order to fit
within the limitations of memory and the ECS toolkit.

4) The PGEs were designed to take advantage of opportuni-
ties for coarse-grained parallelism, to minimize disk ac-
cesses, enable scaling up or down, and to efficiently use
system resources. A multiprocess PGE structure using
dynamic memory-based interprocess communication ser-
vices was implemented to reduce intra-PGE I/O. This
resulted in intra-PGE chaining of Level 1A, and Level
1B processing. Level 1 processing was separated from
Level 2 processing (not in the same chain). Level 1 pro-
cessing used a serial approach within a PGE instance.
Each camera is processed independently of every other
camera. It takes nine instances of the Level 1 PGE to
process all data from the nine MISR cameras.

5) Calibration PGEs were created to allow for separate
scheduling based on their discrete acquisition schedule
rather than the continuous acquisition of science data.

6) Each Level 2 PGE would require staging of data from
each of the nine instances of Level 1 processing.

7) The above constraints caused the decomposition of Level
2 Top-of-Atmosphere/Cloud processing from one to three
PGEs to remain under the 512 MB per processor alloca-
tion.

8) MISR requires that radiance data be colocated and geo-
rectified before geophysical parameter retrievals are per-
formed. As described above, the HDF-EOS Grid data
type, suitably modified, was selected for this purpose.

B. PGE Design

Based on the factors described above, there are nine PGEs
used for Level 1 and Level 2 processing, as follows.

PGE1: Charge-Coupled Device (CCD) Science Data.
PGE2: Engineering Data.
PGE3: Motor Current Data (for the deployable calibration
panels and the instrument cover).
PGE4: CCD Calibration Data.
PGE5: On-Board Calibrator (OBC) Data (for on-board
photodiode measurements).
PGE6: Local Mode (high resolution) Geometric Pro-
cessing.
PGE7: Geometric Parameters.
PGE8: Top-of-Atmosphere (TOA)/Cloud.
PGE9: Aerosol/Surface.

Level 3 processing uses an array of PGEs, known as PGE11-
PGE16.

This breakdown of the PGEs, and the way they are chained
together operationally are illustrated in Fig. 5. Not shown here
are the various ancillary data flows used in the processing. The
MISR Level 1 PGEs do not use any ancillary data other than
that supplied by MISR, with the exception of navigation and
attitude data, and the Detailed Activity Schedule (DAS), a file
provided by the EOS Operations Center that contains the termi-
nator crossing and corresponding camera-on times for the MISR

Fig. 5. PGE breakdown and chaining.

instrument. The Level 2 science algorithms allow for the input
of environmental data from meteorological sources and from
MODIS, which would provide more accurate information than
the climatology datasets assembled by the MISR Science Team.

While the science data are processed in full swath granules,
within the PGEs they are divided into segments to facilitate the
transition between multiple concurrent processes. That is, each
“data segment” is the minimum input data to a processing func-
tion, and must be understood in the context of MISR’s concur-
rent processing. To optimize production, the MISR processing
design allows for the concurrent execution of PGE processes
using the same input data. As the first process runs, a portion
of the input data becomes available and may be handed off to
the next process before the first process is entirely finished.
Thus, the second process need not wait for availability of the
entire granule dataset. Serial processing steps may thus occur
between PGE processes in a pipeline fashion, i.e., process steps
are chained. Segments are chosen to be at least as large as the
minimum segment size for the along-track dimension, and equal
to the swath width for the cross-track dimension. For Levels 1A
and 1B1 processing, each segment is a 512-line portion of the
swath. For Level 1B2 and Level 2, the segment consists of one or
more blocks in the SOM projection. (Blocks are defined above
in Section II and Fig. 2.)

The heavily computational nature of the production software
was recognized early, and steps taken to mitigate it. Besides
careful coding and the use of concurrent processing, algorithms
were structured where feasible to use look-up tables prepared at
the SCF rather than rigorous real-time analytical techniques. In
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TABLE I
MISR LINES-OF-CODE COUNT

effect, this transferred heavy computation from the production
system to the MISR SCF, where calculation of the look-up
databases, while highly time consuming, does not need to be
repeatedforeverygranuleofproduction.This techniquewasused
in theLevel1B2georectificationand theLevel2Aerosol/Surface
and TOA/Cloud processing. Level 1B2 development required
several workyears of effort to prepare a global Digital Elevation
Model (DEM)basedprimarilyondata fromtheNational Imagery
and Mapping Agency (NIMA); a Projection Parameter (PP)
dataset used in translating navigation and pointing information
to ground location; and Reference Orbit Imagery (ROI) that will
allow improved ground location through image matching. The
preparation of these datasets was computationally so intensive
that care was needed to ensure the work needed to be done once
only. One production run for Projection Parameters required
approximately four months of continuous processing using 16
CPUs of a Silicon Graphics Origin-2000 computer.

The design of MISR processing required careful coordina-
tion with the development of the EOSDIS ECS production en-
vironment to account for unique characteristics of the MISR
data stream. The most fundamental difference from other instru-
ments is that MISR data are downlinked and front-end handled
in the traditional fashion of time-aggregation, viz., processed in
two-hour chunks, but must transition into an orbit-by-orbit han-
dling because this is the way that the MISR ground processing is
done. This unusual method of working is functioning very well.

The need for MISR software to conform with the ECS
operational environment includes a prescribed data model, or
metadata definition. Dedicated staff were necessary to com-
plete this. The HDF-EOS metadata was designed to capture
descriptive information for a granule, and be a common format
used for all EOS instrument data. This generalized data model
was insufficient to meet specific MISR needs, especially those
regarding storage of detailed quality assessment parameters.
MISR adapted by developing software to create separate quality
assessment data files containing detailed measures of granule
quality, there being one QA file per each product file. With
these changes, MISR could record metadata at swath level,
block level, line level, and pixel level as appropriate.

To complete this brief synopsis of the MISR software design,
the size of the implemented software is given in Table I. This
count of lines-of-code was made in April 2002. The total of over
1.5 million lines of executable code is divided between opera-
tional code and unit tests, and between the product generation
code, and the specialized subsystems at the MISR SCF. The fig-
ures in the table include only code written by the MISR imple-
menters, and exclude third party software used in the system.

VI. SYSTEM IMPLEMENTATION

The experience of implementing the MISR science data
system and its science software, and of using the system to
support an operational mission, spans a period of over ten years.
This section presents the chronology of the implementation
and operation, and examines the production issues and other
challenges that arose.

A. Implementation and Operations Timeline

Implementation of the MISR science software by the MISR
team began officially in 1991, with the inauguration of the
MISR Project at JPL. System-level planning and algorithm pro-
totyping characterized the period through approximately 1995,
after which the formal software development was predominant.

The Beta version of prelaunch production software (not to be
confused with the release of “Beta” data products discussed in
Section II) to the DAAC in early 1996 was intended by EOS
to exercise the system environment. It did this only to a lim-
ited extent because the MISR software at the time was largely
stand-alone, i.e., it did not use the ECS system toolkit exten-
sively, and did not use the HDF-EOS file format. However, it
was a major milestone because it demonstrated that the MISR
processing concepts were viable. Subsequent deliveries to the
DAAC prior to launch included the Version 1 in mid 1997, Ver-
sion 2 in early 1998, and Version 2.1 a few months prior to
launch. Each of these included gradually greater levels of func-
tionality and operability.

At the time of launch, MISR science processing capability
integrated into the ASDC DAAC consisted of only the Level
1 functional string. For the first few months of operations, all
MISR Level 0 data was transmitted immediately to the SCF
so that data quality could be examined with quick turnaround,
with special SCF versions of the Level 1 PGEs set up to run
automatically upon receipt of data. On a typical day, between 30
and 50 GB of data arrived at JPL via a dedicated ATM network
link. This processing began about three months before the MISR
cover was opened on February 24, 2000.

During the weeks prior to opening of the cover, it was neces-
sary for MISR’s photogrammetry staff to prepare special navi-
gation files because Terra had not yet reached its final orbit, and
the standard day-night cycling of MISR had not started. During
this time, with the cover closed, a global map of proton radia-
tion was produced from this processing [16].

After the MISR cover was opened, normal processing opera-
tions began immediately, and the first public release of data files
consisted of Level 1 products, on 28 June 2000. (A small number
of selected images was released earlier at a press conference in
mid-April 2000.) The availability of real instrument data her-
alded a major development push to complete the initial Level 2
products. For example, during the latter half of 2000, much work
on the Aerosol/Surface algorithm was necessary to improve spa-
tial coverage, and the cloud stereo algorithm required major re-
finements such as improving the accuracy of wind retrievals.
Both of these products were demonstrated to the MISR Science
Team at their meeting in December 2000, which permitted their
public release in March 2001. Improvement has been and is on-
going. The Provisional status of Level 2 products is planned to
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TABLE II
EVOLUTION OF MISR PROCESSINGESTIMATES

coincide with the start of the first complete reprocessing of the
entire MISR dataset from the start of mission onward.

B. Challenges and Performance Issues

One of the larger lessons emerging from MISR’s experience
is that the development of the MISR/EOS kind of science soft-
ware is unavoidably difficult, encompassing far more than a
straightforward “bullet-proofing” of science prototype code and
the use of a standard system environment. Instead, it is a major
design and implementation challenge. Some of the issues in-
clude: error handling; unit testing; working through the data;
using the system environment dependencies; automatic mass
production; continually changing requirements; broad depen-
dencies; pressure to write code before requirements are com-
plete; lack of prototypes for some of the algorithms.

These challenges and related operational and performance is-
sues are best illustrated by looking at the specific major issues
characterizing the MISR experience.

1) Algorithm Efficiency and Evolution:The initial pro-
cessing hardware capacity at the DAAC was based on estimates
of algorithm requirements made by the MISR team in 1995,
when many of the more demanding algorithms were still at the
prototype stage, or only partly implemented. Table II shows
those estimates (for a one-time processing of the dataset) and
compares them with figures derived in mid-2000, after the real
mission requirements became clear. The 2000 estimates remain
essentially valid, and are currently used as a constraint within
which the implementation must fit.

Having no heritage, there were no operational codes upon
which to base reliable system capacity estimates until early
versions of production software became available in mid-1999.
Early estimates of processing needs, such as the 1995 figures in
Table II, were based mainly on hand calculations, and included
an application environment overhead of 100% to allow for
metadata generation, product structure constructions related to
the Hierarchical Data Formal (HDF) and HDF-EOS formats
used for the EOS products, input staging, job control, and any
other production environment requirements. Experience with
the system since Terra launch has shown that because of system
downtime for maintenance, Level 0 data delays, inefficiencies
in data staging, limitations on maximal CPU utilization, and
general system instability, a more realistic overhead allowance
would be 175% to 200% with respect to science software
execution times.

In some instances, initial implementation of MISR algorithms
performed in ways that were very different from what was pre-

dicted earlier. The most notable example of this was that the
initial measurements of Aerosol/Surface processing speed using
actual code in mid-1999 suggested a deviation by approximately
two orders of magnitude in computation time with respect to the
estimates that were used to specify the installed processing hard-
ware. This being an obvious threat to the success of MISR, it
was decided to completely rework the software. Over 50 work-
months were expended in this effort, and the results were dra-
matic, reducing the 100-fold increase to within the overall en-
velope defined in Table II.

Although performance improvements to the MISR software
will continue to be made, it is believed that all of the major
efficiency areas have already been addressed. Thus, the future
evolution of the software will be driven primarily by evolution
of the algorithms.

2) Simulated Data:A necessary part of premission develop-
ment was the preparation of simulated datasets for testing both
the algorithms and the software. Although the need for test data
was recognized early, there were no prelaunch multiangle test
datasets at comparable spatial resolution that could be used to
provide input for algorithm testing or for performance measure-
ment studies. Thus, the construction of simulated MISR data
was a complex exercise. Approximately two workyears of effort
was put into this, and the result was the equivalent of a single day
of processing. This limited dataset restricted the range of oper-
ational stress testing that could be accomplished before launch
although it is doubtful that it resulted in any serious implications
for the postlaunch release of products.

Although prelaunch data from the MISR instrument was
in the correct Level 0 packet format, the content for software
testing purposes was minimal. Therefore, some level of realistic
image content was needed to confirm the basic software and
algorithm functions prior to receiving MISR data from orbit.

Software was developed to produce this image data using
Landsat scenes as a base and creating MISR-like data in the
appropriate form. This software read Landsat nadir-view radi-
ance images and produced the nine angle MISR-like radiance
images using rendering and projection techniques. MISR swath
structures were then generated in two ways. Initially this was ac-
complished by mirroring the Landsat scene-based data in both
cross-track and down-track foldings to achieve the desired spa-
tial extent. To improve the overall content of the test data an
extended mosaic of Landsat scenes was later used as input to
the rendering step. This radiance form of test data was used as
the input stream to the geometric processing steps.

Additional software was developed to generate Level 0 packet
files from these radiance files to support the testing of the com-
plete Level 1 processing chain.

3) Impact of Instrument Issues:Prior to the public release of
Level 1 products in June 2000, many problems were resolved.
Some of these arose from non-MISR sources, such as “bit flips”
in the packet headers. The primary MISR-related issue to fa-
cilitate the public release was the delivery of software patches
to mask out regions of data acquired while the MISR instru-
ment was experiencing an out-of-sync condition [16]. Prior to
this patch, the software often halted because of discontinuities
in the data when out-of-sync packets were encountered.
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The out-of-sync issue has been one of the main Level 1 pro-
cessing issues, and continues to receive attention. Without cor-
rections, the geolocation of the product could not be correctly
determined when lines of data were no longer in their correct lo-
cation subsequent to an out-of-sync event. Gradually, the Level
1 software has been made increasingly resilient with respect
to out-of-sync packets. In May 2001, a major patch increased
robustness to the point where Level 1 processing proceeded
uninterrupted in more that 95% of cases. A concerted effort
is planned in mid-2002 to provide a definitive solution to this
problem and achieve a 98% or better success rate. This is nec-
essary to attain a satisfactory global coverage with Level 2 prod-
ucts because Level 2 processing as currently structured requires
input data from all nine cameras. (A 100% success rate may not
be practicable because of the many variants of the problem.)

4) DAAC Issues:The MISR production system at the
ASDC DAAC was based on a new design that needed many
adjustments to achieve the necessary performance, and these
adjustments are continuing. The early months of the mission
revealed serious operational issues, many of which have been
successfully addressed or are being addressed, e.g., the need for
improved data staging between the archive and the processors;
inadequate production planning capacity; rearrangement of
archive files to optimize access times; susceptibility to operator
errors; gaps in attitude and navigation data; internal system sat-
uration; poor interprocessor communication; and an inefficient
operating system.

By late 2001, which was two years after launch, an average
throughput between 100 and 150% of daily instrument output
was being realized, although not consistently. Since then, per-
formance and reliability have been significantly enhanced by
augmenting the computer processing hardware and by major
revisions to the ECS software. At the time of writing, April
2002, the augmented system was in a test phase, and appears
capable of supporting the reprocessing planned for later in the
year, when there must be at least as much capacity available for
that purpose as for the processing of new instrument data. At
that point, the system will be based on SGI Origin 3800 ma-
chines with the equivalent of 96 CPUs running at 400 MHz.

An additional round of capacity augmentation is expected
later in 2002, which should at least double the reprocessing ca-
pability, and this should for the first time realize the kind of
system capability originally intended by EOS for full mission
support.

VII. SOFTWARE TOOLS

The implementation of support tools was an important part
of the MISR software development task. In general these tools
filled the typical roles in support of software testing, data gen-
eration, and data analysis and visualization. Several specialized
tools were built to reflect the MISR needs. Some were developed
as extensions to commercial off-the-shelf (COTS) products, or
used COTS products as a base. Others were written in their en-
tirety.

The ASDC DAAC Web site [10] lists MISR data access tools
available from various sources. The following paragraphs de-
scribe tools developed by the MISR Instrument Team that are

available to the science user community through a no-cost soft-
ware license agreement with JPL/California Institute of Tech-
nology (http://www-misr.jpl.nasa.gov/software).

A. GIS Extension

Toolkit extensions to the ERDAS Imagine GIS software
package were implemented for viewing and analyzing MISR
data. These were used by the MISR team as a means for specific
manipulations of MISR data content and structure necessary to
confirm the rectification of the images from the nine cameras
and four bands per camera. They also provided the ability to
verify the geolocation of the images. This step was aided by
inserting measuring crosses into the data so that these tools
could be used to examine the relative locations of these crosses
among the camera views.

B. hdfscan

Two tools were built to specifically view MISR data prod-
ucts. The first is calledhdfscan. This software consists of two
components, a core program used to read and process MISR
HDF files, and a graphical user interface (GUI) built as an in-
terface and display wrapper around the core program.hdfscan
can be initiated in two modes, command line driven using the
core program only or using the GUI with X-windows. The core
program is written in Fortran 90 and the GUI consists of routines
written with Tcl/Tk, C and C++. This program permits examina-
tion of both the metadata and product parameters in MISR data
products. Many data selection and display options are available
which allow viewing parameters from any HDF structure. Data
can be displayed as image, gray scale or color, tabular, or text
where appropriate. Also both raw and interpreted representa-
tions of the data are available, e.g., conversion of numeric flag
values to text descriptors.

C. misr_view

The other data analysis tool is calledmisr_view. This pro-
gram was developed to provide advanced viewing and analysis
capabilities applicable to those MISR products written in the
HDF-EOS grid format, including the georectified Level 1 radi-
ance data, the Level 2 retrieved geophysical parameter data, and
AirMISR georectified radiance data. The software for this tool
is based on IDL, a COTS product from Research Systems, Inc.

misr_viewis a feature-rich analysis tool allowing comprehen-
sive data viewing and investigation. It is controlled through a
GUI that permits the selection of data products to be examined
and analysis options. Some of these options include the ability
to extract and stitch together a range of blocks for display and
to load parameters having different spatial and bit-depth resolu-
tions into the display planes of a viewing window. Several util-
ities exist providing data transforms to perform tasks such as
data scaling and unpacking, histogram viewing, and stretch ma-
nipulation. It is possible to link multiple viewing windows via
geolocation information and to use alternative map projections.
Other capabilities include vector overlays, tools for constructing
anaglyphs, automatic scrolling through a large range of blocks,
and emulation of 24-bit color on eight-bit display hardware.
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VIII. C ONCLUSION

Putting a complex data production system in place at the same
time as research and development on the algorithms proceeds is
a daunting task. Many factors must be managed for this to work,
and in the MISR case the outcome was successful.

The first generation of MISR Level 1 data products became
availabletothesciencecommunity inJuly2000,andLevel2prod-
ucts became available in March 2001. Validated Level 1 products
are now available, and Provisional Level 2 products are expected
later in 2002. This is a major accomplishment for such a new in-
strument concept launched little more than two years ago.

Although the MISR data products will be subject to ongoing
revision and improvement during the Terra mission, the founda-
tions of the design, implementation, and operation are well es-
tablished, and highly successful. Many innovations and special-
ized approaches were necessary because of the newness of the
MISR multiangle observing concept. These are groundbreaking
achievements that will no doubt be the foundation of data pro-
cessing for future on-orbit, multiangle instruments.
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