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were found to be the best distributions for Indiana 
data.  Because of the requirement that Log Pearson 
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funded projects, it was retained in the study.   
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method. 
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I.  Introduction 
 

  

The basic objective of the research reported herein is to analyze Indiana flood data and to 

develop regional equations to estimate magnitudes of floods corresponding to specified 

recurrence intervals.  The commonly used recurrence intervals of 2, 5, 10, 25, 50 and 100 years 

are used in this research.  In Indiana, the equations which are being used presently to estimate 

floods were developed by Glatfelter (1984) using data available up to or a few years before 1982.  

More than 20 years of additional data are available since Glatfelter’s work.  The additional data 

offers an incentive to develop more accurate relationships to estimate flood magnitudes. 

 In addition to the improvements which can be brought about by using the additional data, 

there are two strong reasons to develop new flood frequency relationships.  Both of these are 

related to the drawbacks in Glatfelter’s work.  The first of these is that the ordinary least squares 

(OLS) method was used by him to develop these relationships.  This was the standard practice in 

U.S.G.S. at that time.  In fact, all the states followed the same procedure.  However, the nature of 

the flood data is such that, later, the Generalized Least Squares (GLS) method was shown to be 

better suited for the problem.  The GLS was shown to reduce the rather substantial errors in these 

relationships (Fig. 1.1.1). 

 The second major drawback in Glatfelter’s work is that he used the data from the major 

river basins in Indiana.  These river basins are shown in Fig. 1.1.2.  However, as demonstrated 

by Rao and Hamed (1997), these river basins are not homogeneous in their flood characteristics.  

Consequently the flood frequency relationships developed by using these data can be improved 

substantially. 
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Figure 1.1.1.  Percentage error for regional regression estimators of different statistics in 
the Potomac River basin (after Thomas and Benson (1970)) 
 
 
 

 
 

Figure 1.1.2.  Regions by Glatfelter (1984) 
 

 In order to identify homogeneous regions in Indiana, a JTRP study was conducted at 

Purdue University.  Different methods based on trial and error, clustering algorithms, fuzzy 

algorithms and neural networks were used to identify homogeneous regions in Indiana [(Rao et 

al. (2002), Srinivas and Rao (2002), Iblings and Rao (2003), Srinivas and Rao (2003)].  The 
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homogeneity of these regions was tested by using the statistics developed by Hosking and Wallis 

(1993, 1997).  Three of these results are shown in figures 1.1.3-1.1.5.  A comparison of these 

regions in Fig. 1.1.2 and Figs. 1.1.3-1.1.5 demonstrates the fact that flood homogeneous regions 

in Indiana do not correspond to river basin boundaries.  The annual maximum flood data from 

the regions in Figs. 1.1.4 and 1.1.5 or slight modifications are used in the present study.  Separate 

flood frequency relationships are developed for each region. 

 

Figure 1.1.3.  Flood Homogeneous regions of Indiana (Rao et al. (2002)) 
 
 

The U.S. Water Resources Council mandated the use of log-Pearson (III) (LP(III)) 

distribution for estimating floods in the U.S whenever Federal funds are used.  The LP(III) 

distribution is very sensitive to skewness coefficients of the annual maximum flood data.  These 

skewness coefficients vary considerably in any given region and hence the flood estimates based 

on them also vary (McCormick and Rao (1995)).  Also, the LP(III) distribution may not be the 

best distribution to  describe the flood data  (Wallis and Wood (1985), Rao and Hamed (2000), 
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Figure 1.1.4.  Flood Homogeneous regions by hybrid cluster method (Srinivas and Rao 
(2002)). 

 
 
 

 
 

Figure 1.1.5.  Flood Homogeneous Regions by Fuzzy Cluster Analysis (Srinivas and Rao 
(2003)) 

 

Rao et al. (2003)).  Consequently, two sets of relationships, one based on LP(III) and another one 

based on a better distribution for a given region are developed for each region.  The relationships 

based on LP(III) distribution are used where it is required.  The other set of relationships are 

designed to be used where the relationships based on LP(III) distributions are not required. 
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1.1. Objectives of the Study 

 The optimal statistical distribution which may be used may vary from one region to 

another.  Consequently, data from each region are analyzed to determine the best distribution for 

each region.  The commonly used distributions such as Generalized Extreme Value (GEV), 

Generalized Logistic, LP(III) and other distributions are selected for this analysis.  The tests 

designed by Hosking and Wallis (1993, 1997) as well as other standard tests such as 2
−χ  or 

Kolmogorov-Smirnov tests are used to select the best distribution for each region.  This is 

discussed in chapter 2. 

The flood frequency relationships based on LP (III) distribution must be used whenever 

federal funds are used in any project.  Consequently, the flood magnitudes corresponding to the 

specified frequencies are estimated by using all the available data and the Water Resources 

Council (WRC) method.  These flood values are related to the physiographic and meteorologic 

variables so that they may be used to estimate the flood magnitudes at locations where flood data 

are not available.  This aspect of the study is discussed in chapter 3. 

 In developing flood frequency relationships, regression-based relationships are 

commonly used.  However, recent research based on L-moments has demonstrated that the 

results based on L-moments are as good as or better than those based on other regression 

relationships.  Consequently, L-moment based relationships are developed by using Indiana data.  

The accuracy of the L-moment based method is tested by using split sample tests.  The 

development of L-Moment based relationships is discussed in chapter 4. 

 In order to use the L-moment based approach for ungaged watersheds, the average annual 

flood or a similar statistic must be estimated from easily measured watershed and meteorological 

characteristics.  These relationships are developed by using GLS techniques.  The accuracy of 
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these relationships is tested by using split sample tests.  Consequently, development of 

relationships for estimating the average annual maximum flow and testing them are discussed in 

chapter 5. 

Although the L-moment based methods are supposed to be better than those based purely 

on regression relationships, the universality of this assertion has not been established.  The 

claims of superiority of the L-moment method compared to the regression relationships are 

investigated by using a comparison of these methods.  Consequently the regression relationships 

for floods of different return periods are developed for each region.  The GLS method is used for 

developing these relationships.  The correlation between the dependent variables are tested and 

only one of the variables of a pair tested is retained in order to eliminate spurious correlations.  

Development of these flood frequency regression relationships is discussed in chapter 6.   

In selecting these procedures for flood frequency analysis the accuracies of these methods 

must be established.  The accuracies of L-moment and regression analysis methods are 

established by using the split sample technique.  Part of the data from a region is used to 

establish these relationships.  The remaining part of the data is used to test the accuracy of these 

relationships.  Thus the errors of estimation are determined.  This aspect of the study discussed in 

chapter 7. 

A summary and a set of conclusions are presented in chapter 8.   

The details of much of the work reported herein are found in three reports: 

1. Estimation of Peak Discharges of Indiana Streams by Using log Pearson (III) 

Distribution, Interim Report No. 1, by David Knipe and A.R. Rao, May, 2005. 

(Knipe and Rao (2005)) 
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2. Indiana Flood Data Analysis, Interim Report No. 2, by Shalini Kedia and A. R. Rao, 

July, 2005.  (Kedia and Rao (2005)) 

3. Flood Estimates for Indiana Steams, Interim Report No. 3, by En-Ching Hsu and A. 

R. Rao, August, 2005.  (Hsu and Rao (2005)). 

In order to keep the length of this report within reasonable limits the readers are referred 

to these reports.  They are available from Purdue University libraries. 
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II.  Selection of Distributions 

 

An important problem in hydrology is the estimation of flood magnitudes, especially 

because planning and design of water resource projects and flood plain management depend on 

the frequency and magnitude of peak discharges. A flood event can be described as a 

multivariate event whose main characteristics can be summarized by its peak, volume, and 

duration, which may be correlated. However, flood frequency analysis has often concentrated on 

the analysis of flood peaks. Several summaries, discussions and extensive reviews of the field of 

flood frequency analysis are given by Chow (1964), Yevjevich (1972), Kite (1977), Singh 

(1987), Potter (1987), Bobee and Ashkar (1991), McCuen (1993), Stedinger et al. (1993), and 

Rao and Hamed (2000).  

In the statistical analysis of floods extreme value probability distributions are fitted to 

measured peak flows. This method is data intensive and is applicable only to gauged watersheds.  

Selection of probability distribution is generally arbitrary, as no physical basis is available to 

rationalize the use of any particular distribution. Several distributions, Log-Normal, Pearson type 

III, Wiebull, log Pearson Type III, Generalized Extreme Value, to name a few,  have been used 

and these may seem appropriate for a given sample of data. To check the validity of accepting a 

distribution, goodness-of-fit tests are used.  

The U.S. Water Resources Council recommends the use of log-Pearson (III) (LP (III)) 

distribution for estimating floods in the U.S.  Studies by Wallis and Wood (1985), Rao and 

Hamed (2000), and Rao et al. (2003) show that LP (III) distribution may not be the best 

distribution for the flood data in U.S. Therefore it is useful to test the adequacy of the 

distributions to determine the best distribution for a given region.  
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  Generalized Extreme Value (GEV) distribution is considered to be an appropriate choice 

for annual peak floods. Stedinger and Lu (1991) developed critical values and formulas for 

goodness-of-fit-tests for the GEV distribution. In the past, three tests, namely, Kolmogorov-

Smirnov test, the probability plot correlation test, and sample L moment ratio tests have been 

investigated.  These tests are used to check if data available for a site are consistent with a 

regional GEV distribution. Zempleni (1991) proposed a test based on the stability property of 

GEV distributions. It provides a tool for testing the hypothesis of a sample having GEV 

distribution against any other probability distribution.  

To identify the homogeneous regions in Indiana, different methods based on trial and 

error, clustering algorithms, fuzzy algorithms and neural networks have been used [(Rao et al. 

(2002), Srinivas and Rao (2002), Iblings and Rao (2003), Srinivas and Rao (2003)]. The 

homogeneity of these regions is tested by using the statistics developed by Hosking and Wallis 

(1993, 1997). The study by Srinivas and Rao (2002) yielded six regions shown in Figure 2.1.1.  

In the present study, the annual maximum flood data from the regions in Figure 2.1.1 are used. 

Regions 1-5 are found to be homogeneous and region six in Figure 2.1.1, containing the 

Kankakee River basin, is heterogeneous.  

The objective of the research discussed in this chapter is to use Indiana data for a 

comparative analysis, and determine the best distribution for each region.  These distributions 

include Log Pearson Type III (LP III), Generalized Extreme Value (GEV), Pearson Type III, 

Log Normal (III), Gamma, Generalized Pareto and Logistic distributions. The method of 

moments, maximum Likelihood and probability weighted moments are used for parameter 

estimation. The distributions fitted by using these methods are tested by using the Chi-Square 
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and Kolmogorov-Smirnov tests. The results of these goodness-of-fit tests are used to select a 

distribution for a region. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1.1.  Homogeneous regions developed by Srinivas and Rao (2002) 

 

2.1.  Parameter and Quantile Estimation 

In flood frequency analysis, an assumed probability distribution is fitted to the available 

data to estimate the flood magnitude for a specified return period.  The choice of an appropriate 

probability distribution is quite arbitrary, as no physical basis is available to rationalize the use of 

any particular distribution. The first type of error which is associated with wrong assumption of a 

particular distribution for the given data can be checked to a certain extent by using goodness-of-
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fit tests. These are statistical tests which provide a probabilistic framework to evaluate the 

adequacy of a distribution.  

Even if an acceptable distribution is selected, proper estimation of parameters is 

important. Some of the parameter estimation methods may not yield good estimates, or even 

converge. Therefore, some guidance is needed about the parameter estimation methods. 

 

2.2.  Parameter Estimation 

Several methods can be used for parameter estimation. In this study, the method of 

moments (MOM), the maximum likelihood method (MLM) and the probability weighted 

moment method (PWM) are used for parameter estimation.  

The maximum likelihood method (MLM) is considered to be the most accurate method, 

especially for large data sets since it leads to efficient parameter estimators with Gaussian 

asymptotic distributions. It provides the smallest variance of the estimated parameters, and hence 

of the estimated quantiles, compared to other methods. However, with small samples the results 

may not converge. 

The method of moments (MOM) is relatively easy and is more commonly used. It can 

also be used to obtain starting values for numerical procedures involved in ML estimation. 

However, MOM estimates are generally not as efficient as the ML estimates, especially for 

distributions with large number of parameters, because higher order moments are more likely to 

be highly biased for relatively small samples.  

The PWM method gives parameter estimates comparable to the ML estimates.  Yet, in 

some cases the estimation procedures are not as complicated as in other methods and the 
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computations are simpler. Parameter estimates from samples using PWM are sometimes more 

accurate than the ML estimates. Further details on this topic are found in Rao and Hamed (2000). 

2.3. Quantile Estimation 

After the parameters of a distribution are estimated, quantile estimates (xT) which 

correspond to different return periods T may be computed. The return period is related to the 

probability of non-exceedence (F) by the relation, 

11F
T

= −         (2.3.1) 

where )( TxFF =  is the probability of having a flood of magnitude xT or smaller. The problem 

then reduces to evaluating xT for a given value of F. In practice, two types of distribution 

functions are encountered. The first type is that which can be expressed in the inverse 

form )(FxT φ= . In this case, xT is evaluated by replacing ф(F) by its value from equation 2.3.1. 

In the second type the distribution cannot be expressed directly in the inverse form )(FxT φ= . In 

this case numerical methods are used to evaluate xT corresponding to a given value of ).(Fφ  

2.4.  Selection of Probability Distributions 

There are many distributions which are used in flood frequency analysis.  A few 

distributions which are commonly used in modeling flood data, are listed below and are used in 

the present study. 
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a.  Three–Parameter Lognormal (LN (3)) Distribution 

b.  Pearson (3) Distribution 

c.  Log Pearson (3) Distribution 

d.  Generalized Extreme Value (GEV) Distribution 
                                                                                                    

The choice of distributions to be used in flood frequency analysis has been a topic of 

interest for a long time. The best probability distribution to be used to fit the observed data 

cannot be determined analytically. Often, the selection of the distribution is based on an 

understanding of the underlying physical process. For example, the extreme value distribution 

might be an appropriate choice for annual peak floods. Many times, the range of the variable in 

the distribution function, the general shape of the distribution, and descriptors like skewness and 

kurtosis indicate whether a particular distribution is appropriate to a given situation.  If the 

sample data are insufficient, the reliability in estimating more than two or three parameters may 

be quite low. So, a compromise has to be made between flexibility of the distribution and 

reliability of the parameters.     

To assess the reasonability of the selected distribution, statistical tests like Chi-Square 

test, Kolmogrov-Smirnov tests and Akaike’s Information Criterion are used. The Chi square test 

and Kolmogrov-Smirnov tests are discussed below.  

2.4.1. Chi-Square Test 

In the chi-square test, data are first divided into k class intervals. The statistic 2χ in 

equation 2.4.1 is distributed as chi-square with k-1 degrees of freedom. 

∑
=

−
=

k

j j

jj

E
EO

1

2
2 )(

χ                                                                             (2.4.1) 
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In equation 2.4.1, Oj is the observed number of events in the class interval j, Ej is the 

number of events that would be expected from the theoretical distribution, and k is the number of 

classes to which the observed data are sorted. If the class intervals are chosen such that each 

interval corresponds to an equal probability, then knE j /=  where n is the sample size and k is 

the number of class intervals, and equation 2.4.1 reduces to equation 2.4.2. 

            nO
n
k k

j
j −= ∑

=1

22χ                                                                                (2.4.2)         

Class intervals can be computed by using the inverse of the distribution function 

corresponding to different values of probability F, similar to estimating quantiles.  

2.4.2.  Kolmogrov-Smirnov Test 

A statistic based on the deviations of the sample distribution function )(xFN from the 

completely specified continuous hypothetical distribution function )(0 xF is used in this test. The 

test statistic DN is defined in equation 2.4.3.  

                           )()(max 0 xFxFD NN −=                                                                   (2.4.3) 

The values of )(xFN are estimated as NN j /  where Nj is the cumulative number of 

sample events in class j.  )(0 xF  is then 1/k, 2/k, …etc., similar to the chi-square test. The value 

of DN must be less than a tabulated value of DN at the specified confidence level for the 

distribution to be accepted.  

2.5.   Procedure to Select the Distributions 

The selection of probability distributions by using data from Indiana Watersheds is 

discussed in this section.  The probability distributions included in this study are: Log Pearson 

Type III (LP III), Generalized Extreme Value (GEV), Pearson Type III, Log Normal (III), 
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Gamma, Generalized Pareto and Logistic distributions. The method of moments, maximum 

Likelihood and probability weighted moments are used for parameter estimation. The 

distributions fitted by using above mentioned methods of parameter estimation are tested by 

using the Chi-Square and Kolmogorov-Smirnov tests for goodness-of-fit. Conclusions from 

these goodness-of-fit tests are used to select the distributions. 

The annual peak flows from 279 gaging stations are used in this study. The annual peak 

flow data, as well as attributes for each gage, are found at the USGS website 

http://water.usgs.gov/nwis/peak. The USGS site numbers of these gaging stations are included in 

tables in Kedia and Rao (2005).  More information can be found about these sites by using the 

USGS site number as an input in the USGS website. These gaging stations are divided into 6 

regions by Srinivas and Rao (2002) as shown in Figure 2.1.1.   

A software package in MATLAB was developed by Khaled Hamed (2001).  This 

package has been used in this research for selecting the best distribution for each region in 

Indiana.  

The following nine distributions are selected as candidates for the best distribution 

suitable to each region in Indiana: Pearson Type III, Log Pearson Type III, Generalized Extreme 

Value, Log Normal III, Gamma, Generalized Pareto, Logistic, Gamma and Weibull distribution. 

Pearson Type I, Extreme Value Type II, and Log Normal II distributions are not considered 

because the same distributions with three parameters are selected. Some data sets from region 1 

were selected to evaluate the  nine distributions. The plots of goodness of fit obtained for many 

of the stations, for Gamma, Generalized Pareto, Logistic and Weibull Distribution showed a very 

poor fit. Consequently, four distributions (log Normal III, Log Pearson III, Pearson Type III and 

GEV) are chosen for further investigation.   
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Method of moments, maximum likelihood and probability weighted moments were used 

to estimate the parameters. These parameters are used to calculate the quantiles corresponding to 

return periods of 10, 20, 50 and 100 years. Standard errors corresponding to the observed values 

are also obtained. Results of goodness of fit at 95% confidence limit are tabulated for each gage 

station in a region corresponding to each distribution and method of parameter estimation.  As an 

example of the results for Log Pearson III distribution fitted to the data from Region 3 are shown 

in Table 2.5.1.  

 

Table 2.5.1.  Results for Log Pearson III distribution for Region 3. 

1 2 3 4 5 6 7 8 9 10 11 12 13
station USGS No. no. of Std Table Std Table Ranks of Best Method

No. Obs. Chi Square K-Smirnov actual actual actual actual actual actual each of Parameter 
chi square k smirnov chi square k smirnov chi square k smirnov Distribution estimation

1 3242100 16 9.49 0.34 3 0.14 6 0.11 inv inv 3131 MOM
2 3262750 17 9.49 0.33 9.82 0.2 9.82 0.16 inv inv 3412 ML
3 3272900 17 9.49 0.33 inv inv 2.29 0.08 inv inv 2431 MOM
4 3274950 23 9.49 0.28 inv inv 12.83 0.32 11.43 0.2 1324 MOM
5 3275900 10 9.49 0.41 inv inv 2.8 0.15 inv inv 3421 MOM
6 3276000 47 9.49 0.20 inv inv 26.36 0.15 25.68 3.45 4312 ML
7 3276640 17 9.49 0.33 6.06 0.16 8.88 0.14 inv inv 3231 MOM
8 3276700 33 9.49 0.24 4.58 0.1 6.52 0.16 inv inv 4311 ML
9 3276770 10 9.49 0.41 6 0.15 2.8 0.12 4.4 0.17 3321 MOM

10 3276950 10 9.49 0.41 9.2 0.18 10.8 0.17 inv inv 3421 MOM
11 3277000 41 9.49 0.21 inv inv 4.07 0.09 inv inv 1422 MOM
12 3277250 10 9.49 0.41 6 0.19 9.2 0.18 inv inv 2221 MOM
13 3291780 33 9.49 0.24 inv inv 3.61 0.07 inv inv 1112 ML
14 3292350 17 9.49 0.33 4.67 0.08 3 0.08 3 0.08 2121 MOM
15 3294000 48 9.49 0.20 8.67 0.06 3.33 0.08 inv inv 3311 ML
16 3302500 50 9.49 0.19 5.36 0.09 12.72 0.15 27.44 3.01 2421 ML
17 3302690 10 9.49 0.41 4.4 0.2 2.8 0.14 inv inv 4312 ML
18 3303000 77 9.49 0.15 5.6 0.06 5.6 0.06 inv inv 1111 ML
19 3364100 17 9.49 0.33 4.18 0.14 2.29 0.13 inv inv 1411 MOM
20 3364500 56 9.49 0.18 3.71 0.08 4.57 0.08 inv inv 2122 MOM
21 3364570 10 9.49 0.41 inv inv inv inv inv inv 1110 MOM
22 3366000 20 9.49 0.29 1.6 0.07 5.6 0.13 inv inv 4321 ML
23 3366200 34 9.49 0.23 inv inv 6 0.09 inv inv 1111 MOM
24 3366400 10 9.49 0.41 9.2 0.25 9.2 0.14 inv inv 1023 ML
25 3367600 10 9.49 0.41 6 0.3 6 0.22 inv inv 4123 ML
26 3368000 47 9.49 0.20 3.55 0.07 10.02 0.11 inv inv 4111 ML
27 3369000 61 9.49 0.17 1.82 0.06 2.08 0.06 inv inv 1222 ML
28 3369500 62 9.49 0.17 5.87 0.07 4.58 0.06 inv inv 1431 MOM
29 3369700 10 9.49 0.41 inv inv inv inv inv inv 1233 PWM
30 3374455 33 9.49 0.24 8.45 0.13 12.33 0.19 inv inv 2412 ML

ML MOM PWM

 

 
ML: Maximum Likelihhood Method 
MOM: Method of Moments 
PWM: Probability Weighted Moment  
Actual K – Smirnov: Computed value using Kolmogorov Smirnov Test. 
Actual Chi-Square: Computed value using Chi-Square Test. 
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An explanation to each column of Table 2.5.1 is given below. 

Column 1: Station Number 

Column 2: USGS Site number  

Column 3: Number of observations each gauging station 

Column 4: Chi Square value using the Standard Tables 

Column 5: Kolmogorov Smirnov (K-S) value using Standard Tables 

Column 6: Actual Chi Square Value for the data set of the particular gauging station  

                   using ML method of parameter estimation. 

Column 7: Actual K-S Value for the data set with ML method. 

Column 8: Actual Chi Square Value for the data set with MOM method. 

Column 9: Actual K-S Value for the data set with MOM method. 

Column 10: Actual Chi Square Value for the data set with PWM method. 

Column 11: Actual K-S Value for the data set with PWM method. 

Column 12: Ranks of each distribution (starting from GEV, followed by Pearson III, Log  

                   Normal III and Log Pearson III) for the data set. (Highest Rank 1 to Lowest   

                   Rank 4).  

Column 13: Best method of parameter estimation. 

Note: ‘inv’ in the table denotes that the results for that particular method of parameter estimation 

did not converge. 

A larger deviation of theoretical quantile estimates from regional quantile estimates is 

observed for Region 6.  After tabulating the results for all the regions, the best distribution is 

selected by comparing the results from Chi-Square and Kolmogorov-Smirnov tests with the 

values from standard tables at 95% confidence limits. For each region and gauging station, all 
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four distributions are ranked in order. The distribution with lowest Chi-Square test value and 

Kolmogorov-Smirnov test are assigned the highest rank, Rank 1. A histogram is plotted to 

exhibit the frequency of Rank 1 for each frequency distribution (Figure 2.5.1 – Figure 2.5.6). The 

distribution with highest frequency is selected as the best distribution for that particular region. 

These rankings are shown in Table 2.5.1 (column 12) for region 3.  For other regions the results 

are included Kedia and Rao (2005).  

To select the best method of parameter estimation, the Chi-Square and the Kolmogorov-

Smirnov test values for each distribution and gauging station, are compared with values obtained 

for the three methods of parameter estimation. The method with the lowest value is given the 

highest rank, Rank 1. Same procedure is followed for each distribution and gauging station. The 

method having highest frequency of Rank 1 within each station is selected as the best method of 

parameter estimation for that particular gauging station. The selected method of parameter 

estimation for each gauging site in region 3 is shown in Col. 13 of Table 2.5.1. For other regions, 

the results are found in Kedia and Rao (2005).  In most cases, maximum likelihood method is the 

best one. The final results are tabulated in Table 2.5.2.  
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Figure 2.5.1.  Region 1- Frequency of Rank 1 for selecting the best Distribution 
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Figure 2.5.2.  Region 2- Frequency of Rank 1 for selecting the best Distribution 
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Figure 2.5.3.  Region 3- Frequency of Rank 1 for selecting the best Distribution 
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Figure 2.5.4.  Region 4- Frequency of Rank 1 for selecting the best Distribution 
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Figure 2.5.5.  Region 5- Frequency of Rank 1 for selecting the best Distribution 
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Figure 2.5.6.  Region 6- Frequency of Rank 1 for selecting the best Distribution 
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Table 2.5.2.  Selection of Best Distribution in each Region 

Region 
Number 

Number of 
Stations 

 
Rank 1 

 
Rank2 

 
Rank3 

 
Rank4 

Best method 
of Parameter 

estimation 
 
1 

 
62 

LP III 
LGN III 

  
GEV 

 
P III 

 
ML 

2 
 

58 LP III LGN III PIII GEV ML 

3 
 

30 LPIII LGN III GEV P III MOM 

4 
 

73 GEV LGN III P III LP III ML 

5 
 

42 GEV LGN III P III LP III ML 

6 
 

14 LPIII GEV P III LGN III ML 
 

 

The results given in Table 2.5.2 are obtained by using observations from all of Indiana 

watersheds. In many of these watersheds the data are quite short.  For example, in Table 2.5.1, 

the number of observations is less than 20 in 15 out of 30 sites. The goodness-of-fit tests are not 

reliable for such a small number of observations. Therefore, only those data sets which have 

more than 30 observations are considered. Same procedures for ranking the four distributions 

and the method of parameter estimation are adopted and the results are shown in Figure 2.5.7 – 

2.5.12. The new rankings given to the distributions and method of parameter estimation for each 

region of Indiana watersheds are given in Table 2.5.3.  
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Figure 2.5.7.  Region 1- Frequency of Rank 1 for selecting the best Distribution with more  
than 30 observations at each site. 
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Figure 2.5.8.  Region 2- Frequency of Rank 1 for selecting the best Distribution with more 
than 30 observations at each site. 
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Figure 2.5.9.  Region 3- Frequency of Rank 1 for selecting the best Distribution with more 
than 30 observations at each site. 
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Figure 2.5.10.  Region 4- Frequency of Rank 1 for selecting the best Distribution with more 
than 30 observations at each site. 

 



 25

0

5

10

15

20

25

Fr
eq

ue
nc

y 
of

 R
an

k 
1

GEV Pearson III Log Normal III Log Pearson III

Region 5

 

Figure 2.5.11.  Region 5- Frequency of Rank 1 for selecting the best Distribution with more 
than 30 observations at each site. 
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Figure 2.5.12.  Region 6- Frequency of Rank 1 for selecting the best Distribution with more  
than 30 observations at each site. 
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Table 2.5.3.  Selection of Best Distribution in each Region using stations with more than 30 
observations. 

 

Region 

Number 

Number 

of 

Stations 

 

Rank 1 

 

Rank2 

 

Rank3 

 

Rank4 

Best 

method of 

Parameter 

estimation 

 

1 
 

21 GEV LGN III 
 

LP III 
 

P III 
 

ML 

2 30 LGN III 
LP III 

P III 
 GEV ML 

3 13 LGN III LP III GEV P III MOM 

4 55 GEV 
LGN III 

P III 
 LP III ML 

5 36 GEV 
LGN III 

P III 
 LP III ML 

6 07 GEV 

LGN III 

LP III 

P III 

  ML 

 

The importance of having longer data sequences in goodness-of-fit tests is clearly 

brought out by the results in Table 2.5.3. The GEV distribution is the best distribution with larger 

data sets, followed by Log Normal (III) distribution. Log Pearson (III) distribution which was 

selected as the best distribution in Table 2.5.2 is no longer in the Rank 1 for any region.  
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III. Estimation of Peak Discharges by LP(III) Method 

 

3.1.  Introduction 

For the regression analysis discussed in this chapter, the regions defined by Srinivas and 

Rao (2004) are used.  However, two of the regions were split into two distinct regions.  Region 1 

and Region 5 were split based on the presence of a significant amount of natural storage in the 

northern part of Region 1 and the eastern part of Region 5.  These regions are identified as 

Regions 7 and 8, respectively.  The Generalized Least Squares method, which is the regression 

methodology used here, utilizes the distance between stations as a feature of the algorithm.  

Regions 1 and 5, as previously defined, extended across the state, resulting in long distances 

between stations.  The regression errors were reduced by splitting these two regions, because of 

the reduction in the distance between stations and incorporation of the percentage of the basin 

covered by water or wetlands as a regression parameter.   

A minor difficulty in regionalization is that the actual region determinations are often 

based on large scale maps of the state or region examined.  In the regions defined by Srinivas 

and Rao, the regions were delineated based on the gaging stations only, and followed major 

basin divides only where it was appropriate to do so (Fig. 3.1.1).  However, the scale of the map 

and ignoring drainage divides make the map difficult to apply in practice, since a site for 

investigation might lie close to a boundary and determination of the proper region may not be 

accurate. To eliminate any ambiguity in applying the appropriate equations, the regionalization 

for this chapter was done by fitting the 14-digit Hydrologic Unit Code (HUC) watersheds for 

Indiana, as described in DeBroka (1999).  The 14-digit HUC watersheds are a nomenclature 
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developed and accepted by state and federal water resource agencies for characterizing 

watersheds. 

For the purposes of application, separation of gages into regions as originally determined 

by Srinivas and Rao has been preserved, but the actual boundaries are modified slightly to follow 

the 14-digit HUC boundaries whenever possible.  This results in a method that is easy to use, 

since all that is needed to know about a site is the 14-digit HUC basin in which it is located, 

which is fairly easy to determine.  A few 14-digit HUC basins had to be split between regions, 

but these were kept to a minimum.  A CDROM containing a comprehensive listing of the 14-

digit HUC basins for Indiana, with an indication of the region(s) for each basin is found in Knipe 

and Rao (2005).  The final map of the regions is shown in Figure 3.1.2. 

 

3.2.  Development of Flood Prediction Equations 

The annual peak discharges for each of the gages in the study were reviewed for data 

consistency and possible errors.  The original IDNR peak discharge file used in previous studies 

was compared with peak flow files obtained from the USGS NWIS website 

(http://waterdata.usgs.gov/nwis).  Staff of the USGS and the IDNR researched the discrepancies 

between the two data sources and corrected the data where necessary.  Many of the differences 

between the two data sources were due to changes in rating curves developed by the USGS after 

the initial publication of the discharge in the annual Water Resources Data compilations.   

Corrections have been made to the USGS peak flow files, which are now the definitive source 

for peak flow information.   
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Figure 3.1.1.   Regions for Indiana as defined by Srinivas and Rao (2003) 
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Figure 3.1.2.  Regions as defined for the present analysis 
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Flood frequency curves for each gaging station were calculated by using standard 

techniques of the U. S. Water Resources Council (USWRC 1982).  The USWRC technique is to 

fit the annual peak flow data from a station using the log-Pearson III distribution.  The discharge 

values are first transformed by computing the logarithm of each value.  The mean, standard 

deviation (S), and skew coefficient (G) for the logarithmic series are computed by using the 

following equations, where X is the logarithmic of the flow and N is the number of years of 

record in the annual peak data series: 

N
XX Σ

=                                                            (3.2.1) 
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The skew coefficient is then weighted by using a regional generalized skew coefficient, 

in order to eliminate local anomalies that may exist for a particular site.  The regional skew 

coefficient used in this study is -0.2.  This value is the standard value used by the IDNR and has 

been agreed to by the other federal agencies (USGS, USACE, NRCS). 
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                                           (3.2.4) 

The mean square error of the regional skew coefficient is taken from USWRC (1982) to 

be 0.55.  The mean square error of the station skew coefficient is approximated by 

[ ][ ]10/(log1010 NBA
GMGE −≅                                                (3.2.5) 
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` 90.0if       08.033.0 ≤+−= GGA  

90.0if   30.052.0 >+− GG  

50.1if26.094.0 ≤−= GGB  

50.1 if    55.0 >G  

The flood frequency values for each return period are then computed by using the following 

equation: 

KSXQ +=log                                                       (3.2.6) 

where K is based on the log-Pearson III distribution and is a function of the weighted skew 

coefficient and the return interval.  K is normally determined from tables published in USWRC 

(1982).  These calculations are performed by using the USGS computer program PEAKFQ.  

The gaging stations used for this study and the respective calculated flood frequency 

discharges are found in Knipe and Rao (2005).  The 10, 25, 50, 100, 200 and 500 year return 

periods are used for data from each station.   

 

3.3.  Basin Characteristics 

Determination of basin characteristics for each of the gaged watersheds is a critical step 

in a hydrologic regression study.  The successful application of the final regression equations 

will depend on the accurate determination of the basin characteristics by the user.  Seven basin 

characteristics are used in this study. 

1. The drainage area of a stream. 

2.  Slope of a stream is computed by the “10-85” method using the following equation: 

L
EE

Slope
*75.0

%10%85 −
=                                                          
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E10 and E85 are the elevations, in feet, of the thalweg of the stream at 10% and 85% of the 

total length (L, in miles) of the stream upstream from the determination point, respectively. 

3.  The 2 year, 24 hour rainfall intensity is taken from TP-40 (NWS, 1960). 

4.  A runoff coefficient was defined using the STATSGO GIS coverage provided by the NRCS 

(see http://www.ncgc.nrcs.usda.gov/branch/ssb/products/statsgo/index.html).  

The overall soil runoff coefficient is computed by a weighted average of the soil runoff 

coefficients found in a watershed, based on the aerial extent of each soil complex in a region.  

Two different soil runoff coefficients were computed, since some soil complexes are defined 

differently depending on whether the soil is drained or undrained.  Accordingly, a drained 

and undrained soil runoff coefficient is computed. 

5-7. The last three variables that are computed are the percentage of the watershed that is 

covered by water or wetlands (%W), by urbanized areas (%U), and by forested areas (%F).  

These data are derived from the National Land Cover Dataset (NLCD) compiled by the 

USGS EROS data center.  The data were compiled from satellite imagery and has a spatial 

resolution of 30 meters.  This information is based on ground information from the early 

1990s.   

The NLCD is a raster grid with each grid cell coded with land use classification.  The 

land use classes were taken from a modified Anderson Land Use classification, a standard 

nomenclature for describing different land use types.  The possible values from the NLCD 

system are listed in Table 3.3.1. 

For use in this study, the grid data were converted from a raster dataset to polygons in a 

ARC shapefile.  These polygons were then clipped by using the watershed area polygons for 

each gaging station.  From these shapefiles, the area of the watershed classified by each code can 
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be determined.  A percentage of the watershed covered by each class is then computed by 

dividing the incremental areas by the total drainage area.  %W is then calculated by adding the 

percentages for codes 11, 12, 91, and 92.  %U is the sum of the percentages for codes 21, 22, and 

23.  %F is the sum of codes 41, 42 and 43. 

Calculation of these percentages are the most difficult aspect of the application of the 

final equations.  The values could be estimated from a USGS 7 ½ minute quadrangle map, but 

practical experience shows that these estimates can vary widely from user to user, and proper 

application of the method demands that basin characteristics be computed in a similar manner to 

the methods used to derive the regressed data.  Knipe and Rao (2005) include a table of pre-

computed values of %W and %U for each 14-digit HUC watershed in Indiana.  

Table 3.3.1.  NCLD Land Cover Class Definitions. 

NLCD Code Description 
11 Open Water 
12 Perennial Ice/Snow 
21 Low Intensity Residential 
22 High Intensity Residential 
23 Commercial/Industrial/Transportation 
31 Bare Rock/Sand/Clay 
32 Quarries/Strip Mines/Gravel Pits 
33 Transitional 
41 Deciduous Forest 
42 Evergreen Forest 
43 Mixed Forest 
51 Shrubland 
61 Orchards/Vineyards/Other 
71 Grasslands/Herbaceous 
81 Pasture/Hay 
82 Row Crops 
83 Small Grains 
84 Fallow 
85 Urban/Recreational Grasses 
91 Woody Wetlands 
92 Emergent Herbaceous Wetlands 
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3.4.  Generalized Least Squares Regression 

Historically, two types of regression analysis have been used for flood frequency 

analysis.  In ordinary least squares the parameters B = (b1, b2, … bn) for a model of the response 

variable Yn (in this case, the log of the discharge for the given return period), given in equation 

3.4.1 are estimated, 

ε++++= nnn xbxbxbbY ...22110                                                (3.4.1) 

where (x1, x2 … xn) are the various predictor or regressor variables (drainage area, slope, etc.), n 

is the number of regressor variables in the model and ε represents the error in the model.  The 

regressor variables may be converted to logarithms, and the prediction equation is expressed as a 

complex power equation.  The scheme for ordinary least squares is to estimate the parameters B 

to minimize the sum of the squares of the error term.   

While ordinary least squares is a valid model, improvements have been made in the 

scheme to utilize the unique properties of hydrologic annual maximum flow data.  Stedinger and 

Tasker (1989) have developed and extensively tested a model they have termed generalized least 

squares (GLS).   GLS is an extension of ordinary least squares that incorporates the length of 

record at each gaging station, differences in the variance at different sites, and any possible cross 

correlation in the data between stations.  The model equation is the same as for ordinary least 

squares, represented in vector form in equation 3.4.2 

eXY += βˆ                                                              (3.4.2) 

where Y is a (n × 1) vector of flow characteristics at n sites (and  ̂ Y is an estimate of Y), X is an 

(n × p) matrix of (p – 1) basin characteristics augmented by a column of one’s, β is a (p × 1) 

vector of regression parameters and e is an (n × 1) vector of random errors.  The GLS estimate of 

β is given by Stedinger and Tasker as 
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YΛXXΛXβ 111 )( −−−= TT                                             (3.4.3) 

where Λ is the covariance of the model.  In the GLS model Λ is estimated by 

ΣIΛ ˆˆˆ 2 += γ                                                      (3.4.4) 

where γ̂2 is an estimate of the model error variance and Σ̂ is an (n × n) matrix of sampling 

covariances with elements: 
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where: 

σ̂i is an estimate of the standard deviation of flows at site i 

KT is the T-year frequency factor for the distribution used 

κ is the kurtosis of the distribution used 

ni is the record length at site i 

mij is the concurrent record length of sites i and j 

ijρ̂ is an estimate of the lag zero correlation of flows between sites i and j 

 

 There are a number of additional steps that can be applied to improve the estimate of 

these variables, which are detailed in Stedinger and Tasker’s various reports.  One is the estimate 

of the lag-zero cross correlation coefficient, ρij.   To eliminate data problems and increase the 

robustness of the overall solution, a non-linear regression model is used to smooth out data 

problems by relating the cross correlation coefficient to the distance between gaging stations.  

This regression model is of the form: 
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where dij is the distance between stations i an j, and α and θ are model parameters.   

 The GLS regression scheme is implemented in the USGS computer program GLSNET.  

This program requires input of the annual maximum flood series for each station, including the 

adjustments for low and high outliers and historic discharges as appropriate.  Each station is also 

required to have latitude and longitude to compute the cross correlation of each station pair in the 

regression region.  The PEAKFQ program needs to be run on the dataset before GLSNET can be 

run, since the mean, standard deviation and generalized skew from the flood frequency curve 

computation and estimation of the flood frequency are part of the GLS method.  Basin 

characteristics are also incorporated into the WDM file as user defined variables, for use as the 

regressor variables.  

 

3.5. Regression Results 

 The original data set of gaging stations included 439 gages located in Indiana and in the 

surrounding states of Illinois, Kentucky, Michigan, and Ohio.  Through a process of trial and 

error, this initial set of stations was reduced to 223 based on the homogeneity of certain stations 

as computed using previous techniques detailed by Srinivas and Rao (2003).  The total 

homogeneity measure of each of the regions with the final station selection is given in Table 

3.5.1. 

As shown in Table 3.5.1, Regions 1, 3, and 4 are homogeneous, Regions 2, 5, 7, and 8 are 

possibly homogeneous, and Region 6 is heterogeneous.  Region 6 is not a surprise, since all of 

the previous studies in regionalization had identified that region as heterogeneous.  The four 
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regions that are possibly homogeneous are a result of the effort to balance the station selection 

between homogeneity and the regression diagnostics.  The selected stations are a compromise 

Table 3.5.1.  Homogeneity measures for defined regions.  

Region 
No. # of gages H1 H2 H3 Region type 
1 21 0.66  -1.83  -2.40  Homogeneous 
2 30 1.17  -1.18  -2.00  Possible homogeneous 
3 24 0.26  0.53  0.12  Homogeneous 
4 72 0.79  -0.97  -1.45  Homogeneous 
5 18 1.18  -0.30  -0.09  Possible homogeneous 
6 12 14.68  5.42  2.47  Heterogeneous 
7 22 1.56  0.04  -0.24  Possible homogeneous 
8 25 1.07  -0.59  -0.96  Possible homogeneous 

 

between these two goals.  It should be noted, however, that 3 of the regions have H1 values less 

than 1.2, meaning that they are fairly close to being considered homogeneous by the common 

standard.  These homogeneity measures do not match the results from previous data sets exactly 

due to the refinement of the peak flow file performed as a part of this study, and the addition of 

the 2003 water year data.  

 The final station selection has 223 stations selected for the 8 regions.  The location of the 

gaging sites is shown in Figure 3.1.2. 

The return periods chosen for evaluation in this study are the 10, 25, 50, 100, 200 and 

500 year frequency flood discharges.  The 100-year flood is the basis for most of the regulatory 

programs in the State of Indiana regarding water resources, while the lower return periods 

provide information regarding more frequent events that are also helpful in design.  The 500-year 

flood is estimated here even though the length of the period of record for most gages does not 

support the estimation of the discharge for such a large return period.  However, the 500-year 

flood discharge is a parameter in some of the equations for estimating depth of scour at bridge 
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piers and abutments, and therefore it is useful to have an estimate of this discharge.  This 

estimate should be used with extreme caution. 

 The regression variables for each of the regions were chosen from evaluating the 

regression results using trial and error.  Runoff coefficient, I2,24 and %F did not contribute 

positively to any of the regional regression models and therefore were not considered in any of 

the equations.  Runoff coefficient, in particular, varied from region to region, but did not vary 

greatly within a region, meaning that it was of little use in a regression analysis.  Given that the 

regionalization was found to follow geologic and soil type regions throughout the state, this 

conclusion is not surprising. 

All regions have effective drainage area (DA) as factor in the regression, which is 

expected.  Slope is a factor in all regions except Region 8.  This may be due to the nature of the 

stations chosen in those regions, but Glatfelter’s study found that slope was not a significant 

variable in the corresponding region in that area.  In this case %W is an indirect measure of the 

slope of the watershed, since higher water storage in a watershed is an indication of gentler 

slopes.  %W is a factor in Regions 7 and 8 (the lake country) and %U is a factor only in Region 

4, which is the only region where urban gages (in the Indianapolis metropolitan area) are present 

in significant numbers. For purposes of the regression analysis, %W and %U are expressed as 

percentages, not decimals, and that a value of one is added to each variable.  This was to 

eliminate %W and %U values of zero, which resulted in matrices that could not be inverted. 

The average model error is the main regression output used to evaluate the quality of the 

regression.  It is calculated from equation 3.5.1.  The percent error is given by Tasker (1995) as 

in Equation 3.5.1. 

[ ] 2/12 1)3019.5*exp(100% −= γError                                     (3.5.1) 
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Average equivalent years of record is a measure developed to express the accuracy of prediction 

as an equivalent number of years of record required to achieve results of comparable accuracy.  

It is calculated by equation 3.5.2. 
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The form of the prediction equations for Regions 1, 2, and 3 include the effective drainage area 

and slope as the regressed variables.  Table 3.5.2 – 3.5.4 list the values of the regression constant 

C, and the exponents a1 and a2 for use in determining peak discharges using equation 3.5.3 

respectively for regions 1, 2 and 3. 
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tPer SlopeDACQ =                                           (3.5.3) 

Table 3.5.2.  Regression results for Region 1. 

Return Period 
Constant 

(C) 
DA 
(a1) 

Slope 
(a2) 

Avg Model 
Error 

Avg Eq 
YOR %Error 

10 47.8 0.802 0.535 0.013 4.24 27.1% 
25 55.3 0.805 0.561 0.014 5.46 27.8% 
50 61.4 0.805 0.573 0.015 6.62 28.3% 
100 67.5 0.805 0.585 0.016 6.90 29.5% 
200 74.3 0.803 0.592 0.017 7.36 30.6% 
500 83.9 0.800 0.599 0.019 7.82 32.2% 

 

Table 3.5.3.   Regression results for Region 2 

Return Period 
Constant 

(C) 
DA 
 (a1) 

Slope 
(a2) 

Avg Model 
Error 

Avg Eq 
YOR %Error 

10 69.6 0.798 0.473 0.022 3.12 35.5% 
25 102.4 0.777 0.441 0.023 4.23 35.6% 
50 133.1 0.762 0.417 0.023 5.01 36.0% 
100 169.5 0.748 0.394 0.024 5.70 36.8% 
200 213.3 0.734 0.371 0.025 6.24 37.7% 
500 283.3 0.716 0.341 0.027 6.80 39.4% 
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Table 3.5.4.  Regression results for Region 3 

Return Period 
Constant 

(C) 
DA 
 (a1) 

Slope 
(a2) 

Avg Model 
Error 

Avg Eq 
YOR %Error 

10 74.6 0.889 0.416 0.008 8.92 20.9% 
25 91.5 0.891 0.425 0.007 13.53 19.7% 
50 104.5 0.894 0.430 0.007 16.16 19.9% 
100 116.8 0.898 0.434 0.008 17.93 20.4% 
200 132.5 0.898 0.434 0.009 18.06 22.1% 
500 152.1 0.902 0.437 0.011 17.53 24.8% 

 

For Region 4, the urbanization factor %U + 1, is added to the equation for the previous regions. 

321 )1(%)())((Re
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tPer USlopeDACQ +=                                      (3.5.4) 

Table 3.5.5.  Regression results for Region 4 

Return 
Period 

Constant 
(C) 

DA 
 (a1) 

Slope 
(a2) 

%U+1 
  (a3) 

Avg Model 
Error 

Avg Eq 
YOR %Error 

10 31.1 0.820 0.681 0.080 0.010 7.67 23.1% 
25 37.7 0.820 0.698 0.079 0.009 10.64 22.5% 
50 42.9 0.819 0.707 0.077 0.009 12.90 22.4% 

100 48.4 0.816 0.712 0.075 0.009 15.13 22.4% 
200 52.7 0.816 0.722 0.074 0.010 16.59 22.7% 
500 58.7 0.815 0.731 0.073 0.010 18.17 23.5% 

 

Equations for Region 5 and 6 are similar to the equations for Regions 1, 2 and 3. 
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Table 3.5.6.  Regression results for Region 5 

Return Period 
Constant 

(C) 
DA 
 (a1) 

Slope 
(a2) 

Avg Model 
Error Avg Eq YOR %Error 

10 35.8 0.776 0.368 0.013 2.96 26.7% 
25 45.6 0.764 0.356 0.014 3.70 27.7% 
50 53.1 0.756 0.347 0.015 4.24 28.3% 
100 60.8 0.748 0.338 0.015 4.75 28.8% 
200 68.7 0.742 0.330 0.020 5.23 33.5% 
500 79.5 0.734 0.319 0.016 5.79 30.0% 
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Table 3.5.7.  Regression results for Region 6 

Return Period 
Constant 

(C) 
DA 
(a1) 

Slope 
(a2) 

Avg Model 
Error Avg Eq YOR %Error 

10 22.4 0.732 0.776 0.025 2.17 37.8% 
25 27.9 0.709 0.858 0.026 2.77 38.7% 
50 31.5 0.696 0.917 0.027 3.21 39.4% 
100 34.6 0.687 0.974 0.028 3.62 40.1% 
200 37.3 0.681 1.029 0.029 4.01 40.8% 
500 40.3 0.675 1.098 0.030 4.47 41.7% 

 

For Region 7, the factor %W + 1 is added to the equation 

321 )1(%)())((Re
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tPer WSlopeDACQ +=                                  (3.5.6) 

Table 3.5.8.  Regression results for Region 7 

Return Period 
Constant 

(C) 
DA 
 (a1) 

Slope 
(a2) 

%W+1  
 (a3) 

Avg Model 
Error 

Avg Eq 
YOR %Error 

10 65.0 0.873 0.372 -0.795 0.030 2.36 41.7% 
25 89.0 0.858 0.361 -0.801 0.034 2.84 44.4% 
50 108.4 0.849 0.354 -0.803 0.037 3.19 46.2% 
100 129.3 0.839 0.347 -0.803 0.034 3.53 44.3% 
200 151.1 0.831 0.343 -0.802 0.041 3.82 49.4% 
500 182.2 0.821 0.336 -0.800 0.044 4.18 51.3% 

 

Region 8 is different from the other equations in that the slope is not a factor in the equation.  

%W + 1 is reflected in the final equation. 

21 )1(%))((Re
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Table 3.5.9.  Regression results for Region 8 

Return Period 
Constant 

(C) 
DA 
 (a1) 

%W+1 
(a2) 

Avg Model 
Error Avg Eq YOR %Error 

10 106.0 0.835 -0.733 0.029 1.20 41.0% 
25 118.2 0.839 -0.719 0.029 1.66 40.4% 
50 126.5 0.842 -0.707 0.028 2.04 39.9% 
100 134.2 0.843 -0.695 0.027 2.44 39.5% 
200 141.1 0.845 -0.683 0.027 2.84 39.1% 
500 149.8 0.846 -0.667 0.026 3.40 38.6% 
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The ranges of values for each of the watershed parameters in these equations are given in Table 

3.5.9.  Applying these equations in circumstances where the values of the watershed parameters 

are outside of the ranges of the data used in the regression study is not recommended, and should 

be done with caution.  The effect of outlier values of the basin characteristics cannot be 

determined with any certainty, since the data are non existent, and the response of a particular 

watershed could vary greatly outside the bounds of the variable ranges. 

Table 3.5.10.  Ranges for various watershed characteristics 

Region DA Slope %W %U 
 (sq mi) (ft/mi) (%) (%) 

1 0.27-13,706 1.4-79   
2 0.15-11,125 1.2-267   
3 0.07-284 3.8-253   
4 0.31-2,444 2.7-48.7  0-83.9 
5 5.82-1,869 1.6-8.6   
6 1.5-1,779 0.9-15.8   
7 0.17-4,072 2.4-43.7 0-7.2  
8 0.45-3,370  0-12.1  

 

Examining the error results, regions 3 and 4 have the smallest percentage errors and the 

largest equivalent years of record.  This corresponds to the heterogeneity measures, which 

identified these regions as homogeneous.  Region 1, the other homogeneous region, has error 

values slightly higher than Regions 3 and 4, but still better than four of the other five regions.  

Errors for the other four regions compare to the errors found in Glatfelter’s study. Region 5 has 

results that are comparable to the three homogenous regions. 

Equations for computing confidence limits for each of the predictive equations have also 

been derived as part of the GLS methodology.  A 100(1-α) prediction interval is given in 

Equations 3.5.8 and 3.5.9 for a logarithmic transformation of the prediction variable q0 
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where tα/2,n-p' is the critical value for a t distribution for n-p' degrees of freedom (Tasker, 1995).  

 

3.6   Evaluation of the Prediction Equations 

With any study, testing the results with independent methodologies is an important aspect 

of determining the reliability of the study.  The nature of the input data for any hydrologic study 

is imprecise, and therefore various means of evaluating the study results are warranted.  For this 

study, the results have been tested by using a split sample test, with a comparison to previously 

determined discharges, and by examining the fit of the regression to the input data points. 

As a general examination of the regression results, Figures 3.6.1 through 3.6.8 are plots 

of the peak 100-year flood frequency discharges for gaging stations in each region (calculated 

using the USWRC methodology) plotted versus the 100-year frequency flood discharge 

predicted by the respective regional equation.  Given a perfect relationship, these discharges 

would be equal to each other, and therefore would plot on a straight line at a 45 degree angle.  By 

examining the deviation of the plotted points to this line, the relative strength of the predictive 

equations can be evaluated. 

For these plots, the best fit equations are for Regions 3 and 4, which have the smallest 

errors from the GLS analysis, and have the lowest homogeneity measures.  Other regions do not 

demonstrate as strong a relationship, but generally show an acceptable relationship between 

calculated and predicted values for the 100-year discharge. 
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Figure 3.6.1.  Comparison of 100 year observed discharges and regression model discharges for Region 1. 
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Figure 3.6.2.  Comparison of 100 year observed discharges and regression model discharges for Region 2 
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Figure 3.6.3.  Comparison of 100 year observed discharges and regression model discharges for Region 3 
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Figure 3.6.4.   Comparison of 100 year observed discharges and regression model discharges for Region 4 
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Figure 3.6.5. Comparison of 100 year observed discharges and regression model discharges for Region 5 
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Figure 3.6.6. Comparison of 100 year observed discharges and regression model discharges for Region 6 
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Figure 3.6.7. Comparison of 100 year observed discharges and regression model discharges for Region 7 
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Figure 3.6.8.  Comparison of 100 year observed discharges and regression model discharges for Region 8 
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3.7.  Split Sample Test 

A split sample test is useful in identifying how stable and reliable a dataset may be.  In a truly 

homogeneous data sample, a regression model on a significant part of the data set should be 

comparable to a regression model of the entire data set.  For the split sample test in this study, 

the following methodology was used: 

• A random number (between 0 and 1) was assigned to each gaging station, using the 

Microsoft EXCEL rand() function. 

• The stations in each region were then sorted using the random number as the sorting key. 

• 20% of the stations in each of the regions were then chosen as the “split” sample, based 

on the lowest random number generated. 

• The GLS regression method was then run using the remaining 80% of the sample set.  

The regression variables were kept the same as for the original regression analysis.  Only 

the 100-year flood was used for this test. 

• The split sample regression equation was then used to predict the flood flows at the 

stations removed from the test.   

• The percent error of the predicted peak discharge was computed based on the peak 

discharge computed using flood frequency analysis.  This percent error was then 

compared to the overall percent error in the model (as computed in the GLS 

methodology), and compared to the percent error at the removed stations in the full 

regression model. 

Table 3.7.1 shows the stations removed for the split sample test with the percent errors noted, 

and Table 3.7.2 is a summary of the results of the test by region.  
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Table 3.7.1.   Stations removed from regression for Spilt Sample test 

StatNo  2004Regions Q100(calc) Q100 (ss) %diff %diff (entire sample) 
03335500  1 119,359 164,786 38.1% 24.5% 
03336000  1 155,856 155,410 0.3% 6.9% 
03360100  1 142 140 1.3% 16.3% 
03378550  1 10,666 5,326 50.1% 42.2% 
03302300  2 7,489 4,143 44.7% 42.2% 
03322100  2 11,092 18,224 64.3% 62.6% 
03360000  2 48,371 51,158 5.8% 7.0% 
03366500  2 37,426 25,925 30.7% 29.3% 
03373700  2 17,716 11,009 37.9% 34.8% 
03374000  2 185,277 236,515 27.7% 25.6% 
03276640  3 462 292 36.8% 19.4% 
03291780  3 8,825 10,208 15.7% 14.0% 
03302690  3 75 113 50.1% 49.6% 
03302730  3 11,916 12,709 6.7% 4.9% 
03369000  3 19,954 19,176 3.9% 5.8% 
03274880  4 555 633 14.1% 13.4% 
03275500  4 21,766 16,757 23.0% 21.0% 
03325500  4 11,548 11,510 0.3% 2.0% 
03326000  4 20,639 11,888 42.4% 41.6% 
03333600  4 1,596 2,031 27.3% 25.9% 
03334500  4 16,635 18,503 11.2% 14.2% 
03348020  4 1,633 1,952 19.5% 18.5% 
03348350  4 6,401 7,376 15.2% 16.3% 
03348700  4 130 153 17.6% 14.0% 
03349500  4 4,859 7,400 52.3% 53.5% 
03358000  4 13,904 15,301 10.0% 12.3% 
03361500  4 18,305 22,121 20.9% 23.8% 
03364000  4 73,957 58,382 21.1% 18.3% 
03365500  4 89,484 60,543 32.3% 30.1% 
03332500  5 19,452 17,480 10.1% 3.1% 
03333000  5 25,553 18,919 26.0% 19.7% 
04093500  5 4,147 3,909 5.7% 3.2% 
05523000  5 1,201 1,156 3.8% 4.7% 
03332400  6 2,963 2,725 8.0% 13.2% 
05515500  6 1,925 3,687 91.5% 74.5% 
03324500  7 17,952 18,948 5.6% 10.4% 
03327930  7 666 282 57.7% 52.9% 
03328430  7 633 1,451 129.4% 80.9% 
03329400  7 794 1,667 110.0% 50.2% 
03324300  8 14,066 12,770 9.2% 12.3% 
04099750  8 2,648 3,974 50.1% 60.0% 
04100220  8 905 1,513 67.2% 54.1% 
04180000  8 6,025 5,568 7.6% 12.2% 
04181500  8 14,822 23,385 57.8% 54.9% 
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Table 3.7.2.  Split Sample error percentages 

Region   (1) (2) (3) (4) 
1  22.4% 22.4% 21.8% 29.5% 
2  35.2% 33.6% 33.8% 36.8% 
3  22.6% 18.7% 25.0% 20.4% 
4  22.0% 21.8% 23.0% 22.4% 
5  11.4% 7.7% 23.5% 28.8% 
6  49.8% 43.8% 43.7% 40.1% 
7  75.7% 48.6% 45.0% 44.3% 
8  38.4% 38.7% 34.7% 39.5% 
      

Total  30.9% 27.2% 29.1% --- 
 

In Table 3.7.2, the columns are as follows: 

(1) is the average percent error of the calculated discharge for the split sample using the 

censored regression equation, compared to the calculated peak discharge using flood 

frequency analysis 

(2) is the average percent error of the calculated peak discharge for the split sample using the 

full regression equation, compared to the calculated peak discharge using flood frequency 

analysis. 

(3) is the average percent error of the calculated peak discharge for the entire sample using 

the full regression equation, compared to the calculated peak discharge using flood 

frequency analysis. 

(4) is the average model error as calculated from the GLS regression diagnostics, using 

equation 3.5.1. 

For most regions the percent error as calculated by these various methods are comparable 

to each other.  This is to be expected, since the regions are mainly homogeneous or possibly 

homogeneous, and therefore errors inherent within the analysis should be consistent for subsets 
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of the data.  The exceptions to this are Region 5, where the split sample errors are much less then 

the errors for the entire data set, and Region 7, where they are much greater. 

The anomalies for these two regions could be due to a number of reasons.  The difference 

for Region 5 is most likely due to a fortunate selection of stations that fit the data unusually well.  

Note, for example, that station 03333000, Tippecanoe River near Delphi, is in the split sample, 

while station 03333050, also named Tippecanoe River near Delphi, is not.  The second station is 

actually a replacement of the first located slightly downstream of the original station, and 

therefore has similar basin characteristics and a similar flood frequency curve.  The reduction in 

the error for the split sample could be a reason for reevaluating the stations for Region 5 and 

attempting to further reduce the error for the entire sample.  However, since there are only 18 

stations in Region 5, eliminating further stations would reduce the diversity of basin 

characteristics at each of the stations in the region, reducing the predictive qualities of the 

resulting equation.  A balance must be struck between having too many stations in a region; 

resulting in a heterogeneous region, and too few stations; resulting in equations that are not 

useful for predicting flood frequency flows for basins that have basin characteristics outside of 

the range of characteristics in the study. 

While the split sample for Region 5 had a lower average error than the entire study, 

Region 7 had a much higher average error for the split sample than for the entire sample.  This 

may be due to the random nature of the stations chosen for the split sample.  Three of the four 

stations removed from the analysis have drainage areas less than 10 square miles, while 10 of the 

remaining 16 gages have drainage areas greater than 10 square miles (and mostly much greater 

than 10 square miles).  Also, two of the split sample gages (Weesau Creek near Deadsville and 

Rattlesnake Creek near Patton) are stations with small drainage areas, but fairly long periods of 
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record (31 and 25 years, respectively).  This influences the split sample regression to a degree 

that it is not predicting the peak discharges for the smaller discharges as well as the general 

model.  One of the main advantages of GLS regression over other types of analysis is that the 

record length is a factor in determining the influence of a station on the model.  The nature of the 

gaging program is such that gaging stations for smaller streams typically do not have as long 

record lengths as do the stations on larger streams.  Therefore, stations such as those two 

randomly removed from this analysis have a great bearing on defining the lower end of the 

model, causing the split sample equation to err unacceptably in predicting the peak flows for 

these stations. 

Whether LP (III) distribution gives results with smaller errors than other distributions is 

not addressed in this chapter.  It is considered in the next chapter. 
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IV. Regional Flood Estimation Based on L-Moments 

Two sets of data are used in this and the following chapters.  The first set is that used in 

Chapter 2.  The second set is the data used in chapter 3.  The reason for using the first set is that 

the division of Indiana to eight regions was rather arbitrary.  The effect of this division on flood 

prediction equations is investigated in this and following chapters. 

The objective of the research reported in this chapter is to investigate the L-moment method 

to obtain the regional normalized flood quantiles. Basic descriptions of L-moments, parameter 

estimation and probability distribution are introduced first. The regional flood estimation method 

is discussed later.   

4.1. L-moments and Parameter Estimation 

4.1.1. L-Moment 

The rth L-moments of a random variable x have been defined as in equation 4.1.1 (Hosking, 

1990): 

∫ −=
1

0

*
1 )()( dFFPFx rrλ                                                         (4.1.1) 

in which 

∑
=

−
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

r

k

kkr
r F

k
kr

k
r

P
0

* )1(    ,                                               (4.1.2) 

where F(x) is the cumulative distribution of x, and x(F) is the quantile function for the 

distribution. The first L-moment, 1λ , is the arithmetic mean, while the second L-moment, 2λ , is a 
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measure of dispersion analogous to the standard deviation. Hosking found it convenient to 

standardize the higher L-moments such that the rth L-moment ratio is given by: 

2/λλτ rr =                                                                   (4.1.3) 

 where 3τ is a measure of the symmetry of the sample and is referred to as L-skewness. 4τ  is 

referred to as L-kurtosis, and 12 /λλτ =  is analogous to the conventional coefficient of variation 

of central moments.  

 For an ordered random sample, nxxx ≤≤≤ 21 , the rth sample L-moment, lr can be 

estimated by using equation 4.1.4: 
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Hosking (1990) points out that it is not necessary to iterate over all subsamples of size r, as 

lr can be written as a linear combination of order statistics. 
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4.1.2. Moments and Parameter Estimation 

 For a distribution with a probability density function f(x), the rth theoretical moments 

rμ′ and rth sample moments rm′  about the origin are given by eq. 4.1.7 and eq. 4.1.8, 

respectively.  
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 Parameters of a probability distribution function are estimated by the method of moments 

(MOM) by equating the moments of samples to the moments of the probability distribution 

function. The method of moments is a commonly used parameter estimation method. For a 

distribution with k parameters, kααα ,,, 21  which are to be estimated, the first k sample 

moments are set equal to the corresponding population moments that are given in terms of 

unknown parameters. These k equations are solved simultaneously for the unknown parameters.  

 For a given probability distribution, its probability weighted moments Mp,r,s are defined as  
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where )(),,,,( 21 xXPxFF k ≤== φφφ  is the cumulative distribution function, x(F) is the 

inverse cumulative function, and p, r and s are integers. Two particular sets of PWMs rα  and 

rβ are usually considered: 
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where ),,,,()( 21 kxfxf φφφ=  is the probability density function. It can be shown that the set 

of sα  and sβ  are linearly dependent, implying that either definition of PWM may be used for 

parameter estimation without loss of generality (Hosking, 1986). 

  

To estimate the parameters of a distribution, PWM estimators of the ordered sample 

{ }nn xxxxx ≤≤≤≤= −121  are defined as follows, using Haktanir’s notation (1997): 
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where Pnex,i is an estimate for the non-exceedance probability of the ith event. Using the unbiased 

estimators suggested by Landwehr et al. (1979),  j
inexP ,  is taken as  
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The PWM parameter estimates ',,',' 21 kφφφ are defined as those values that make the first 

k theoretical PWMs equal to the first k sample PWM estimators; i.e. ',,',' 21 kφφφ  are those 

values such that 

)',,','(' 21 kss φφφαα =   for  s = 0,1, 2,…, k-1                              (4.1.15) 

)',,','(' 21 krr φφφββ =   for  r = 0,1, 2,…, k-1                               (4.1.16) 
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  The mathematical solutions or numerical approximations for parameters of different 

probability distributions by the method of moments and probability weighted moments have 

been derived by Rao and Hamed (2000).  Mainly, the lognormal III, Pearson III  and log Pearson 

III, and the GEV distributions are used in the study.  

To select the candidate probability distributions, the statistical characteristics of the data can 

be investigated by using the L-moment ratio diagram. An important application of summary 

statistics calculated from an observed random sample is identification of the distribution from 

which the sample is drawn. This is achieved, particularly for skewed distributions, by using L-

moments.  The statistics of L-skewness and L-kurtosis of all sites in each region is shown in Fig. 

4.1.1, along with the theoretical lines for some distributions.  

   The mean square error from the L-moment ratio diagram is the measure used to evaluate 

the candidate probability distributions. It is calculated by using equation 4.1.17.  
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where Obs
LCKx  refers the fourth L-moment ratio of the observed values and Th

LCKx  is the theoretical 

fourth L-moment ratio of a specific distribution corresponding to the same third L-moment of the 

observations. From the results in Figure 4.1.2, it can be concluded that normal distribution and 

extreme value type I distribution are inappropriate for these data; the other six distributions, 

which do not show significant differences in the graph, will be evaluated as candidate 

distributions in the regional index flood analysis. The candidate distributions are lognormal 

(LNIII), two-parameter Gamma (GMII), Pearson type 3 (PTIII), log-Pearson type 3 (LPIII), 

generalized extreme value (GEV), and generalized logistic (GLO) distributions. The method 
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used to select the better distribution for regional analysis is to evaluate the distribution which 

offers better and stable regional estimates than the others.  

A split data sample in which the sample is split into 75% for parameter estimation and 25% 

for parameter validation is used. We use the 75% of data to build the L-moment ratio diagram. 

Again, the RMSE of L-moment ratio is calculated for each distribution, and the result is shown 

in Figure 3.1.3. A similar conclusion is indicated as before, in that the sampling statistics of 

normal distribution (NOR) and extreme value type I (EVI) are not acceptable, so that both of 

them are not appropriate for further analysis. 

Kedia and Rao (2005) performed the goodness-of-fit of the commonly used probability 

distributions, LP3, GEV, LN3, and PT3, to the regions defined by Sirinivas and Rao (2003). This 

was discussed in Chapter 2.  Their results indicated that GEV and LN3 are better than others in 

fitting the probability distributions.  At a certain significance level, many distributions satisfy the 

hypothesis and it is not easy to pick up a unique “best” distribution. The results are similar to 

those in L-moment ratio diagrams. Figure 4.1.1 shows that the data are scattered around 

theoretical curves, none of them falling on a single curve. The root-mean-square-error (RMSE) 

values from the L-moment ratio diagram shown in Figures 4.1.2 and Figure 4.1.3 lead to a 

similar conclusion.  

 

 

 

 

 



 60

Region 1

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.0 0.2 0.4 0.6 0.8

L-Cs (t3)

L-
C

k 
(t 4

)

LN
GEV
Gamma & PT3
Generalized Log
Generalized Pareto
statoins
mean

 

Region 2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.0 0.2 0.4 0.6 0.8

L-Cs (t3)

L-
C

k 
(t 4

)

LN
GEV
Gamma & PT3
Generalized Log
Generalized Pareto
statoins
mean

 
Region 3

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.0 0.2 0.4 0.6 0.8

L-Cs (t3)

L-
C

k 
(t 4

)

LN
GEV
Gamma & PT3
Generalized Log
Generalized Pareto
statoins
mean

 

Region 4

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.0 0.2 0.4 0.6 0.8

L-Cs (t3)

L-
C

k 
(t 4

)

LN
GEV
Gamma & PT3
Generalized Log
Generalized Pareto
statoins
mean

 
Region 5

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.0 0.2 0.4 0.6 0.8

L-Cs (t3)

L-
C

k 
(t 4

)

LN
GEV
Gamma & PT3
Generalized Log
Generalized Pareto
statoins
mean

 
Region 7

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.0 0.2 0.4 0.6 0.8

L-Cs (t3)

L-
C

k 
(t 4

)

LN
GEV
Gamma & PT3
Generalized Log
Generalized Pareto
statoins
mean

 

Region 8

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.0 0.2 0.4 0.6 0.8

L-Cs (t3)

L-
C

k 
(t 4

)

LN
GEV
Gamma & PT3
Generalized Log
Generalized Pareto
statoins
mean

Region 6

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.0 0.2 0.4 0.6 0.8

L-Cs (t3)

L-
C

k 
(t 4

)

LN
GEV
Gamma & PT3
Generalized Log
Generalized Pareto
statoins
mean

 
 

Figure 4.1.1.  LCs-LCK moment ratio diagram for the study regions. 
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Figure 4.1.2. RMSE of L-Moment ratio diagram comparison for different distributions. 
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Figure 4.1.3. RMSE of L-Moment ratio diagram comparison of the 75% of data for 
different distributions. 
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4.2. Regional Index Flood Method Based on L-Moments 

4.2.1. Introduction 

  The basic idea behind the index flood method, which has been in use for a long time 

(Dalrymple, (1960)), is that the distributions of floods at different sites in a homogeneous region 

are similar except for an index-flood parameter. This index flood parameter reflects the 

important physiographic and meteorologic characteristics of a watershed. The L-moment based 

index flood method was proposed by Landwehr, Matalas and Wallis and popularized by Wallis 

and others (Hosking et al. (1985), Wallis (1980), Wallis and Wood (1985)). An important factor 

in the success of the index flood method is that data from hydrologically similar basins are used 

(Lettenmaier et al., (1987)). 

Regional index flood methods based on probability weighted moments and L-moments have 

been studied, generally with Generalized Extreme Value (GEV) or Wakeby distributions 

(Hosking and Wallis (1988), Jin and Stedinger (1989), Landwehr et al. (1987), Potter and 

Lattenmaeir (1990), Wallis and Wood (1985)). These results, especially with GEV distribution 

have been demonstrated to be robust. They have been claimed to be more accurate than other 

procedures based on two or more parameters and short records. This assertion will be tested in 

this chapter. 

4.2.2. Regional L-moment Method 

  Assume that there are K sites in a region with annual maximum flow records [xt(k), 

t=1,2,…,nk] and k=1,2,…,K. The first three L-moment estimators  )(1̂ kλ ,  )(ˆ
2 kλ , and  )(ˆ

3 kλ are 

computed by using the unbiased probability weighted moment (PWM) estimators. The regional 
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average of the normalized L-moments of orders 2 and 3 are computed by using equation 4.2.1 

and the 1st order normalized L-moment is 1.0.  
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λ                                      (4.2.1) 

 In equation 4.2.1, wk are the weights. A simple choice for wk is kN  where Nk is the number 

of observations at site k. The weighting parameter kw may depend on the heterogeneity of a 

region (Tasker and Stedinger (1986, 1989)) and some modification might be required. The 

normalized parameters for different probability distributions can be calculated by probability 

weighted moment method based on the first three normalized L-moments. For various recurrence 

intervals, the quantiles R
px̂ of the normalized regional distribution are estimated. The mean of 

annual maximum flood series is generally used as the index flood. Hence, the estimator of the 

100p percentile of the flood distribution )(ˆ kx p  at any site k is given by equation 4.2.2.  

R
p

k
p xkx ˆ ˆ)(ˆ 1λ=                                                                  (4.2.2) 

where k
1̂λ  is the mean for site k.   

 Since k
1̂λ  is the regressor, the confidence limit for the regional L-moment quantile estimate 

can be calculated by equation 4.2.3.  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
+±= −

λλ
α

λλ
SN

MSEtkxCL i
Ni

2

2,2/
)(1)(ˆ                                              (4.2.3) 

Where N is the total number of observations of the annual peak flow, λ is the average of 

k
iλ values, Sλλ  is the sum of square of k

iλ , MSE is the mean square of the residuals, iλ is any 
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possible value ofλ  and )(ˆ kxi  is the predicted value of x at iλ . 2,2/ −Ntα  is the value of the 

student’s t-distribution for a )1(100 α− percent of confidence interval with N-2 degrees of 

freedom.   

 An advantage of using the L-moment method is that the R
px̂  is estimated directly by using 

the best distribution for a region. The results about the best distribution for a region are used to 

estimate R
px̂ . The importance of using data from a homogeneous region for this analysis is 

stressed by Lattenmaier et al. (1987). One of the important variables which must be estimated for 

ungaged locations is k
1̂λ . The usual practice is to estimate this variable by relating it to other 

variables which are easily available.   

4.2.3.  At-site and regional parameter estimation 

  The mathematical derivations or numerical approximations for six candidate distributions 

based on method of moments and probability weighted moments (Rao, A.R. and K.H. Hamed, 

2000) are used for parameter estimation. First, for the annual maximum streamflow data at each 

site, the conventional moments (mean, standard deviation, skewness and kurtosis) and L-

moments (l1, l2, l3, l4, t= l2/ l1, t3= l3/ l2, t4= l4/ l2) are obtained. These are key statistics for 

parameter estimation. Once these parameters are calculated, the quantile estimates are calculated 

for recurrence intervals: 2, 5, 10, 20, 25, 50, 100, and 200 years.  

  Following the study approach described previously, the regional average normalized L-

moments can be calculated from the estimates at all sites. A region yields only one set of 

normalized L-moments, and hence a unique set of parameters is produced.  The normalized 

quantiles for seven distributions with eight different recurrence intervals are summarized in 
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Table 4.2.1. Hence, the flood estimate of each site is calculated by multiplying the normalized 

regional quantile with the at-site first L-moment (l1).  

  An estimate of the precision of regional flood quantiles is of interest. It can be evaluated 

by the variance v2, which is the difference between the actual normalized quantiles xp
s for 

different sites in a region and the average regional estimator xp
R. It is a measure of the 

heterogeneity of a region. The variance of px̂  is given by equation (4.2.4). 

22
1 1
ˆˆ ˆvar( ) R s

p p pv x E x xλ λ⎡ ⎤= = −⎣ ⎦                                               (4.2.4) 

  Higher variance v2 refers to high variability within the region and smaller variance 

indicates strong homogeneity within a region. 

 The results for Regions 1~8 defined by Knipe and Rao (2004) are given in Table 4.2.1. 

When GLS regression is used, the regressions in Region 7 and Region 8 do not yield good 

results. Hence, the region refined by Srinivas and Rao (2003) was considered. Region 1 and 

Region 7 (by Knipe and Rao, 2004) are merged as one region, which is the Region 1 defined by 

Srinivas and Rao (2003). Region 5 and Region 8 are merged as one region, which is the Region 5 

defined by Srinivas and Rao. The normalized regional quantile estimates of these two regions are 

listed in Table 4.2.3.  

An example of the at-site quantile estimates against the regional quantiles estimates is 

shown in Fig. 4.2.1. The goodness-of-fit can be observed and the results of GEV, PTIII and 

LNIII are closely approaching 45 degree line. Log-Pearson type three (LPIII) and two-parameter 

Gamma distribution are the worst two distributions from this analysis. 
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Table 4.2.1. Normalized regional quantile estimates. 

T (year) LN3 G2 PT3 LP3 GEV GLO LOG
Region 1 2 0.9098 0.8478 0.9088 1.0036 0.6319 0.9209 1.0000

5 1.3367 1.7612 1.3469 1.0482 1.0522 1.3046 1.3566
10 1.6257 2.3350 1.6353 1.0696 1.3418 1.5809 1.5652
20 1.9066 2.8622 1.9069 1.0863 1.6286 1.8761 1.7574
25 1.9966 3.0252 1.9920 1.0910 1.7214 1.9774 1.8175
50 2.2767 3.5163 2.2513 1.1041 2.0131 2.3162 2.0011

100 2.5599 3.9897 2.5049 1.1153 2.3114 2.6984 2.1821
200 2.8481 4.4501 2.7545 1.1252 2.6177 3.1320 2.3617

Region 2 2 0.8761 0.8298 0.8739 1.0023 0.5716 0.8916 1.0000
5 1.3556 1.7468 1.3737 1.0531 1.0362 1.3200 1.3979
10 1.7013 2.3349 1.7194 1.0785 1.3788 1.6438 1.6306
20 2.0512 2.8814 2.0538 1.0988 1.7363 2.0024 1.8451
25 2.1658 3.0514 2.1600 1.1046 1.8561 2.1280 1.9121
50 2.5305 3.5663 2.4871 1.1209 2.2452 2.5580 2.1169

100 2.9100 4.0658 2.8116 1.1353 2.6638 3.0587 2.3188
200 3.3066 4.5544 3.1350 1.1481 3.1156 3.6453 2.5192

Region 3 2 0.8456 0.8257 0.8409 0.9989 0.4719 0.8656 1.0000
5 1.3352 1.7433 1.3635 1.0614 0.9369 1.2999 1.4074
10 1.7163 2.3347 1.7477 1.0947 1.3075 1.6479 1.6458
20 2.1217 2.8857 2.1306 1.1226 1.7187 2.0497 1.8654
25 2.2585 3.0573 2.2541 1.1307 1.8619 2.1942 1.9340
50 2.7046 3.5777 2.6393 1.1543 2.3458 2.7019 2.1438

100 3.1859 4.0835 3.0276 1.1756 2.8976 3.3163 2.3505
200 3.7055 4.5787 3.4195 1.1954 3.5287 4.0638 2.5557

Region 4 2 0.8824 0.8250 0.8808 1.0040 0.6083 0.8964 1.0000
5 1.3748 1.7426 1.3903 1.0593 1.0885 1.3376 1.4092
10 1.7204 2.3346 1.7355 1.0859 1.4328 1.6648 1.6486
20 2.0642 2.8865 2.0657 1.1069 1.7843 2.0222 1.8691
25 2.1758 3.0584 2.1700 1.1128 1.9004 2.1464 1.9381
50 2.5276 3.5798 2.4898 1.1293 2.2724 2.5678 2.1488

100 2.8893 4.0867 2.8052 1.1435 2.6643 3.0525 2.3564
200 3.2630 4.5832 3.1179 1.1561 3.0785 3.6133 2.5624  
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Table 4.2.1. Normalized regional quantile estimates (Cont.) 

T (year) LN3 G2 PT3 LP3 GEV GLO LOG

Region 5 2 0.9578 0.8657 0.9576 1.0061 0.7422 0.9623 1.0000
5 1.3213 1.7747 1.3235 1.0510 1.1097 1.2938 1.3144
10 1.5387 2.3336 1.5406 1.0713 1.3294 1.5106 1.4983
20 1.7340 2.8411 1.7337 1.0865 1.5242 1.7268 1.6678
25 1.7938 2.9971 1.7925 1.0907 1.5829 1.7979 1.7208
50 1.9725 3.4644 1.9668 1.1019 1.7550 2.0257 1.8827

100 2.1433 3.9118 2.1317 1.1113 1.9135 2.2670 2.0422
200 2.3084 4.3443 2.2894 1.1193 2.0599 2.5242 2.2006

Region 6 2 0.9275 0.8831 0.9267 1.0017 0.5879 0.9538 1.0000
5 1.2558 1.7867 1.2645 1.0456 0.9097 1.2459 1.2737
10 1.4809 2.3309 1.4891 1.0677 1.1348 1.4458 1.4338
20 1.7014 2.8196 1.7018 1.0854 1.3600 1.6519 1.5813
25 1.7723 2.9688 1.7686 1.0904 1.4334 1.7210 1.6274
50 1.9940 3.4136 1.9727 1.1048 1.6657 1.9472 1.7684

100 2.2195 3.8366 2.1728 1.1174 1.9057 2.1940 1.9072
200 2.4502 4.2430 2.3703 1.1288 2.1545 2.4650 2.0450

Region 7 2 0.8562 0.8262 0.8527 0.9966 0.5123 0.8713 1.0000
5 1.3460 1.7436 1.3704 1.0711 0.9811 1.3060 1.4065
10 1.7163 2.3347 1.7422 1.1121 1.3440 1.6496 1.6444
20 2.1027 2.8853 2.1087 1.1470 1.7376 2.0425 1.8635
25 2.2316 3.0568 2.2262 1.1573 1.8726 2.1830 1.9320
50 2.6482 3.5767 2.5911 1.1874 2.3224 2.6733 2.1413

100 3.0915 4.0818 2.9567 1.2150 2.8243 3.2614 2.3476
200 3.5640 4.5765 3.3240 1.2407 3.3859 3.9705 2.5523

Region 8 2 0.9396 0.8722 0.9392 1.0031 0.6683 0.9477 1.0000
5 1.2937 1.7793 1.2989 1.0449 1.0212 1.2678 1.2992
10 1.5207 2.3328 1.5253 1.0651 1.2500 1.4880 1.4742
20 1.7339 2.8332 1.7336 1.0808 1.4662 1.7159 1.6355
25 1.8008 2.9866 1.7980 1.0853 1.5340 1.7925 1.6859
50 2.0055 3.4455 1.9923 1.0977 1.7410 2.0438 1.8399

100 2.2073 3.8837 2.1798 1.1084 1.9435 2.3189 1.9917
200 2.4082 4.3064 2.3622 1.1178 2.1422 2.6221 2.1424  
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An example of the variance of estimation errors in eight regions is shown in Fig. 4.2.2. 

Pearson Type III (PTIII) has smaller variance than others, especially for longer recurrence 

intervals. Generalized extreme value (GEV) and three-parameter log-normal distribution (LNIII) 

yield results which are close to the variance from the PTIII distribution. Overall, GEV, PTIII, 

and LNIII have good estimates for all regions. Sometimes LNIII cannot yield convergent 

parameter estimates. The other issue is that although LPIII is not a good candidate for regional 

index flood estimation, it may have to be used in engineering design. As a result, we will use 

PTIII, GEV and LPIII for the following analysis.  

The 95% confidence intervals for the regional L-moment flood quantile estimates are 

shown in Fig. 4.2.3. This is calculated from equation 4.2.3 based on regression of the mean 

annual peak discharge, which is the first L-moment. It is plotted in a log-log axis, hence the 

smaller mean flows look better. A conclusion from Figures 4.2.1 and Figure 4.2.2 is that the 

LPIII has regional L-moment estimates which are inferior to PTIII and GEV.  The confidence 

intervals for LPIII is much wider than PTIII and GEV from the results in Fig. 4.2.3.  

    In Table 4.2.3, candidate probability distributions are listed based on the mean-square-

error of L-moment ratio diagram. The order in Table 4.2.3 begins with the one having the 

minimum MSE. Optimal distributions for regional L-moment estimates are obtained from the 

variances of regional estimates. It turns out that PTIII, GEV and LNIII are good probability 

distributions for regional L-moment flood estimates. 
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Table 4.2.2. Normalized regional quantile estimates for Region 1 and Region 5 
defined by Srinivas and Rao (2003). 

T (year) LN3 G2 PT3 LP3 GEV GLO LOG
2 0.8854 0.8387 0.8836 1.0012 0.5751 0.9529 1.0000
5 1.3401 1.7541 1.3563 1.0595 1.0168 1.3921 1.3775
10 1.6651 2.3351 1.6812 1.0893 1.3395 1.7252 1.5983
20 1.9922 2.8721 1.9943 1.1136 1.6738 2.0948 1.8017
25 2.0991 3.0386 2.0935 1.1206 1.7853 2.2246 1.8653
50 2.4379 3.5416 2.3988 1.1404 2.1459 2.6690 2.0597

100 2.7892 4.0282 2.7012 1.1581 2.5312 3.1876 2.2512
200 3.1549 4.5027 3.0019 1.1741 2.9442 3.7963 2.4413

2 0.9473 0.8695 0.9470 1.0041 0.7009 0.9619 1.0000
5 1.3054 1.7775 1.3092 1.0468 1.0601 1.2912 1.3054
10 1.5283 2.3331 1.5316 1.0670 1.2853 1.5140 1.4841
20 1.7337 2.8365 1.7333 1.0825 1.4922 1.7418 1.6487
25 1.7974 2.9909 1.7953 1.0870 1.5560 1.8178 1.7002
50 1.9905 3.4533 1.9809 1.0990 1.7475 2.0653 1.8574

100 2.1783 3.8952 2.1584 1.1092 1.9300 2.3333 2.0124
200 2.3629 4.3219 2.3301 1.1182 2.1046 2.6254 2.1662

Region 1 
+         

Region 7   
=         

Region 1

Region 5 
+         

Region 8   
=         

Region 5

 

 
 

Table 4.2.3. Determine the optimal probability distributions for regional L-moment flood 
estimates of the entire series of data. 

 
Region No. Candidate Probability Distributions Optimal Distributions for Regional Estimates

1 PT3, GM2, LN3, GEV, LP3 PT3, LN3, GEV
2 GEV, LN3, PT3, GM2, GLO GEV, PT3, LN3
3 LP3, GEV, LN3, GLO, PT3 PT3, LN3, GEV
4 GEV, LN3, LP3, PT3, GM2 PT3, LN3, GEV
5 GEV, LP3, LN3, PT3, GM2 GEV, PT3, LN3
6 LN3, PT3, GM2, GLO, GEV PT3, GEV, LN3
7 PT3, GM2, LN3, LP3, GEV PT3, LN3, GEV
8 LP3, GLO, GEV, LN3, PT3 PT3, LN3, GLO  

Note: 1). Candidate probability distributions are determined from the mean-square-error of L-moment 

ratio diagram, and the order is beginning with the one having the minimum MSE. 2). Optimal 

distributions for regional L-moment flood estimates are obtained from the variances of regional 

estimates. 
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Region 2 ( T=100yr )
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Region 3 ( T=100yr )
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Region 4 ( T=100yr )
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Region 5 ( T=100yr )
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Region 6 ( T=100yr )
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Region 7 ( T=100yr )
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Region 8 ( T=100yr )
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Figure 4.2.1. At-site and regional quantile flood estimates ( T = 100 year). 
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Figure 4.2.2. Variance of the difference between at-site and regional estimates. 
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Figure 4.2.3. 95% confidence intervals for regional PTIII L-moment estimates. 
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V. Regional Regression Analysis 

5.1. Introduction 

In performing flood frequency analysis for a location of interest, the information about 

flow measurements is gathered first. However, data may not be available for the location of 

interest. Regional regression is an idea in which the flood characteristics are related to the 

geographical or hydrological attributes, which are measurable for any location in a watershed. 

Generalized least square regression (GLS) discussed in Chapter III is introduced by Stedinger 

and Tasker (1985) to develop these relationships. It takes the data consistency (lengths of record 

and correlation) and geographical distance into account.  Consequently, the method is physically 

based.  The results from GLS method are presented next. 

5.2. GLS regional regression results  

To investigate the governing hydrological attributes to estimate peak flows the square of 

the correlation coefficient between each hydrological feature and the at-site quantile estimates 

are calculated. The result is shown in Table 5.2.1 for PTIII distribution and Table 5.2.2 for GEV 

distribution. The drainage area (A) and slope (S) are the primary factors. For the secondary 

factor, wet area (%W) is considered. Urbanization factor (%U) shows smaller correlation and 

hence it is not taken into further consideration. Therefore, three different models are set up for 

GLS regional regression. Equation 5.2.1, equation 5.2.2 and equation 5.2.3 are used to fit the 

quantile floods and hydrological features. The regression parameters, a, b, c, d and squares of the 

correlation coefficients values are estimated.  
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Table 5.2.1. R2 values for the relationship between the individual hydrological attributes 
and PTIII flood quantile estimates. 

 
Region No. Attriibute T=10yr T=20yr T=50yr T=100yr T=200yr

Drainage area (mi 2 ) 0.978 0.975 0.970 0.967 0.9642
Slope 0.856 0.850 0.841 0.836 0.8311
%W 0.380 0.306 0.260 0.232 0.2108
%U 0.280 0.223 0.191 0.172 0.158

Drainage area (mi 2 ) 0.935 0.935 0.933 0.931 0.9289
Slope 0.729 0.731 0.732 0.733 0.7331
%W 0.183 0.166 0.160 0.156 0.1541
%U 0.288 0.230 0.196 0.175 0.160

Drainage area (mi 2 ) 0.978 0.976 0.973 0.969 0.9662
Slope 0.753 0.749 0.744 0.739 0.7355
%W 0.096 0.067 0.054 0.046 0.0409
%U 0.042 0.029 0.023 0.020 0.018

Drainage area (mi 2 ) 0.935 0.934 0.932 0.931 0.9287
Slope 0.397 0.394 0.390 0.388 0.3858
%W 0.234 0.213 0.203 0.196 0.1923
%U 0.008 0.001 0.000 0.001 0.002

Drainage area (mi 2 ) 0.939 0.938 0.937 0.936 0.9351
Slope 0.453 0.456 0.458 0.460 0.4609
%W 0.028 0.037 0.043 0.048 0.0526
%U 0.150 0.165 0.170 0.173 0.175

Drainage area (mi 2 ) 0.797 0.750 0.689 0.644 0.6005
Slope 0.466 0.405 0.333 0.285 0.2433
%W 0.074 0.091 0.112 0.127 0.141
%U 0.228 0.193 0.188 0.186 0.187

Drainage area (mi 2 ) 0.907 0.903 0.899 0.896 0.8936
Slope 0.534 0.529 0.523 0.520 0.5166
%W 0.001 0.007 0.011 0.014 0.017
%U 0.377 0.379 0.380 0.380 0.381

Drainage area (mi 2 ) 0.795 0.792 0.788 0.785 0.7814
Slope 0.674 0.677 0.680 0.682 0.6826
%W 0.000 0.003 0.007 0.009 0.0115
%U 0.005 0.000 0.002 0.006 0.010

1

2

3

4

5

6

7

8
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Table 5.2.2. R2 values for the relationship between the individual hydrological attributes 
and GEV flood quantile estimates. 

 
Region No. Attriibute T=10yr T=20yr T=50yr T=100yr T=200yr

Drainage area (mi 2 ) 0.982 0.978 0.971 0.964 0.956
Slope 0.865 0.856 0.842 0.831 0.8175
%W 0.389 0.311 0.260 0.227 0.2007
%U 0.284 0.226 0.191 0.169 0.153

Drainage area (mi 2 ) 0.935 0.935 0.933 0.929 0.923
Slope 0.723 0.728 0.732 0.733 0.7328
%W 0.177 0.162 0.159 0.159 0.1602
%U 0.296 0.235 0.197 0.172 0.153

Drainage area (mi 2 ) 0.975 0.978 0.974 0.967 0.9563
Slope 0.753 0.753 0.748 0.740 0.7298
%W 0.101 0.072 0.056 0.046 0.039
%U 0.044 0.031 0.025 0.021 0.018

Drainage area (mi 2 ) 0.933 0.934 0.932 0.928 0.9221
Slope 0.398 0.393 0.387 0.382 0.3763
%W 0.226 0.207 0.201 0.198 0.1961
%U 0.008 0.001 0.000 0.001 0.003

Drainage area (mi 2 ) 0.939 0.939 0.938 0.936 0.9344
Slope 0.453 0.456 0.459 0.462 0.4641
%W 0.029 0.037 0.042 0.047 0.0498
%U 0.152 0.166 0.168 0.169 0.168

Drainage area (mi 2 ) 0.816 0.770 0.689 0.609 0.5126
Slope 0.511 0.441 0.336 0.250 0.165
%W 0.069 0.093 0.130 0.161 0.1931
%U 0.228 0.199 0.207 0.216 0.227

Drainage area (mi 2 ) 0.911 0.906 0.899 0.894 0.8888
Slope 0.541 0.534 0.524 0.517 0.5089
%W 0.001 0.006 0.011 0.014 0.0162
%U 0.375 0.377 0.379 0.381 0.383

Drainage area (mi 2 ) 0.799 0.796 0.789 0.781 0.771
Slope 0.673 0.677 0.681 0.682 0.6816
%W 0.000 0.003 0.006 0.009 0.0119
%U 0.006 0.000 0.002 0.007 0.013

1

2

3

4

5

6

7

8

   

Model I: b
T aAQ =                                                          (5.2.1) 

Model II: cb
T SaAQ =                                                       (5.2.2) 

Model III: dcb
T WSaAQ )%1( +=                                          (5.2.3) 

The probability distributions used for regional regression are generalized extreme value 

(GEV), Pearson type III (PTIII) and log-Pearson type III (LPIII). GEV and PTIII distributions fit 
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the observed data well and also provide stable results in regional flood index evaluation.  Hence 

they are used further in the analysis. LPIII distribution is used because it may be required to be 

used in engineering design. However, from the previous analysis, it is not a good distribution to 

estimate regional flood values and this aspect should be kept in mind. 

The coefficients calculated by the GLS method are summarized in Table 5.2.3 for PTIII 

distribution, Table 5.2.4 for GEV distribution and Table 5.2.5 for LPIII distribution. There are 

eight sub-tables in each table and they refer to different recurrence intervals of 2, 5, 10, 20, 25, 

50, 100 and 200 years. In each sub-table, the coefficients, a, b, c, d and R2, are given for each 

model and region. The unit for drainage area is square miles, slope is in percentage, wet area is 

in percentage and the regressed quantile flow is in cubic feet per second (cfs).  

    Examples of goodness-to-fit of the GLS regression results compared to the at-site quantile 

estimates are shown in Figure 5.2.1 (for PTIII), Figure 5.2.2 (for GEV), and Figure 5.2.3 (for 

LPIII) distributions. The model used for each plot is based on the maximum R-square value of 

the three regression models. They show the best-fitting GLS regional regression results for each 

distribution for eight hydrological regions.  The discharges are plotted against the drainage areas. 

We also use the ordinary least square (OLS) regression scheme to fit these data. The 

results from OLS are shown as dashed lines in Figures 5.2.1 to Figure 5.2.3. Graphically they are 

very close to the solid lines which are the GLS regression result; however, the result from GLS is 

slightly better than OLS in goodness-to-fit. Also, the most important part of GLS and its benefit 

is GLS contains more physical information than OLS, which is simple curve fitting. 
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Table 5.2.3. GLS Regression coefficients for the drainage areas and PTIII flood quantile 
estimates. 

 
Regional regression for PT3 at T=2yr

Parameter a b c d R 2

Model I 149.945 0.638 0.986
Model II 43.057 0.757 0.375 0.993
Model III 43.529 0.756 0.375 -0.001 0.993
Model I 256.676 0.594 0.960
Model II 23.476 0.847 0.569 0.985
Model III 71.702 0.796 0.392 -0.416 0.979
Model I 189.646 0.736 0.896
Model II 40.159 0.884 0.388 0.921
Model III 35.647 0.883 0.392 0.114 0.918
Model I 113.509 0.690 0.902
Model II 14.067 0.851 0.702 0.919
Model III 20.346 0.868 0.677 -0.361 0.936
Model I 46.832 0.706 0.955
Model II 17.384 0.814 0.409 0.971
Model III 24.869 0.805 0.390 -0.169 0.971
Model I 55.649 0.594 0.930
Model II 11.294 0.805 0.553 0.951
Model III 10.119 0.787 0.502 0.129 0.950
Model I 46.041 0.734 0.975
Model II 7.827 0.882 0.595 0.967
Model III 50.878 0.885 0.505 -1.163 0.980
Model I 45.274 0.704 0.714
Model II 76.124 0.649 -0.173 0.746
Model III 113.421 0.829 0.075 -0.981 0.754

Region1

Region2

Region3

Region4

Region5

Region6

Region7

Region8

 

Regional regression for PT3 at T=5yr
Parameter a b c d R 2

Model I 236.255 0.629 0.986
Model II 50.233 0.777 0.466 0.993
Model III 64.427 0.773 0.428 -0.116 0.994
Model I 414.755 0.587 0.960
Model II 44.143 0.824 0.534 0.984
Model III 109.237 0.782 0.391 -0.336 0.978
Model I 314.877 0.736 0.892
Model II 55.282 0.903 0.432 0.934
Model III 54.276 0.904 0.435 0.005 0.934
Model I 176.838 0.692 0.907
Model II 19.259 0.864 0.744 0.929
Model III 22.998 0.873 0.734 -0.182 0.937
Model I 71.136 0.689 0.949
Model II 27.561 0.792 0.388 0.965
Model III 34.284 0.787 0.375 -0.103 0.965
Model I 146.734 0.476 0.865
Model II 18.900 0.748 0.696 0.902
Model III 15.591 0.720 0.613 0.215 0.911
Model I 77.389 0.724 0.980
Model II 12.343 0.877 0.616 0.975
Model III 81.087 0.882 0.526 -1.173 0.987
Model I 63.815 0.701 0.705
Model II 135.992 0.619 -0.252 0.758
Model III 202.458 0.798 -0.005 -0.976 0.750

Region5

Region6

Region7

Region1

Region2

Region3

Region4

Region8
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Table 5.2.3. GLS Regression coefficients for the drainage areas and PTIII flood quantile 
estimates (Cont.) 

 
Regional regression for PT3 at T=10yr

Parameter a b c d R 2

Model I 296.745 0.624 0.986
Model II 52.398 0.789 0.522 0.992
Model III 75.826 0.783 0.465 -0.171 0.993
Model I 527.720 0.582 0.960
Model II 61.815 0.809 0.512 0.982
Model III 135.469 0.772 0.388 -0.290 0.978
Model I 405.407 0.739 0.884
Model II 63.246 0.917 0.459 0.935
Model III 65.980 0.920 0.462 -0.059 0.935
Model I 217.520 0.695 0.908
Model II 22.431 0.871 0.761 0.936
Model III 24.246 0.876 0.758 -0.087 0.939
Model I 86.460 0.680 0.946
Model II 34.119 0.782 0.377 0.962
Model III 39.692 0.778 0.367 -0.070 0.962
Model I 235.108 0.420 0.805
Model II 21.986 0.735 0.795 0.860
Model III 17.452 0.706 0.705 0.239 0.881
Model I 97.937 0.725 0.983
Model II 14.852 0.882 0.634 0.979
Model III 96.520 0.888 0.544 -1.170 0.991
Model I 76.143 0.698 0.700
Model II 185.371 0.602 -0.297 0.766
Model III 275.664 0.780 -0.050 -0.972 0.741

Region5

Region6

Region7

Region8

Region1

Region2

Region3

Region4

  

Regional regression for PT3 at T=20yr
Parameter a b c d R 2

Region1 Model I 355.567 0.620 0.986
Model II 54.017 0.799 0.568 0.991
Model III 85.855 0.792 0.496 -0.213 0.993

Region2 Model I 638.916 0.579 0.960
Model II 81.073 0.797 0.493 0.981
Model III 161.046 0.764 0.385 -0.253 0.977

Region3 Model I 494.365 0.741 0.874
Model II 69.992 0.930 0.482 0.932
Model III 76.711 0.933 0.483 -0.108 0.931

Region4 Model I 255.045 0.697 0.908
Model II 25.322 0.876 0.772 0.940
Model III 25.383 0.878 0.775 -0.014 0.941

Region5 Model I 100.560 0.674 0.944
Model II 40.279 0.775 0.368 0.960
Model III 44.488 0.771 0.360 -0.043 0.960

Region6 Model I 339.097 0.377 0.737
Model II 23.976 0.730 0.880 0.819
Model III 18.500 0.702 0.787 0.252 0.852

Region7 Model I 117.108 0.727 0.985
Model II 17.006 0.888 0.649 0.981
Model III 108.747 0.894 0.560 -1.164 0.992

Region8 Model I 87.609 0.695 0.694
Model II 237.709 0.588 -0.333 0.772
Model III 352.797 0.765 -0.087 -0.967 0.730  
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Table 5.2.3. GLS Regression coefficients for the drainage areas and PTIII flood quantile 
estimates (Cont.) 

 
Regional regression for PT3 at T=25yr

Parameter a b c d R 2

Model I 374.290 0.619 0.985
Model II 54.493 0.802 0.581 0.991
Model III 88.905 0.794 0.505 -0.225 0.992
Model I 674.570 0.578 0.960
Model II 87.600 0.793 0.488 0.981
Model III 169.212 0.762 0.385 -0.242 0.977
Model I 522.800 0.742 0.871
Model II 72.001 0.933 0.488 0.931
Model III 80.031 0.937 0.489 -0.122 0.929
Model I 266.643 0.698 0.907
Model II 26.210 0.878 0.775 0.941
Model III 25.735 0.879 0.780 0.006 0.941
Model I 104.922 0.672 0.943
Model II 42.213 0.772 0.365 0.959
Model III 45.949 0.769 0.357 -0.035 0.959
Model I 375.840 0.365 0.714
Model II 24.475 0.729 0.905 0.805
Model III 18.743 0.701 0.812 0.255 0.842
Model I 123.072 0.727 0.985
Model II 17.648 0.890 0.653 0.981
Model III 112.207 0.896 0.565 -1.161 0.992
Model I 91.157 0.694 0.692
Model II 255.114 0.584 -0.343 0.774
Model III 378.326 0.761 -0.097 -0.966 0.727

Region8

Region1

Region2

Region3

Region4

Region5

Region6

Region7

  

Regional regression for PT3 at T=50yr
Parameter a b c d R 2

Region1 Model I 432.021 0.615 0.985
Model II 55.905 0.810 0.617 0.989
Model III 97.995 0.800 0.528 -0.256 0.991

Region2 Model I 785.272 0.575 0.960
Model II 108.870 0.783 0.473 0.980
Model III 194.494 0.755 0.382 -0.213 0.976

Region3 Model I 610.741 0.744 0.860
Model II 77.883 0.943 0.505 0.925
Model III 90.045 0.947 0.505 -0.160 0.922

Region4 Model I 301.516 0.700 0.905
Model II 28.869 0.882 0.783 0.943
Model III 26.797 0.880 0.791 0.062 0.941

Region5 Model I 118.068 0.668 0.941
Model II 48.131 0.766 0.358 0.957
Model III 50.312 0.764 0.350 -0.012 0.956

Region6 Model I 500.040 0.332 0.642
Model II 25.739 0.728 0.975 0.767
Model III 19.328 0.702 0.881 0.261 0.815

Region7 Model I 141.101 0.730 0.985
Model II 19.528 0.895 0.665 0.981
Model III 121.854 0.903 0.579 -1.154 0.992

Region8 Model I 101.811 0.693 0.686
Model II 310.715 0.573 -0.372 0.777
Model III 459.468 0.749 -0.126 -0.961 0.717  
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Table 5.2.3. GLS Regression coefficients for the drainage areas and PTIII flood quantile 
estimates (Cont.) 

 
Regional regression for PT3 at T=100yr

Parameter a b c d R 2

Region1 Model I 489.317 0.613 0.984
Model II 57.265 0.817 0.648 0.988
Model III 106.649 0.806 0.549 -0.282 0.990

Region2 Model I 896.268 0.573 0.959
Model II 131.618 0.774 0.460 0.978
Model III 219.760 0.750 0.380 -0.187 0.975

Region3 Model I 698.344 0.746 0.849
Model II 83.356 0.952 0.521 0.919
Model III 99.717 0.955 0.519 -0.191 0.913

Region4 Model I 334.991 0.702 0.901
Model II 31.407 0.886 0.789 0.943
Model III 27.817 0.882 0.800 0.110 0.940

Region5 Model I 130.743 0.663 0.939
Model II 53.972 0.761 0.351 0.954
Model III 54.480 0.758 0.343 0.008 0.954

Region6 Model I 639.416 0.303 0.569
Model II 26.717 0.729 1.036 0.732
Model III 19.759 0.704 0.942 0.264 0.790

Region7 Model I 158.534 0.733 0.985
Model II 21.273 0.901 0.676 0.981
Model III 130.208 0.909 0.591 -1.146 0.991

Region8 Model I 111.992 0.692 0.679
Model II 368.409 0.564 -0.397 0.778
Model III 543.001 0.739 -0.152 -0.956 0.707   

Regional regression for PT3 at T=200yr
Parameter a b c d R 2

Region1 Model I 546.361 0.610 0.983
Model II 58.599 0.823 0.675 0.986
Model III 114.985 0.810 0.566 -0.304 0.989

Region2 Model I 1007.864 0.570 0.959
Model II 155.814 0.766 0.448 0.977
Model III 245.104 0.744 0.378 -0.165 0.974

Region3 Model I 785.830 0.747 0.838
Model II 88.529 0.959 0.534 0.912
Model III 109.137 0.962 0.531 -0.218 0.905

Region4 Model I 367.385 0.704 0.897
Model II 33.848 0.889 0.794 0.942
Model III 28.799 0.883 0.808 0.151 0.939

Region5 Model I 143.074 0.660 0.937
Model II 59.790 0.756 0.344 0.952
Model III 58.519 0.753 0.336 0.027 0.952

Region6 Model I 793.937 0.278 0.500
Model II 27.519 0.730 1.090 0.702
Model III 20.111 0.706 0.997 0.266 0.768

Region7 Model I 175.509 0.735 0.984
Model II 22.918 0.905 0.686 0.980
Model III 137.604 0.915 0.602 -1.137 0.989

Region8 Model I 121.778 0.691 0.672
Model II 427.940 0.556 -0.419 0.779
Model III 628.520 0.730 -0.174 -0.952 0.697  
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Figure 5.2.1(a). GLS regional regression for PTIII (T = 10 years) 
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Region 1 (PT3, T=100yr)
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Figure 5.2.1(b). GLS regional regression for PTIII (T = 100 years) 
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Table 5.2.4. GLS Regression coefficients for the drainage areas and GEV flood quantile 
estimates. 

 
Regional regression for GEV at T=2yr

Parameter a b c d R 2

Model I 140.925 0.646 0.986
Model II 47.621 0.750 0.325 0.992
Model III 45.221 0.750 0.335 0.028 0.992
Model I 243.479 0.599 0.960
Model II 18.719 0.871 0.610 0.985
Model III 65.081 0.814 0.413 -0.464 0.978
Model I 167.474 0.728 0.882
Model II 32.504 0.884 0.410 0.905
Model III 25.534 0.880 0.415 0.252 0.896
Model I 111.202 0.687 0.891
Model II 15.383 0.840 0.666 0.903
Model III 26.699 0.863 0.628 -0.530 0.929
Model I 46.595 0.706 0.955
Model II 17.303 0.814 0.409 0.971
Model III 25.007 0.805 0.389 -0.174 0.971
Model I 33.428 0.676 0.931
Model II 9.398 0.840 0.480 0.947
Model III 7.998 0.814 0.410 0.187 0.944
Model I 43.693 0.734 0.955
Model II 8.200 0.874 0.561 0.949
Model III 51.651 0.876 0.474 -1.144 0.962
Model I 43.710 0.710 0.714
Model II 69.677 0.660 -0.156 0.742
Model III 103.789 0.839 0.092 -0.979 0.757

Region1

Region2

Region3

Region4

Region5

Region6

Region7

Region8
  

Regional regression for GEV at T=5yr
Parameter a b c d R 2

Model I 219.915 0.637 0.986
Model II 57.278 0.766 0.404 0.993
Model III 67.874 0.763 0.379 -0.080 0.993
Model I 387.126 0.592 0.960
Model II 35.122 0.846 0.571 0.984
Model III 98.483 0.798 0.408 -0.383 0.978
Model I 280.467 0.730 0.887
Model II 53.527 0.888 0.413 0.924
Model III 48.053 0.887 0.416 0.107 0.922
Model I 171.392 0.690 0.898
Model II 19.863 0.856 0.725 0.913
Model III 27.043 0.870 0.705 -0.304 0.928
Model I 70.720 0.689 0.948
Model II 27.182 0.794 0.391 0.965
Model III 34.452 0.788 0.378 -0.112 0.965
Model I 103.740 0.529 0.887
Model II 18.653 0.755 0.603 0.912
Model III 14.859 0.721 0.509 0.255 0.918
Model I 73.201 0.721 0.964
Model II 12.901 0.866 0.582 0.961
Model III 83.719 0.870 0.494 -1.165 0.974
Model I 60.632 0.708 0.703
Model II 119.005 0.635 -0.225 0.749
Model III 177.392 0.814 0.022 -0.976 0.756

Region4

Region5

Region6

Region7

Region1

Region2

Region3

Region8
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Table 5.2.4. GLS Regression coefficients for the drainage areas and GEV flood quantile 
estimates (Cont.) 

 
Regional regression for GEV at T=10yr

Parameter a b c d R 2

Model I 278.174 0.631 0.986
Model II 58.976 0.780 0.466 0.993
Model III 79.415 0.775 0.421 -0.140 0.993
Model I 496.428 0.587 0.960
Model II 50.565 0.829 0.544 0.983
Model III 123.245 0.787 0.403 -0.330 0.977
Model I 364.046 0.736 0.886
Model II 64.232 0.902 0.431 0.932
Model III 61.594 0.903 0.434 0.033 0.932
Model I 211.430 0.693 0.903
Model II 22.507 0.866 0.752 0.922
Model III 27.167 0.876 0.741 -0.193 0.931
Model I 86.216 0.681 0.945
Model II 33.818 0.783 0.379 0.962
Model III 39.903 0.779 0.369 -0.077 0.962
Model I 176.101 0.463 0.839
Model II 22.526 0.735 0.710 0.878
Model III 16.885 0.698 0.601 0.298 0.897
Model I 93.841 0.721 0.972
Model II 15.538 0.871 0.604 0.969
Model III 100.402 0.875 0.516 -1.164 0.981
Model I 72.370 0.705 0.699
Model II 163.334 0.618 -0.272 0.759
Model III 243.387 0.795 -0.025 -0.972 0.749

Region5

Region6

Region7

Region8

Region1

Region2

Region3

Region4

 

Regional regression for GEV at T=20yr
Parameter a b c d R 2

Region1 Model I 339.463 0.626 0.986
Model II 58.344 0.794 0.530 0.992
Model III 88.214 0.788 0.466 -0.193 0.993

Region2 Model I 613.925 0.583 0.960
Model II 70.293 0.812 0.517 0.981
Model III 149.811 0.776 0.397 -0.279 0.977

Region3 Model I 453.341 0.742 0.879
Model II 73.361 0.917 0.451 0.934
Model III 74.639 0.919 0.454 -0.033 0.934

Region4 Model I 250.053 0.697 0.906
Model II 24.820 0.876 0.774 0.932
Model III 26.993 0.881 0.771 -0.094 0.935

Region5 Model I 100.618 0.674 0.943
Model II 40.344 0.775 0.368 0.960
Model III 44.761 0.771 0.359 -0.045 0.959

Region6 Model I 275.116 0.407 0.770
Model II 24.486 0.728 0.821 0.835
Model III 17.334 0.692 0.704 0.330 0.874

Region7 Model I 114.570 0.723 0.978
Model II 17.687 0.879 0.628 0.976
Model III 112.653 0.884 0.541 -1.159 0.987

Region8 Model I 84.217 0.701 0.694
Model II 217.582 0.600 -0.317 0.768
Model III 323.533 0.776 -0.071 -0.967 0.736  
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Table 5.2.4. GLS Regression coefficients for the drainage areas and GEV flood quantile 
estimates (Cont.) 

 
Regional regression for GEV at T=25yr

Parameter a b c d R 2

Model I 360.139 0.624 0.986
Model II 57.807 0.799 0.551 0.992
Model III 90.587 0.792 0.481 -0.209 0.993
Model I 654.072 0.581 0.960
Model II 77.818 0.806 0.508 0.981
Model III 158.931 0.772 0.395 -0.263 0.977
Model I 483.849 0.744 0.875
Model II 76.093 0.922 0.458 0.933
Model III 78.862 0.925 0.461 -0.053 0.933
Model I 262.353 0.698 0.907
Model II 25.513 0.879 0.780 0.934
Model III 26.878 0.883 0.780 -0.063 0.937
Model I 105.085 0.672 0.943
Model II 42.458 0.772 0.364 0.959
Model III 46.246 0.769 0.356 -0.035 0.959
Model I 314.451 0.390 0.743
Model II 24.783 0.728 0.858 0.819
Model III 17.249 0.692 0.738 0.339 0.865
Model I 121.345 0.724 0.980
Model II 18.290 0.882 0.636 0.977
Model III 115.773 0.888 0.549 -1.156 0.989
Model I 88.116 0.700 0.692
Model II 237.672 0.594 -0.331 0.770
Model III 353.014 0.770 -0.085 -0.966 0.731

Region8

Region1

Region2

Region3

Region4

Region5

Region6

Region7

 

Regional regression for GEV at T=50yr
Parameter a b c d R 2

Region1 Model I 427.953 0.619 0.985
Model II 55.415 0.814 0.616 0.990
Model III 96.752 0.805 0.528 -0.257 0.992

Region2 Model I 787.373 0.577 0.960
Model II 105.820 0.788 0.480 0.979
Model III 189.496 0.761 0.388 -0.214 0.976

Region3 Model I 585.435 0.751 0.860
Model II 84.115 0.938 0.479 0.926
Model III 92.281 0.942 0.481 -0.114 0.924

Region4 Model I 300.415 0.702 0.906
Model II 27.538 0.887 0.798 0.941
Model III 26.356 0.887 0.804 0.032 0.939

Region5 Model I 118.526 0.667 0.940
Model II 49.123 0.764 0.351 0.956
Model III 50.688 0.761 0.344 -0.006 0.956

Region6 Model I 466.918 0.340 0.639
Model II 24.868 0.731 0.975 0.766
Model III 16.516 0.697 0.852 0.358 0.836

Region7 Model I 142.840 0.729 0.983
Model II 19.911 0.894 0.662 0.981
Model III 123.148 0.900 0.578 -1.146 0.991

Region8 Model I 100.607 0.696 0.684
Model II 309.992 0.575 -0.375 0.776
Model III 458.217 0.751 -0.130 -0.960 0.712  
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Table 5.2.4. GLS Regression coefficients for the drainage areas and GEV flood quantile 
estimates (Cont.) 

 
Regional regression for GEV at T=100yr

Parameter a b c d R 2

Region1 Model I 502.034 0.613 0.983
Model II 52.261 0.829 0.682 0.987
Model III 101.327 0.818 0.577 -0.302 0.989

Region2 Model I 935.570 0.572 0.959
Model II 142.691 0.770 0.450 0.977
Model III 224.135 0.748 0.380 -0.165 0.974

Region3 Model I 699.260 0.758 0.837
Model II 91.561 0.955 0.500 0.911
Model III 106.380 0.959 0.501 -0.174 0.905

Region4 Model I 338.494 0.706 0.899
Model II 29.401 0.896 0.815 0.942
Model III 25.616 0.891 0.827 0.127 0.939

Region5 Model I 131.386 0.662 0.938
Model II 55.997 0.756 0.338 0.953
Model III 54.942 0.754 0.332 0.023 0.953

Region6 Model I 679.210 0.292 0.508
Model II 23.975 0.740 1.095 0.712
Model III 15.343 0.708 0.971 0.367 0.803

Region7 Model I 165.136 0.735 0.983
Model II 21.175 0.906 0.691 0.980
Model III 127.332 0.914 0.609 -1.134 0.990

Region8 Model I 113.807 0.691 0.673
Model II 400.359 0.556 -0.420 0.779
Model III 587.756 0.732 -0.174 -0.954 0.689   

Regional regression for GEV at T=200yr
Parameter a b c d R 2

Region1 Model I 583.377 0.608 0.980
Model II 48.663 0.844 0.750 0.982
Model III 104.543 0.831 0.626 -0.346 0.985

Region2 Model I 1101.084 0.567 0.957
Model II 191.505 0.751 0.419 0.973
Model III 263.778 0.736 0.370 -0.117 0.971

Region3 Model I 827.871 0.765 0.806
Model II 98.503 0.971 0.522 0.886
Model III 121.376 0.976 0.522 -0.233 0.876

Region4 Model I 376.795 0.711 0.883
Model II 31.130 0.904 0.830 0.935
Model III 24.698 0.894 0.848 0.223 0.932

Region5 Model I 143.723 0.658 0.936
Model II 63.126 0.749 0.325 0.950
Model III 59.066 0.746 0.318 0.051 0.949

Region6 Model I 975.037 0.245 0.362
Model II 22.440 0.751 1.218 0.667
Model III 13.982 0.723 1.097 0.370 0.769

Region7 Model I 188.332 0.741 0.979
Model II 22.107 0.920 0.721 0.975
Model III 128.715 0.930 0.642 -1.121 0.984

Region8 Model I 127.852 0.686 0.657
Model II 513.403 0.537 -0.464 0.777
Model III 747.139 0.712 -0.218 -0.948 0.662  



 87

Region 1 (GEV, T=10yr)

10

100

1000

10000

100000

1000000

0.1 1 10 100 1000 10000 100000

Drainage Area (mi2)

St
re

am
flo

w
 (c

fs
)

At-site
GLS
OLS

 

Region 2 (GEV, T=10yr)

10

100

1000

10000

100000

1000000

0.1 1 10 100 1000 10000 100000

Drainage Area (mi2)

St
re

am
flo

w
 (c

fs
)

At-site
GLS
OLS

 
Region 3 (GEV, T=10yr)

10

100

1000

10000

100000

0.01 0.1 1 10 100 1000

Drainage Area (mi2)

St
re

am
flo

w
 (c

fs
)

At-site
GLS
OLS

 

Region 4 (GEV, T=10yr)

10

100

1000

10000

100000

0.1 1 10 100 1000 10000

Drainage Area (mi2)

St
re

am
flo

w
 (c

fs
)

At-site
GLS
OLS

 
Region 5 (GEV, T=10yr)

10

100

1000

10000

100000

1 10 100 1000 10000

Drainage Area (mi2)

St
re

am
flo

w
 (c

fs
)

At-site
GLS
OLS

 

Region 6 (GEV, T=10yr)

10

100

1000

10000

1 10 100 1000 10000

Drainage Area (mi2)

St
re

am
flo

w
 (c

fs
)

At-site
GLS
OLS

 
Region 7 (GEV, T=10yr)

10

100

1000

10000

100000

0.1 1 10 100 1000 10000

Drainage Area (mi2)

St
re

am
flo

w
 (c

fs
)

At-site
GLS
OLS

 

Region 8 (GEV, T=10yr)

10

100

1000

10000

100000

0.1 1 10 100 1000 10000

Drainage Area (mi2)

St
re

am
flo

w
 (c

fs
)

At-site
GLS
OLS

 
Figure 5.2.2(a). GLS regional regression for GEV (T = 10 years). 
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Region 1 (GEV, T=100yr)
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Figure 5.2.2(b). GLS regional regression for GEV (T = 100 years).  
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Table 5.2.5. GLS Regression coefficients for the drainage areas and LPIII flood quantile 
estimates. 

 
Regional regression for LP3 at T=2yr

Parameter a b c d R 2

Model I 146.884 0.640 0.987
Model II 37.223 0.772 0.410 0.994
Model III 39.164 0.771 0.403 -0.022 0.994
Model I 287.294 0.584 0.949
Model II 28.058 0.830 0.553 0.978
Model III 67.892 0.789 0.414 -0.329 0.972
Model I 193.046 0.740 0.896
Model II 39.770 0.890 0.396 0.926
Model III 36.516 0.888 0.397 0.092 0.924
Model I 115.386 0.691 0.899
Model II 14.011 0.854 0.711 0.919
Model III 20.845 0.869 0.682 -0.373 0.937
Model I 46.707 0.707 0.955
Model II 17.813 0.811 0.399 0.971
Model III 26.121 0.802 0.379 -0.180 0.971
Model I 55.398 0.598 0.922
Model II 10.451 0.818 0.574 0.942
Model III 9.711 0.804 0.539 0.092 0.941
Model I 44.146 0.741 0.977
Model II 7.289 0.891 0.604 0.968
Model III 48.104 0.894 0.515 -1.175 0.981
Model I 47.553 0.701 0.724
Model II 81.781 0.643 -0.181 0.756
Model III 118.870 0.811 0.052 -0.919 0.767

Region5

Region6

Region7

Region8

Region1

Region2

Region3

Region4

  

Regional regression for LP3 at T=5yr
Parameter a b c d R 2

Model I 230.406 0.630 0.985
Model II 48.429 0.780 0.466 0.992
Model III 64.032 0.777 0.423 -0.135 0.993
Model I 460.726 0.575 0.946
Model II 49.685 0.811 0.530 0.974
Model III 105.987 0.776 0.411 -0.281 0.969
Model I 311.620 0.736 0.889
Model II 61.061 0.891 0.407 0.931
Model III 59.102 0.890 0.408 0.032 0.931
Model I 180.331 0.691 0.899
Model II 19.209 0.863 0.755 0.922
Model III 24.870 0.874 0.737 -0.249 0.933
Model I 72.273 0.688 0.947
Model II 28.531 0.789 0.381 0.964
Model III 35.827 0.783 0.369 -0.107 0.964
Model I 141.277 0.483 0.869
Model II 19.246 0.747 0.677 0.902
Model III 16.183 0.720 0.602 0.198 0.910
Model I 76.881 0.720 0.977
Model II 12.134 0.875 0.619 0.971
Model III 84.255 0.879 0.528 -1.209 0.985
Model I 65.529 0.700 0.712
Model II 138.783 0.620 -0.250 0.763
Model III 201.844 0.787 -0.019 -0.914 0.771

Region3

Region2

Region1

Region6

Region5

Region4

Region7

Region8
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Table 5.2.5. GLS Regression coefficients for the drainage areas and LPIII flood quantile 
estimates (Cont.) 

 
Regional regression for LP3 at T=10yr

Parameter a b c d R 2

Model I 294.188 0.622 0.982
Model II 50.433 0.791 0.528 0.990
Model III 77.185 0.787 0.462 -0.206 0.991
Model I 597.250 0.567 0.946
Model II 72.813 0.789 0.502 0.973
Model III 150.543 0.755 0.387 -0.268 0.968
Model I 396.151 0.740 0.882
Model II 75.108 0.898 0.415 0.929
Model III 73.933 0.899 0.417 0.010 0.929
Model I 222.117 0.692 0.899
Model II 21.547 0.872 0.785 0.929
Model III 25.522 0.880 0.774 -0.169 0.936
Model I 87.923 0.679 0.944
Model II 35.139 0.779 0.373 0.960
Model III 39.813 0.776 0.365 -0.057 0.960
Model I 249.432 0.409 0.805
Model II 25.015 0.715 0.768 0.859
Model III 19.615 0.684 0.676 0.253 0.883
Model I 102.550 0.712 0.983
Model II 14.355 0.876 0.659 0.977
Model III 103.024 0.881 0.567 -1.232 0.990
Model I 77.120 0.698 0.711
Model II 184.753 0.605 -0.292 0.774
Model III 268.128 0.771 -0.061 -0.908 0.769

Region1

Region2

Region3

Region4

Region5

Region6

Region7

Region8
  

Regional regression for LP3 at T=20yr
Parameter a b c d R 2

Region1 Model I 362.225 0.614 0.979
Model II 49.654 0.804 0.595 0.986
Model III 86.990 0.798 0.508 -0.269 0.988

Region2 Model I 744.503 0.558 0.946
Model II 104.190 0.765 0.470 0.972
Model III 212.958 0.732 0.357 -0.263 0.968

Region3 Model I 482.516 0.745 0.867
Model II 88.017 0.908 0.423 0.918
Model III 87.416 0.909 0.427 -0.006 0.918

Region4 Model I 260.735 0.694 0.896
Model II 23.201 0.881 0.812 0.934
Model III 25.426 0.886 0.807 -0.097 0.938

Region5 Model I 101.687 0.672 0.940
Model II 41.066 0.772 0.367 0.957
Model III 42.425 0.770 0.361 -0.009 0.957

Region6 Model I 414.003 0.341 0.709
Model II 29.747 0.694 0.863 0.797
Model III 21.750 0.661 0.756 0.299 0.846

Region7 Model I 129.909 0.706 0.987
Model II 15.710 0.883 0.709 0.981
Model III 116.037 0.889 0.614 -1.253 0.994

Region8 Model I 88.137 0.696 0.711
Model II 235.569 0.591 -0.328 0.785
Model III 340.265 0.756 -0.099 -0.901 0.764  
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Table 5.2.5. GLS Regression coefficients for the drainage areas and LPIII flood quantile 
estimates (Cont.) 

 
Regional regression for LP3 at T=25yr

Parameter a b c d R 2

Model I 385.335 0.611 0.977
Model II 49.037 0.809 0.618 0.985
Model III 89.581 0.802 0.523 -0.288 0.987
Model I 794.626 0.555 0.946
Model II 116.487 0.758 0.459 0.972
Model III 237.777 0.724 0.347 -0.263 0.967
Model I 511.157 0.747 0.859
Model II 91.988 0.911 0.426 0.912
Model III 91.518 0.913 0.430 -0.010 0.912
Model I 272.681 0.694 0.893
Model II 23.633 0.884 0.820 0.935
Model III 25.307 0.888 0.817 -0.075 0.938
Model I 105.803 0.671 0.940
Model II 42.872 0.770 0.364 0.956
Model III 43.075 0.768 0.360 0.006 0.955
Model I 482.603 0.321 0.670
Model II 31.024 0.689 0.893 0.773
Model III 22.181 0.656 0.783 0.312 0.831
Model I 139.131 0.705 0.988
Model II 16.000 0.886 0.725 0.982
Model III 119.188 0.892 0.631 -1.260 0.994
Model I 91.624 0.695 0.711
Model II 253.144 0.586 -0.339 0.789
Model III 364.903 0.751 -0.110 -0.899 0.761

Region7

Region8

Region1

Region2

Region3

Region4

Region5

Region6

  

Regional regression for LP3 at T=50yr
Parameter a b c d R 2

Region1 Model I 461.583 0.603 0.972
Model II 46.397 0.823 0.689 0.979
Model III 96.152 0.813 0.574 -0.346 0.982

Region2 Model I 959.847 0.546 0.945
Model II 163.181 0.733 0.424 0.970
Model III 333.100 0.699 0.312 -0.263 0.965

Region3 Model I 603.822 0.753 0.826
Model II 103.885 0.922 0.437 0.879
Model III 103.635 0.925 0.442 -0.021 0.879

Region4 Model I 308.622 0.696 0.880
Model II 24.740 0.892 0.844 0.934
Model III 24.768 0.893 0.846 -0.010 0.934

Region5 Model I 117.769 0.666 0.937
Model II 48.243 0.764 0.358 0.952
Model III 44.677 0.763 0.355 0.050 0.952

Region6 Model I 758.207 0.260 0.525
Model II 34.208 0.677 0.988 0.685
Model III 22.836 0.644 0.868 0.349 0.773

Region7 Model I 169.157 0.702 0.989
Model II 16.530 0.896 0.780 0.981
Model III 126.182 0.904 0.685 -1.279 0.993

Region8 Model I 102.412 0.693 0.710
Model II 312.159 0.573 -0.372 0.797
Model III 446.450 0.737 -0.143 -0.891 0.751  
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Table 5.2.5. GLS Regression coefficients for the drainage areas and LPIII flood quantile 
estimates (Cont.) 

 
Regional regression for LP3 at T=100yr

Parameter a b c d R 2

Region1 Model I 545.593 0.594 0.965
Model II 43.115 0.837 0.762 0.971
Model III 100.881 0.825 0.627 -0.400 0.976

Region2 Model I 1140.736 0.537 0.942
Model II 225.895 0.707 0.388 0.966
Model III 462.830 0.674 0.276 -0.264 0.962

Region3 Model I 703.266 0.760 0.771
Model II 115.414 0.934 0.447 0.823
Model III 115.061 0.937 0.455 -0.031 0.822

Region4 Model I 343.147 0.699 0.857
Model II 25.572 0.900 0.866 0.923
Model III 24.071 0.899 0.872 0.051 0.923

Region5 Model I 128.672 0.662 0.933
Model II 53.337 0.759 0.352 0.948
Model III 45.829 0.759 0.350 0.091 0.948

Region6 Model I 1154.568 0.202 0.358
Model II 36.271 0.671 1.082 0.588
Model III 22.666 0.639 0.955 0.381 0.703

Region7 Model I 201.377 0.700 0.983
Model II 16.612 0.909 0.838 0.973
Model III 129.619 0.918 0.741 -1.296 0.984

Region8 Model I 113.236 0.690 0.707
Model II 378.588 0.560 -0.403 0.804
Model III 536.122 0.723 -0.175 -0.883 0.739   

Regional regression for LP3 at T=200yr
Parameter a b c d R 2

Region1 Model I 638.605 0.585 0.954
Model II 39.569 0.851 0.835 0.959
Model III 104.145 0.837 0.681 -0.452 0.966

Region2 Model I 1338.893 0.528 0.937
Model II 309.724 0.682 0.352 0.959
Model III 637.815 0.648 0.239 -0.267 0.956

Region3 Model I 810.942 0.766 0.690
Model II 126.844 0.945 0.458 0.737
Model III 126.029 0.950 0.468 -0.038 0.736

Region4 Model I 376.568 0.701 0.818
Model II 26.199 0.908 0.886 0.899
Model III 23.286 0.903 0.896 0.110 0.899

Region5 Model I 138.683 0.659 0.930
Model II 58.230 0.755 0.345 0.944
Model III 46.684 0.755 0.344 0.131 0.944

Region6 Model I 1713.317 0.148 0.199
Model II 37.354 0.668 1.175 0.498
Model III 21.930 0.639 1.042 0.409 0.629

Region7 Model I 235.898 0.699 0.968
Model II 16.371 0.922 0.896 0.957
Model III 130.285 0.933 0.798 -1.312 0.966

Region8 Model I 124.222 0.686 0.701
Model II 453.553 0.547 -0.432 0.808
Model III 634.820 0.710 -0.205 -0.874 0.724  
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Region 3 (LP3, T=10yr)
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Region 4 (LP3, T=10yr)
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Region 5 (LP3, T=10yr)
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Region 6 (LP3, T=10yr)
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Region 7 (LP3, T=10yr)
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Region 8 (LP3, T=10yr)
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Figure 5.2.3(a). GLS regional regression for LPIII (T = 10 years) 
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Region 1 (LP3, T=100yr)
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Region 3 (LP3, T=100yr)
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Region 4 (LP3, T=100yr)
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Region 5 (LP3, T=100yr)
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Region 6 (LP3, T=100yr)
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Region 7 (LP3, T=100yr)
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Region 8 (LP3, T=100yr)
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Figure 5.2.3(b). GLS regional regression for LPIII (T = 100 years) 
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   From Table 5.2.3 to Table 5.2.5, we can see that for most of cases, adding W% 

increases the accuracy of regression; however, it does not yield a significantly better prediction 

result. Therefore it is easier to only take drainage area and slope into consideration. Also, 

including only area and slope is better since the more detailed attributes of most ungaged sites 

are unavailable. Drainage area and stream slope are the basic information which are easily 

available.  

    Ideally, the slope should be proportional to the quantile floods. But, region 8 has the 

opposite behavior with negative coefficients for the slope term. To avoid this unreasonable 

situation, only drainage area is considered for region 8. As for other regions, the factors 

contributing to the best fit in region 1, 4, 6 and 7 are area (A), slope (S) and percentage wet area 

(%W); factors in region 2 and region 3 are area and slope. Region 5 could have area and slope or 

area, slope and percent wet area.  

Additionally, the regional regression is performed for regions 1 and 5 by using the data 

used by Srinivas and Rao (2003). The results for region 2, 3, 4, and 6 are kept because both 

Srinivas and Rao (2003, Figure 3.1.1) and Knipe and Rao (2004, Figure 3.1.2) have the same 

definition for these four regions. Merging region 1 and region 7 in Figure 3.1.2, results in region 

1 in Figure 3.1.1, and merging region 5 and region 8 in Figure 3.1.2 yields region 5 in Figure 

3.1.1. The coefficients of generalized least square regression for the mean annual peak flow and 

log-mean peak flow for these six regions are shown in Table 5.2.6 (a) and Table 5.2.6(b), 

respectively. The GLS regression is also performed for PTIII, GEV, and LPIII distributions for 

region 1 and 5 in Figure 3.1.1 and the results are listed in Table 5.2.7, Table 5.2.8 and Table 

5.2.9, respectively.  
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Taking region 5 (Figure 3.1.1) for example, the R2 values in Table 5.2.7 to Table 5.2.8 

compared to the R2 values in Table 5.2.3 to Table 5.2.5, the R2 is lower than the R2 in region 5 

(Figure 3.1.2) but higher than region 8 (Figure 3.1.2). For instance, in Table 5.2.7 for PTIII 

distribution with 100-year recurrence interval, the R2 value is 0.856, which is between 0.707 

(Table 5.2.3 for PTIII, 100-year in Region 8) and 0.954 (Table 5.2.3 for PTIII, 100-year in 

Region 5).  For Region 1, it is better to keep using the equation derived from Knipe and Rao 

(2004) since it yields a better fit than that obtained by considering the merged area. Further 

analysis of data from region 8 did not yield better results than the equation derived from the 

merged area. The reason is that several validated stations in region 8 have poor correlation 

between flood magnitudes and drainage areas. Consequently, it is not possible to derive a 

reasonable regression among these variables. This leads to the high prediction error in region 8. 

As for region 1 and region 7, in Table 5.2.7 for PTIII distribution with 100-year recurrence 

interval, the R2 value is 0.982, which is lower than both 0.990 (Table 5.2.3 for PTIII, 100-year in 

Region 1) and 0.991 (Table 5.2.3 for PTIII, 100-year in Region 7). Therefore, for region 1 it is 

also better to use the equation derived from Knipe and Rao (2004), which contains eight regions.  

5.3. Combination of GLS regional regression and L-moment method. 

To use the regional L-moment method, the first moment (the mean annual peak flow) is 

the statistic of interest. However, this is usually not available for an ungauged location.  In such 

situations, GLS regression is one approach to obtain the quantile floods for various recurrence 

intervals. However, the hydrological or geographical information may be combined with the L-

moment method simply by developing equations for the mean (or logarithm of mean annual) 

flows with the GLS method. At each site, the mean and the mean of logarithms are calculated 
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from the data. The mean of the logarithms of the annual maximum flows are calculated because 

it is needed in LPIII. 

 
Table 5.2.6. GLS regression coefficients of mean and logmean annual peak flow for Region 

1 and Region 5 derived by Srinivas and Rao (2003). 
 

      (a) Mean peak flow 

 Parameter a b c d R 2

Model I 89.4602 0.6951  0.983
Model II 9.5021 0.8995 0.7122 0.991
Model III 40.9509 0.8911 0.5377 -0.7661 0.995
Model I 49.2186 0.7021 0.823
Model II 44.3388 0.7132 0.0387 0.818
Model III 130.5746 0.7560 0.0413 -0.7623 0.882

Region1 + 
Region7

Region5 + 
Region8

 

      (b) Log-mean peak flow 

 Parameter a b c d R 2

Model I 4.5137 0.0985 0.918
Model II 3.5134 0.1191 0.0883 0.924
Model III 4.1319 0.1189 0.0729 -0.0942 0.931
Model I 4.4142 0.0989 0.844
Model II 3.9897 0.1098 0.0340 0.841
Model III 4.5339 0.1158 0.0447 -0.0975 0.920

Region1 + 
Region7

Region5 + 
Region8

 
 

The GLS regression equation is constructed by using the drainage area, slope and wet 

area percentage. Three models are constructed. Model I is based only on the area, which is 

Qmean=aAb, where Qmean is the estimated mean flow, A is drainage area, and a, b are GLS 

regression coefficients. Similarly, Model II considers area and slope, which is Qmean=aAbSc, and 

Model III considers area, slope and wet area percentage, which is Qmean=aAbSc(1+W%)d .  The 

coefficients for each region and each model are listed in Table 5.3.1.  For the logarithms of peak 

flows, the results are listed in Table 5.3.1. For the logarithms of peak flows, the unit for drainage 

area is square miles, slope is percentage, wet area is percentage and if the regressed value is Q, 

then the quantile flow is exp(Q) which is in unit of cubic feet per second (cfs).  
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Table 5.2.7. GLS Regression coefficients of PTIII flood quantile estimates for merged area. 
 

PT3 GLS regional regression for (Region 1 + Region 7)
T (years) Parameter a b c d R 2

Model I 77.039 0.699 0.983
Model II 9.567 0.889 0.663 0.989
Model III 39.963 0.880 0.490 -0.744 0.992
Model I 125.150 0.689 0.982
Model II 14.441 0.886 0.686 0.989
Model III 65.052 0.877 0.505 -0.784 0.994
Model I 158.127 0.686 0.979
Model II 17.127 0.889 0.707 0.987
Model III 79.761 0.879 0.521 -0.802 0.993
Model I 189.808 0.684 0.974
Model II 19.471 0.891 0.725 0.984
Model III 92.791 0.882 0.537 -0.815 0.991
Model I 199.830 0.684 0.972
Model II 20.179 0.892 0.730 0.983
Model III 96.739 0.882 0.541 -0.818 0.990
Model I 230.586 0.682 0.967
Model II 22.275 0.895 0.744 0.978
Model III 108.428 0.885 0.554 -0.828 0.986
Model I 260.939 0.681 0.961
Model II 24.253 0.897 0.757 0.973
Model III 119.424 0.888 0.566 -0.835 0.982
Model I 291.035 0.680 0.954
Model II 26.144 0.899 0.768 0.968
Model III 129.886 0.890 0.577 -0.841 0.977
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PT3 GLS regional regression for (Region 5 + Region 8)
T (years) Parameter a b c d R 2

Model I 45.243 0.707 0.817
Model II 39.260 0.723 0.052 0.810
Model III 117.116 0.765 0.053 -0.767 0.880
Model I 65.254 0.700 0.813
Model II 65.315 0.699 0.001 0.813
Model III 187.308 0.743 0.008 -0.753 0.879
Model I 78.017 0.696 0.810
Model II 83.033 0.689 -0.022 0.813
Model III 232.255 0.734 -0.008 -0.747 0.876
Model I 89.698 0.693 0.807
Model II 100.009 0.681 -0.038 0.812
Model III 273.589 0.727 -0.019 -0.742 0.872
Model I 93.287 0.692 0.805
Model II 105.372 0.678 -0.043 0.812
Model III 286.342 0.726 -0.022 -0.741 0.870
Model I 104.015 0.690 0.800
Model II 121.813 0.672 -0.056 0.809
Model III 324.647 0.721 -0.031 -0.736 0.864
Model I 114.215 0.688 0.795
Model II 138.017 0.667 -0.067 0.804
Model III 361.380 0.717 -0.038 -0.731 0.856
Model I 123.992 0.687 0.788
Model II 154.068 0.663 -0.076 0.799
Model III 396.924 0.714 -0.045 -0.726 0.849
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Table 5.2.8. GLS Regression coefficients of GEV flood quantile estimates for merged area. 
 

GEV GLS regional regression for (Region 1 + Region 7)
T (years) Parameter a b c d R 2

Model I 72.863 0.704 0.980
Model II 10.240 0.882 0.623 0.986
Model III 41.071 0.874 0.455 -0.723 0.988
Model I 117.387 0.693 0.982
Model II 15.517 0.877 0.643 0.987
Model III 67.285 0.868 0.466 -0.765 0.991
Model I 149.787 0.689 0.981
Model II 18.356 0.880 0.667 0.988
Model III 82.611 0.871 0.486 -0.785 0.993
Model I 183.474 0.686 0.978
Model II 20.558 0.885 0.696 0.987
Model III 95.386 0.876 0.511 -0.802 0.993
Model I 194.749 0.685 0.977
Model II 21.149 0.887 0.706 0.986
Model III 99.012 0.878 0.521 -0.807 0.992
Model I 231.436 0.683 0.969
Model II 22.647 0.895 0.740 0.980
Model III 108.840 0.885 0.552 -0.822 0.987
Model I 271.042 0.681 0.955
Model II 23.670 0.903 0.777 0.968
Model III 116.572 0.894 0.587 -0.837 0.977
Model I 314.032 0.680 0.933
Model II 24.260 0.913 0.816 0.950
Model III 122.302 0.904 0.625 -0.852 0.960
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GEV GLS regional regression for (Region 5 + Region 8)
T (years) Parameter a b c d R 2

Model I 44.189 0.711 0.817
Model II 37.975 0.727 0.056 0.810
Model III 112.978 0.769 0.056 -0.763 0.880
Model I 63.126 0.704 0.811
Model II 62.460 0.705 0.005 0.811
Model III 179.037 0.748 0.011 -0.749 0.880
Model I 75.581 0.700 0.810
Model II 79.713 0.694 -0.018 0.813
Model III 222.955 0.739 -0.006 -0.744 0.878
Model I 87.595 0.697 0.808
Model II 97.253 0.685 -0.037 0.813
Model III 266.073 0.731 -0.020 -0.739 0.874
Model I 91.430 0.695 0.806
Model II 103.052 0.682 -0.042 0.812
Model III 280.066 0.729 -0.023 -0.737 0.872
Model I 103.347 0.692 0.799
Model II 121.725 0.674 -0.058 0.808
Model III 324.438 0.721 -0.035 -0.732 0.861
Model I 115.359 0.688 0.787
Model II 141.619 0.665 -0.072 0.798
Model III 370.810 0.714 -0.047 -0.726 0.845
Model I 127.550 0.684 0.770
Model II 162.989 0.657 -0.086 0.782
Model III 419.860 0.706 -0.059 -0.720 0.822
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Table 5.2.9. GLS Regression coefficients of LPIII flood quantile estimates for merged area.  
 

LP3 GLS regional regression for (Region 1 + Region 7)
T (years) Parameter a b c d R 2

Model I 75.280 0.702 0.983
Model II 8.581 0.900 0.690 0.990
Model III 37.428 0.891 0.512 -0.769 0.993
Model I 123.321 0.688 0.981
Model II 13.966 0.887 0.692 0.988
Model III 66.194 0.878 0.505 -0.814 0.993
Model I 160.587 0.680 0.978
Model II 16.544 0.887 0.722 0.987
Model III 82.744 0.877 0.529 -0.842 0.993
Model I 200.511 0.672 0.972
Model II 18.207 0.891 0.763 0.982
Model III 95.758 0.881 0.564 -0.870 0.990
Model I 214.075 0.670 0.968
Model II 18.584 0.892 0.777 0.980
Model III 99.294 0.883 0.577 -0.879 0.988
Model I 258.755 0.663 0.955
Model II 19.340 0.899 0.825 0.969
Model III 108.432 0.889 0.620 -0.906 0.979
Model I 307.767 0.656 0.933
Model II 19.582 0.906 0.877 0.950
Model III 115.116 0.897 0.667 -0.933 0.963
Model I 361.705 0.649 0.901
Model II 19.433 0.915 0.931 0.922
Model III 119.741 0.905 0.717 -0.961 0.937
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LP3 GLS regional regression for (Region 5 + Region 8)
T (years) Parameter a b c d R 2

Model I 46.618 0.706 0.823
Model II 39.250 0.724 0.063 0.815
Model III 110.705 0.764 0.063 -0.726 0.886
Model I 66.826 0.699 0.815
Model II 66.022 0.700 0.005 0.815
Model III 177.884 0.741 0.012 -0.708 0.885
Model I 79.279 0.695 0.815
Model II 83.580 0.689 -0.018 0.818
Model III 218.152 0.731 -0.005 -0.696 0.885
Model I 90.592 0.692 0.815
Model II 100.006 0.681 -0.034 0.820
Model III 253.678 0.724 -0.017 -0.686 0.884
Model I 94.065 0.691 0.815
Model II 105.134 0.679 -0.039 0.820
Model III 264.400 0.722 -0.021 -0.682 0.882
Model I 104.475 0.689 0.812
Model II 120.747 0.673 -0.051 0.819
Model III 296.133 0.717 -0.029 -0.672 0.876
Model I 114.441 0.686 0.806
Model II 136.061 0.667 -0.060 0.814
Model III 326.092 0.712 -0.037 -0.661 0.866
Model I 124.093 0.684 0.797
Model II 151.280 0.662 -0.069 0.806
Model III 354.926 0.707 -0.045 -0.650 0.853
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The 95% confidence interval are calculated for all the measurements in each region. The 

results for annual peak flow is shown in Figure 5.3.1. There are four series of data plotted: 

observed mean annual peak flow, GLS-regressed mean annual peak flow, 95% confidence 

interval upper limit and 95% confidence limits. Simple linear fitting is applied for each of them 

in order to show the trend of each data set. The observed and estimated means are very close to 

each other. Except for Region 4 and Region 6, the two trend lines in the other six regions are 

almost overlapping. Figure 5.3.2 shows the histograms of the distribution of the drainage area. In 

Regions 4 and 6 most of the drainage areas are greater than 100 square miles and there are few 

small drainage areas with high variability flow than in the other regions.  

Table 5.3.1. GLS regional regression for mean annual peak flows. 

Parameter a b c d R 2

Model I 173.4825 0.6309 0.9881
Model II 37.3649 0.7779 0.4602 0.9951
Model III 42.5792 0.7763 0.4406 -0.0627 0.9953
Model I 299.5047 0.5894 0.961
Model II 32.1958 0.8256 0.5314 0.9846
Model III 81.8451 0.7822 0.3841 -0.3468 0.9793
Model I 226.0649 0.7443 0.8972
Model II 41.8274 0.9055 0.4197 0.9335
Model III 40.0037 0.9065 0.4231 0.0339 0.9333
Model I 145.918 0.6712 0.9091
Model II 21.6708 0.8161 0.6508 0.937
Model III 34.0161 0.8328 0.6172 -0.4202 0.9524
Model I 50.2466 0.7005 0.9556
Model II 19.3921 0.8038 0.3927 0.9709
Model III 25.7894 0.7971 0.3779 -0.1358 0.971
Model I 94.6589 0.5154 0.9026
Model II 12.9361 0.7811 0.6608 0.9352
Model III 11.5316 0.7621 0.6054 0.1367 0.9378
Model I 53.8668 0.7342 0.9845
Model II 8.2252 0.8914 0.6306 0.9765
Model III 52.7069 0.896 0.539 -1.1561 0.9892
Model I 49.8341 0.6986 0.7204
Model II 96.4878 0.6277 -0.2204 0.7637
Model III 143.2239 0.8076 0.0277 -0.9783 0.7449

Region 1

Region 2

Region 3

Region 4

Region 5

Region 6

Region 7

Region 8
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Table 5.3.2. GLS regional regression for mean of logarithms of annual peak flows. 

Parameter a b c d R 2

Model I 5.3345 0.0779  0.9645
Model II 5.0811 0.0824 0.0152  0.9639
Model III 4.7038 0.0857 0.033 0.0223 0.9645
Model I 5.7749 0.0728  0.894
Model II 4.6272 0.0944 0.0557  0.9063
Model III 5.896 0.0811 0.0178 -0.0796 0.9101
Model I 5.2372 0.1085  0.9546
Model II 3.6401 0.1458 0.087  0.9694
Model III 3.5076 0.1467 0.0896 0.0287 0.9703
Model I 5.2189 0.0874  0.9264
Model II 4.1978 0.1041 0.073  0.9517
Model III 4.5072 0.1075 0.0679 -0.0693 0.9583
Model I 4.7561 0.0868  0.9472
Model II 3.7632 0.1137 0.079  0.9603
Model III 3.9458 0.1149 0.08 -0.0316 0.9677
Model I 4.8775 0.0708  0.881
Model II 3.4816 0.1175 0.0924  0.9253
Model III 3.4933 0.1174 0.0899 -0.0017 0.9242
Model I 3.6987 0.1276  0.9461
Model II 2.9408 0.1448 0.0874  0.9532
Model III 3.9225 0.1416 0.0891 -0.1828 0.979
Model I 4.0622 0.1119  0.7936
Model II 4.2363 0.1072 -0.013  0.795
Model III 4.6362 0.1228 0.0269 -0.1297 0.9148

Region 1

Region 2

Region 3

Region 4

Region 5

Region 6

Region 7

Region 8

 

 

   In all regression methods high variations in small drainage areas is not reflected. Also, 

the 95% confidence intervals are added to the logarithms of mean annual peak flow and these are 

shown in Figure 5.3.3. Regions 3, 5, 7 and 8 have perfect match and Regions 1, 2, 4 and 6 are not 

as close.  

   By the using the GLS regression, we can obtain the mean (or logmean) for the location 

of interest. Furthermore, we need to use the information of regional normalized quantile Tx̂ , 

which is presetned in Chapter 4. It is based on regional L-moment method and ends up with a 

parameter Tx̂ for a specific recurrence interval T years. Once the first L-moment kλ (mean) at site 
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k is available, it is multiplied by Tx̂ . In other words, the estimated T-year quantile flood is k
Tx̂  (= 

Tk x̂⋅λ in unit cfs). For LPIII distribution, the first L-moment should be replaced by the mean of 

the logarithms of the flows 'kλ , and the estimated T-year quantile flood is k
Tx̂  ( 

^

7110 xλ= )   in unit 

cfs). 
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Figure 5.3.2. Histographs of drainage areas for each region. 
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VI. Comparative Analysis 

    There are three methods by which the equations derived in this study can be used. In 

the first method, the normalized regional quantiles can be used with the observed mean value of 

annual maximum flows at a site to compute the flood frequencies at specific recurrence intervals. 

In the second method, the mean values are estimated by using hydrological characteristics at a 

site, such as the watershed area and stream slope and these mean values are used with the 

normalized regional quantiles to estimate the flood magnitudes. In the third method, the 

equations for quantiles derived by the GLS method are used directly to obtain flood magnitudes. 

   The accuracies of these methods differ. The first method should give the smallest error 

because only the normalized quantiles are used with the observed means of annual maximum 

flows. In the second method, the mean peak flows are estimated by using the regression 

relationships along with the normalized regional quantiles. The third method is based entirely on 

regression relationships. The errors associated with the second and third methods may depend on 

the regions to which the equations apply. 

   Before these procedures, especially the second and third methods, are recommended for 

use the errors associated with their use must be quantified. This is achieved by using split sample 

tests. The data from each region is divided into two parts, each containing 75% and 25% of the 

data. The 25% of the data is selected to reflect the distribution of the watershed areas so that the 

test involves a range of areas. The 75% of the data is used to estimate the parameters of the 

equations used for that method. The data in 25% of the sample are used to estimate the floods 

and these are compared to the observed quantiles. This analysis would enable us to estimate the 

errors. The procedures used in the three methods are schematically shown in Figure 6.1.1. 
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Figure 6.1.1. Flowchart of three comparison methods. 

 

6.1. Split sample test for first method 

The mean annual peak flow in this method is calculated from 25% of the data. The 

observed mean annual peak flow computed from observed data is multiplied by the normalized 

regional quantiles and compared to at-site quantiles of observed data. The measure to evaluate 

the error is the variance calculated by Eqn.3.2.4. The total number of stations in each region are 
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21, 30, 24, 72, 18, 12, 22 and 25; hence, 25% of the observations are 5, 8, 6, 18, 5, 3, 6 and 6, 

respectively, and they are selected based on their drainage areas. This analysis is valid only in 

homogeneous or possibly homogeneous regions. The data from region 6, which is 

heterogeneous, is included only for the sake of completion.  

The validated results are plotted in Figure 6.1.2 and the variances are shown in Figure 

6.1.3. The recurrence intervals of 50, 100 and 200 years are shown as examples. The x-axis has 

the at-site quantile estimates and y-axis is quantile estimates calculated from the regional L-

moment method. These results show that Gamma distribution mostly overestimates the floods 

while LPIII distribution underestimates them. PTIII, LNIII and GEV produce consistent and 

better estimates. Also, results from Figure 6.1.3 indicate that Gamma and LPIII distribution are 

not good candidates for regional flood estimation. Results from PTIII are better than the others 

and hence PTIII is the best distribution according to this test. The optimal probability 

distributions for regional flood estimates from this test are summarized in Table 6.1.1. It is a two 

step selection. The results show that PTIII is the favored distribution to Regions 3, 4, 5 and 7, 

LP3 is preferred for Regions 1 and 8, and GEV is good for Regions 2 and 6.  PTIII is acceptable 

for regions 1, 2, 6 and 8 as the second best distribution. 

All these homogeneous or possible homogeneous regions (1, 2, 3, 4, 5, 7, and 8) have 

estimates close to 45 degree lines; the estimates in region 6, which is the heterogeneous region, is 

further away the 45 degree line. It indicates that flood estimates from a heterogeneous region are 

not accurate. Hence, once a region fails homogeneity tests, stable regional estimation is not 

possible. 
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As the recurrence interval increases, the estimates deviate more from the 45-degree line, 

especially for 200 year floods. This behavior is caused by extrapolation errors. Also, we find that 

the prediction result is less stable for low flows which are mostly from small drainage areas. The 

hydrological responses from small watersheds are easily affected by local events. Higher value 

of streamflow corresponds to larger drainage areas which follow the regional properties well and 

are less influenced by local events. Similar conclusion is seen in Method 2 and Method 3.  

 

Table 6.1.1. Optimal probability distributions for regional flood estimates. 

Region No. Candidate Probability Distributions Optimal Distributions for Regional Estimates
1 PT3, GM2, LN3, GEV, LP3 LP3, PT3, LN3
2 GEV, LN3, PT3, GM2, GLO GEV, PT3, LN3
3 GEV, LN3, LP3, GLO, PT3 PT3, LN3, GEV
4 GEV, LN3, LP3, PT3, GM2 PT3, LN3, GEV
5 GEV, LN3, LP3, PT3, GM2 PT3, LN3, GEV
6 LN3, PT3, GM2, GLO, GEV GEV, PT3, LN3
7 PT3, GM2, LN3, GEV, LP3 PT3, LN3, GEV
8 LP3, GLO, GEV, LN3, PT3 LP3, PT3, LN3  

Note: 1). Candidate probability distributions are determined from the mean-square-error of L-

moment ratio diagram of the 75% of data, and the order is beginning with the one having the minimum 

MSE. 2). Optimal distributions for regional estimates are obtained from the variances of L-moment 

regional estimates from the 25% of data. 
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Figure 6.1.2(a) Results of at-site and regional quantile floods from method 1 (T = 50 year). 
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Figure 6.1.2(b) Results of at-site and regional quantile floods from method 1 (T = 100 year). 
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Figure 6.1.2(c) Results of at-site and regional quantile floods from method 1 (T = 200 year). 
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Figure 6.1.3. Variance of the difference between at-site and regional estimates 

from method 1. 
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6.2. Split sample test for the second method 

The second comparative method is the combination of GLS and L-moment methods. The 

concepts of regional index flood and GLS regional regression are used to test the prediction 

accuracy. The normalized regional flood quantile is established from the 75% data. The GLS 

regional regression is used to estimate the mean annual peakflows from the 75% data. 

The at-site and regional flood quantile estimations are calculated by Method 2 by using 

25% of data. Results from Figure 6.2.1(a), Region 3 and Region 5 have best accuracy for PTIII 

distribution. The best estimates for region 1 are from GEV distribution (Figure 6.2.1(b)) and 

LPIII distribution gives the best estimates for region 3 (Figure 6.2.1(c)). Results from region 6, 7 

and 8 are not good; Region 6 and 7 have poor results for small drainage areas. The results in 

Table 6.2.1 explain these poor results because of the small correlation coefficient between 

hydrological attributes and qunatile floods. The correlation between drainage area and quantile 

flood in Region 8 is the poorest one, reflecting the poor results for region 8.      

6.3. Split sample test for the third method 

To examine the accuracy flood estimated from GLS regional regression, the estimated 

parameters are directly applied with the hydrological attributes. 75% of data is used to calculate 

the GLS regional regression in order to obtain the coefficients and exponents (for example, a’, 

b’, c’, d’ from equation QT = a’Ab’Sc’(1+W%)d’ ), are used to estimate floods from the 25% of 

data. 
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Figure 6.2.1(a). At-site quantile floods and the quantile floods obtained by Method 2 for 

25% of the data (PTIII). 
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Figure 6.2.1(b). At-site quantile floods and the quantile floods obtained by Method 2 for 

25% of the data (GEV). 
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Figure 6.2.1(c). At-site quantile floods and the quantile floods obtained by Method 2 for 

25% of the data (LPIII). 
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The validation results are shown in Figure 6.3.1(a), 6.3.1(b) and 6.3.1(c) for PTIII, GEV, 

and LPIII distributions, respectively. The y-axis is the value calculated from using the drainage 

area, slope and percentage wet area of 25% of the data with the GLS regression equation which 

is built from the 75% data; the x-axis is the at-site quantile flood estimates for these 25% data. 

Flood estimates for eight recurrence intervals at each site are plotted in the same figure. If they 

are approaching 45-degree line, it indicates a better capability to predict. Most cases in Figure 

6.3.1(a) shows that GLS regression and PTIII quantile floods are in good agreement, except for 

some outlier points in Region 6, 7 and 8. Similarly, the same situation occurs to the fitting of 

GEV floods in Figure 6.3.1(b). For LPIII floods (in Figure 6.3.1(c)), besides the outlier in 

Region 6, 7 and 8, there are more errors in Region 2 than PTIII and GEV.  

In summary, Figure 6.3.1 shows the average errors of at-site and regional quantile floods 

to the third test case (simply considering the GLS regression), and Figure 6.2.1 is to the second 

test case (combination of regional index flood and GLS regression). The third method does not 

indicate too many differences among PTIII, GEV and LPIII probability distributions because the 

result of GLS regression is dominated by the correlation between hydrologic attributes and 

quantile floods. The second case shows PTIII and GEV having similar response, but LP3 yields 

worst result. The reason is the same as we have described in Chapter 3 that LPIII is not a good 

candidate for regional L-moment method of flood estimation. Except for Region 6, the results 

from either GLS regression or combination method are quite reliable and follow the trend well. 

Region 7 may have more estimation errors for small drainage areas (less than 1000 square miles) 

and Region 8 has more error for the drainage areas in the range of 500~5000 square miles.  
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Figure 6.3.1(a). At-site quantile floods and the quantile floods obtained by Method 3 for 

25% of the data (PTIII). 
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Figure 6.3.1(b). At-site quantile floods and the quantile floods obtained by Method 3 for 

25% of the data (GEV). 
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Region 1 (LP3)
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Figure 6.3.1(c). At-site quantile floods and the quantile floods obtained by Method 3 for 

25% of the data (LPIII). 
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6.4. Comparison of the three approaches 

To quantify the errors, the estimation errors between at-site quantile estimates and L-

moment estimates are calculated for the quantile floods. The percentage error for Region j for the 

L-moment method is calculated by equation (6.4.1). 

∑
=

⋅
−

=
N

i
TD

AS

TD
M

TD
AS

TD iDAR
ix

ixix
e

1
,

,
1

,

, )(
)(

|)()(|
(%)                                         (6.4.1) 

Where eD,T is the average error percentage for Region j with probability distribution D (PTIII, 

GEV or LPIII), and recurrence interval T (2, 5, 10, 20, 25, 50, 100 and 200 years). i=1,…,N. N is 

the number of stations in Region j. )(, ix TD
AS  is the quantile flood of distribution D and return 

period T at site i (AS) )(,
1 ix TD

M  is the quantile flood obtained by method 1 (M1, L-moment 

method) of distribution D and return period T at site i. DAR(i) is the drainage area ratio, which is 

ratio of the area at site i divided by the sum of drainage areas in the sample.  

A similar expression for calculating error percentage is applied to Method 2 (M2) and 

Method 3 (M3), with the change that )(,
1 ix TD

M  is replaced by )(,
2 ix TD

M  and )(,
3 ix TD

M , respectively. The 

average is calculated by weighting by the drainage area instead of simply by the arithmetical 

average, because it is not reasonable to give same weightings for data from small and large 

drainage areas and flood magnitudes. The percent errors from small drainage areas are always 

larger and lead to misinterpretation. 

The error percentages are calculated for the 75% of data, which is used for establishing 

the model parameters, and 25% of data, which is used for validation. The results of the 75% of 

data for Region 1~ 4 are listed in Table 6.3.1 and of Region 5~8 are listed in Table 6.3.2. Dark 
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shaded box indicates the minimum prediction error in that region. As expected, most of the 

regions have a more accurate prediction by the L-moment method than GLS and combination 

method. PTIII has flood better estimates than GEV and LPIII, but PTIII and GEV are close to 

each other. If we only look at the shaded boxes, except region 6, all the regions have less than 

10% average errors. The poor result in region 6 is expected, because it is a heterogeneous region. 

The error percentage of L-moment method for GEV in most regions is around 15%, and for 

LPIII distribution is around 20% for most regions. The error percentage of L-moment method for 

LPIII in region 3 and region 7 is even as high as 30% and 42%, so that LPIII is not preferred for 

these regions.  

As for the GLS regional regression, PTIII distribution is still the preferred distribution 

and GEV is quite close to it. However, deriving mean flow magnitudes from geographical 

attributes produce more error than the L-moment method. The best results we see in Table 6.3.1 

and Table 6.3.2 are from region 1, 4, 5, and 7, which have error percentage around 10~20%. 

Region 2 has error as high as 45%, region 3 and region 6 have error around 30% and region 8 

has error about 40%. Basically, Table 6.3.1 and Table 6.3.2 give us an idea of residual standard 

deviation.  

The results for 25% of data, which is used for validation, for Region 1~ 4 are listed in 

Table 6.4.3 and of Region 5~8 are listed in Table 6.4.4. Dark shaded box indicates the minimum 

prediction error for that region. Most of the regions show more accurate prediction by L-moment 

method than GLS and combination method. The other comparison of distribution, PTIII has 

better estimates than GEV and LPIII. If we only look at the shaded boxes, except region 6, all the 

regions have less than 10% average errors, which is very good prediction for hydrological 

analysis. The error percentage of L-moment for GEV in most regions is around 10~20%, and for  
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Table 6.3.1. Estimation errors of 75% split samples obtained from three comparative 
methods for PTIII, GEV and LPIII distributions (Region 1~4). 

 

 Region T (yrs) PT3 LP3 GEV PT3 LP3 GEV PT3 LP3 GEV
2 1.23 1.8 31.52 11.4 20.31 23.94 8.09 8.33 7.01
5 1.58 9.4 22.07 11.29 13.85 13.42 12.39 13.06 9.66
10 1.74 15.1 18.25 11.4 26.33 9.24 14.54 17.19 12.46
20 2 19.8 15.5 11.54 34.77 6.95 16.14 21.33 14.86
25 2.22 21.1 14.76 11.59 36.96 6.82 16.46 22.66 15.68
50 2.83 25.2 12.77 11.73 42.63 6.28 17.56 26.85 18

100 3.37 28.9 11.15 11.87 47.07 5.6 18.39 30.97 20.19
200 3.85 32.3 9.8 12.01 50.66 5.12 19.04 35.06 22.49

Average 2.35 19.2 16.98 11.60 34.07 9.67 15.33 21.93 15.04
Stdev 0.92 10.2 7.06 0.25 13.01 6.35 3.62 8.99 5.23

2 2.02 2.0 35.38 43.58 59.52 9.74 41.79 38.61 38.67
5 1.24 9.5 23.14 45.81 15.37 15.31 45.59 41.77 42.29
10 2.24 15.9 17.89 47.27 9.18 21.79 47.49 45.2 44.5
20 3.14 21.8 13.98 48.5 19.68 27.23 48.76 49.01 46.64
25 3.49 23.7 12.92 48.86 22.74 28.76 49.13 50.38 47.41
50 4.45 29.4 9.97 49.88 30.62 33.09 50.09 54.61 49.55

100 5.29 35.0 7.49 50.78 36.79 37.01 50.81 59.14 51.96
200 6.03 40.6 5.37 51.59 41.75 40.66 51.47 63.92 54.47

Average 3.49 22.2 15.77 48.28 29.46 26.70 48.14 50.33 46.94
Stdev 1.67 12.9 9.75 2.66 16.30 10.61 3.18 8.61 5.14

2 6.82 5.4 45.18 27.64 30.94 49.06 27.73 27.16 41.39
5 1.87 13.1 25.97 22.5 26.5 30.74 21.9 23.41 29.84
10 5.08 23.1 18.24 19.99 33.22 26.63 20.71 20.62 24.46
20 8.33 33.2 14.06 18.2 44.27 23.26 23.85 21.93 19.93
25 9.29 36.5 13 17.7 47.12 22.34 25.13 23.81 19.5
50 11.95 47.6 14.52 18.12 54.45 19.51 28.8 32.42 25.92

100 14.23 60.0 18.08 19.92 60.07 19.08 31.96 41.84 33.49
200 16.22 73.1 22.16 21.53 64.48 23.32 34.79 52.01 42.52

Average 9.22 36.5 21.40 20.70 45.13 26.74 26.86 30.40 29.63
Stdev 4.77 23.1 10.55 3.28 14.04 9.77 4.90 11.16 8.92

2 4.36 3.4 31.64 25.27 35.01 27.67 30.05 31.34 42.25
5 1.77 8.9 19.21 23.71 16.21 17.09 22.29 25.86 28.56
10 3.45 14.5 14.15 22.71 25.4 14.13 18.45 22.37 23.11
20 5.48 20.0 11.21 22.32 34.84 13.77 15.66 19.22 18.59
25 6.07 21.9 10.56 22.44 37.4 13.76 14.98 18.35 17.26
50 7.68 27.5 9.76 22.78 43.94 14.27 13.42 16.58 13.86

100 9.07 32.9 9.72 23.08 48.94 15.61 12.8 15.8 12.2
200 10.31 38.1 11.19 23.75 52.91 17.16 12.48 16.48 12.51

Average 6.02 20.9 14.68 23.26 36.83 16.68 17.52 20.75 21.04
Stdev 2.88 11.8 7.54 0.97 12.07 4.65 6.04 5.47 10.24

Method 1 Method 3Method Method 2

1

2

3

4
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Table 6.4.2. Estimation errors of 75% split samples obtained from three comparative 
methods for PTIII, GEV and LPIII distributions (Region 5~8). 

 

Region T (yrs) PT3 LP3 GEV PT3 LP3 GEV PT3 LP3 GEV
2 3.25 2.9 24.81 17.86 17.31 28.54 17.26 17.49 17.4
5 1.15 8.4 16.4 16.18 26.06 23.12 17.2 18.12 17.73
10 3.56 14.1 12.22 14.59 32.28 20.5 16.38 16.95 16.8
20 5.7 19.3 8.74 13.01 36.94 18.2 15.45 15.43 15.54
25 6.35 20.9 7.71 13.04 38.2 17.5 15.25 15.02 15.15
50 8.26 25.6 4.81 13.26 41.5 15.46 14.65 13.79 14.28

100 10.14 30.1 6.99 13.45 44 13.53 14.08 12.58 13.35
200 11.98 34.5 9.88 13.76 45.96 12.66 13.5 12.97 13.17

Average 6.30 19.5 11.45 14.39 35.28 18.69 15.47 15.29 15.43
Stdev 3.68 10.7 6.45 1.76 9.69 5.28 1.39 2.09 1.77

2 7.54 1.7 40.14 23.13 20.36 41.69 17.00 15.25 15.80
5 8.49 20.0 22.13 18.48 25.91 31.39 23.28 22.89 23.35
10 18.1 33.1 10.57 20.78 28.19 25.58 24.97 26.26 25.76
20 26.72 45.3 4.67 25.75 30.55 19.61 25.81 28.57 26.95
25 29.38 49.0 8.21 28.22 31.18 19.37 25.98 29.16 27.19
50 37.48 60.9 20.36 35.56 32.82 21.23 26.3 30.52 27.43

100 45.1 72.7 33.04 42.48 34.09 29.11 26.43 31.36 27.09
200 52.35 84.2 46.32 49.08 35.11 41.19 26.44 31.75 26.29

Average 28.15 45.9 23.18 30.44 29.78 28.65 24.53 26.97 24.98
Stdev 16.37 27.3 15.38 10.92 4.86 9.00 3.22 5.56 3.94

2 6.18 3.0 31.38 18.56 36.05 25.22 16.18 14.87 23.64
5 2.67 38.3 17.66 15.46 11.09 17.61 11.53 11.91 17.55
10 3.21 61.1 14.48 12.37 27.75 12.88 9.27 9.28 13.5
20 5.93 81.9 13.68 9.88 41.12 9.76 7.76 7.27 9.74
25 6.66 88.3 13.73 9.2 44.68 8.85 7.37 6.7 8.58
50 8.61 108.1 14.73 8.37 53.97 10.54 8.01 10.79 5.99

100 10.17 127.6 17.01 9.76 61.23 13.82 9.65 15.15 9.29
200 11.45 147.3 19.79 10.91 67.02 17.47 11.03 19.55 13.72

Average 6.86 81.9 17.81 11.81 42.86 14.52 10.10 11.94 12.75
Stdev 3.10 47.3 5.89 3.52 18.26 5.43 2.88 4.38 5.70

2 2.06 2.2 27.77 39.91 40.12 28.95 40.84 39.02 41.39
5 2.35 6.4 19.97 39.76 31.07 32.3 39.85 38.5 40.63
10 4.09 8.8 17.09 39.89 28.7 33.82 39.41 37.38 39.56
20 5.48 11.2 15.24 40.29 31.74 34.91 39.3 37.02 39.39
25 5.86 12.0 14.79 40.39 33.66 35.2 39.24 36.85 39.31
50 6.91 14.2 14.22 40.6 38.77 35.95 39.04 36.25 38.98

100 7.84 16.2 14.22 40.77 42.91 36.52 38.86 35.71 38.69
200 8.67 18.0 14.43 41.02 46.35 36.93 38.79 35.14 38.55

Average 5.41 11.1 17.22 40.33 36.67 34.32 39.42 36.98 39.56
Stdev 2.43 5.2 4.70 0.45 6.29 2.63 0.67 1.32 0.98

5

Method 2 Method 3Method 1

7

8

Method

6
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LPIII distribution is as high as 6~114% for all regions. It can be concluded that LPIII is not 

preferable.  

From the results of GLS regional regression, PTIII is the preferred distribution and GEV 

is quite close to it. Region 1 and region 7 have less than 10% error, region 3, 4, 5, 6 and 7 have 

error around 16~30%, region 2 has 45% error and region 8 has error as high as 75%. The error 

from region 8 is from the poor correlation between flood magnitude and drainage area and it 

makes the regression equation not as reliable as in other regions.  

As for Method 2, which is using GLS regression to estimate the mean flow, i.e., the first 

L-moment, and then applying the L-moment method to calculate the flood magnitude, the error 

percentages are between the method 1 (L-moment) and method 3 (GLS) or higher than both of 

them. LPIII is still the less preferred distribution since it embeds the error from both models and 

makes the result not reliable. Method 2 can be a good substitute for the regions that have higher 

error in Method 3 but lower error in Method 2.  

The same error percentages are calculated for the regions defined by Srinivas and Rao 

(2003); again, we only put the result for region 1 and region 5 since the other regions are the 

same as Knipe and Rao (2004). For the 75% of data, which are used to build model parameters, 

are listed in Table 5.6, and for the 25% of data, which are used to validate the model, are listed in 

Table 5.7. For the percentage error, we can find out that the values is between the two merged 

regions. For example, the error for L-moment, PTIII in region 1 is 2.35% and 6.86% in region 7 

(Table 6.4.1 and Table 6.4.2), and the error is 5.9% for the merged region. We also have tried to 

apply the equation for the merged area to region 8 individually, but no significant improvement 
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is got for region 8.  
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Table 6.4.3. Estimation errors of 25% split samples obtained from three comparative 
methods for PTIII, GEV and LPIII distributions (Region 1~4). 
 

 Region T (yrs) PT3 LP3 GEV PT3 LP3 GEV PT3 LP3 GEV
2 4.4 2.1 27.2 15.07 25.33 20.61 11.84 12.48 10.63
5 2.0 5.6 21.1 10.34 13.71 11.74 10.35 11.22 10.11
10 5.2 6.5 20.0 7.89 28.04 9.69 9.11 11.46 9.32
20 7.6 6.8 20.1 5.97 37.64 9.31 7.99 12.23 8.21
25 8.3 6.7 20.3 5.44 40.12 9.36 7.55 12.55 7.88
50 10.2 6.6 21.2 3.97 46.53 9.93 6.56 13.66 6.73

100 11.8 6.3 22.6 2.74 51.53 10.94 5.72 14.8 5.62
200 13.2 5.8 24.1 1.68 55.56 12.26 4.9 15.94 4.51

Average 7.8 5.8 22.1 6.64 37.31 11.73 8.00 13.04 7.88
Stdev 3.8 1.6 2.5 4.39 14.22 3.75 2.35 1.64 2.15

2 4.3 3.9 36.8 33.42 52.36 14.99 37.03 36.06 36.12
5 1.0 10.5 24.5 44.24 10.58 11.52 40.15 37.21 37.67
10 2.7 20.4 18.3 50.89 7.64 23.19 42.49 40.02 40.02
20 4.6 30.5 13.0 56.64 17.04 33.89 44.71 43.84 42.91
25 5.4 33.8 11.3 58.38 19.38 37.31 45.37 45.28 44.1
50 7.4 44.4 6.4 63.34 25.25 47.85 47.2 49.79 47.95

100 9.3 55.1 2.0 67.74 29.62 58.49 48.74 54.62 52.31
200 11.0 66.3 6.7 71.71 32.97 69.43 50.19 59.71 56.98

Average 5.7 33.1 14.9 55.80 24.36 37.08 44.49 45.82 44.76
Stdev 3.4 21.5 11.4 12.64 14.31 20.58 4.43 8.40 7.25

2 2.6 4.8 44.8 17.79 7.83 47.48 29.67 27.69 44.49
5 1.7 9.2 29.2 17.78 35.6 37.11 19.03 23.28 33.37
10 3.7 19.9 22.2 17.36 46.8 32.69 12.3 16.59 24.59
20 5.4 30.9 16.5 17.58 54.53 29.33 11.14 12.48 16.52
25 5.8 34.5 15.7 17.86 56.52 28.38 11.29 12.55 14.68
50 7.2 46.3 14.0 18.67 61.65 26.4 11.88 12.81 12.36

100 8.5 58.7 13.0 19.61 65.63 27.09 16.18 20.56 16.71
200 9.6 71.7 13.7 20.55 68.81 28.19 22.36 35.5 33.3

Average 5.6 34.5 21.1 18.40 49.67 32.08 16.73 20.18 24.50
Stdev 2.8 23.5 11.0 1.13 19.97 7.14 6.64 8.33 11.49

2 2.8 2.1 29.2 26.93 37.76 20.45 38.4 38.47 50.96
5 1.4 5.9 19.2 29.19 17.38 17.94 25.27 28.86 32.75
10 3.0 9.0 15.6 30.21 25.24 19.3 20.99 22.87 25.21
20 4.3 11.3 13.2 31 33.95 21.38 20.58 22.11 22.16
25 4.7 12.0 12.6 31.23 36.51 22.07 20.5 22.05 21.86
50 5.7 13.7 11.3 31.86 43.57 24.15 20.3 21.95 21.23

100 6.7 15.0 12.4 32.41 49.02 26.15 20.2 21.96 21.05
200 7.6 16.1 13.7 32.89 53.37 28.11 20.23 22.06 21.01

Average 4.5 10.7 15.9 30.72 37.10 22.44 23.31 25.04 27.03
Stdev 2.1 4.8 5.9 1.93 11.89 3.47 6.33 5.92 10.45

Method Method 3

1

2

3

4

Method 1 Method 2
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Table 6.4.5. Estimation errors of 25% split samples obtained from three comparative 
methods for PTIII, GEV and LPIII distributions (Region 5~8). 

 

Region T (yrs) PT3 LP3 GEV PT3 LP3 GEV PT3 LP3 GEV
2 1.7 1.4 24.3 20.9 20.12 33.11 20.42 20.7 20.69
5 2.2 5.5 18.6 21.02 34.58 27.92 22.55 23.48 22.98
10 2.0 9.6 15.7 20.74 41.51 26.5 23.07 24.08 23.39
20 1.6 13.3 13.4 20.57 45.76 25.62 23.39 24.41 23.59
25 1.4 14.3 12.6 20.51 46.79 25.36 23.48 24.44 23.61
50 1.1 17.7 10.6 20.29 49.29 24.59 23.62 24.4 23.54

100 1.9 20.8 8.7 20.06 51.03 23.86 23.72 24.59 23.36
200 2.6 23.7 6.9 19.82 52.25 23.17 23.76 25.02 23.09

Average 1.8 13.3 13.8 20.49 42.67 26.27 23.00 23.89 23.03
Stdev 0.5 7.6 5.6 0.41 10.74 3.14 1.12 1.36 0.97

2 6.8 0.2 41.2 22.30 19.13 47.86 15.49 13.56 13.06
5 7.8 19.4 22.5 16.49 26.82 36.78 22.08 21.17 20.01
10 16.9 31.3 10.9 12.93 30.53 30.43 25.02 26.14 23.91
20 25.2 42.0 1.3 9.75 33.83 25.21 27.11 30.24 27.07
25 27.7 45.3 4.4 8.79 34.74 23.72 27.68 31.41 28
50 35.1 55.3 15.6 5.95 37.13 19.14 29.18 34.54 30.49

100 42.0 64.9 27.3 3.3 39.05 14.67 30.42 37.15 32.66
200 48.5 74.2 39.5 5.81 40.63 10.2 31.47 39.28 34.62

Average 26.2 41.6 20.3 10.67 32.73 26.00 26.06 29.19 26.23
Stdev 15.3 24.3 15.1 6.31 7.09 12.22 5.22 8.60 7.08

2 3.7 2.8 38.0 3.18 11.54 33.35 5.96 7.46 8.9
5 1.8 38.8 22.6 4.68 23.14 22.7 7.42 8.68 9.36
10 3.0 70.5 17.0 8.47 36.12 20.06 9.33 8.48 10.02
20 5.2 104.1 13.5 11.5 45.24 19.26 10.66 7.73 11.64
25 5.8 115.4 13.6 12.34 47.69 19.25 11.03 7.36 12.14
50 7.5 152.6 14.7 14.67 54.13 20.84 11.98 5.65 13.59

100 9.0 193.3 16.5 16.63 59.25 23.7 12.81 5.11 15.04
200 10.4 237.9 18.7 18.31 63.44 26.82 13.49 9.58 16.45

Average 5.8 114.4 19.3 11.22 42.57 23.25 10.34 7.51 12.14
Stdev 3.0 78.5 8.1 5.45 17.98 4.83 2.62 1.51 2.73

2 3.3 1.3 26.9 68.64 70.06 61.28 68.22 68.86 67.8
5 2.4 3.9 22.0 73.1 65.75 66.4 72.13 71.66 70.71
10 4.6 6.7 20.5 75.43 63.86 69.28 74.28 73.18 72.79
20 6.4 9.2 19.8 77.29 62.45 71.87 75.97 74.48 74.85
25 6.8 10.0 19.6 77.81 62.06 72.68 76.44 74.86 75.5
50 8.2 12.3 19.3 79.29 61.02 75.13 77.72 76.02 77.54

100 9.2 14.4 19.2 80.58 60.16 77.48 78.8 77.09 79.57
200 10.2 16.4 19.3 81.73 59.44 79.75 79.72 78.13 81.62

Average 6.4 9.3 20.8 76.73 63.10 71.73 75.41 74.29 75.05
Stdev 2.8 5.1 2.6 4.28 3.46 6.02 3.79 3.01 4.58

Method

5

6

7

8

L-Moment Method 3Method 2
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As a result, the error percentage is obtained by averaging the errors from two regions and 

by merging the regions still hardly helps to modify the region with bad regression results. 

Overall, for three methods, the best recommended method is L-moment method. However, if a 

watershed lacks flow measurements and requires performing regional regression, it is better to 

compare the accuracy between GLS and combination methods for the region of interest and 

decide using which model. For three distributions, the order of best-fit distribution is PT3 

followed by GEV and finally the LP3 distribution. 

. 
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Table 6.4.6. Comparison the estimation errors of the 75% split samples obtained from 
three methods for PTIII, GEV and LPIII distributions (Merged regions: 1+7 and 5+8). 

 

 Region T (yrs) PT3 LP3 GEV PT3 LP3 GEV PT3 LP3 GEV
2 4.8 6.2 32.7 20.5 33.1 25.3 20.5 15.0 24.7
5 1.2 17.2 22.1 19.1 10.3 13.1 16.6 12.0 19.3

10 2.5 27.5 17.9 18.6 22.3 7.4 15.7 13.1 16.0
20 5.0 38.3 15.0 18.4 31.9 4.8 15.6 15.7 13.1
25 5.7 41.9 14.3 18.5 34.4 5.6 15.8 16.8 12.5
50 7.7 53.1 12.2 19.1 40.7 8.3 16.4 21.5 11.4
100 9.4 65.3 11.4 20.0 45.5 12.9 17.4 28.2 11.8
200 11.0 78.8 13.0 21.3 49.3 17.6 18.6 35.7 14.2

Average 5.9 41.0 17.3 19.4 33.4 11.9 17.1 19.7 15.4
Stdev 3.3 24.3 7.1 1.1 12.6 6.9 1.7 8.3 4.6

2 3.1 7.6 27.2 31.1 34.9 22.8 32.6 31.3 32.8
5 2.2 8.1 18.6 33.4 19.2 18.7 32.3 30.9 32.6

10 4.2 13.7 14.9 35.0 24.5 20.9 32.0 31.3 31.5
20 6.2 21.2 12.2 36.7 28.5 22.9 32.2 32.4 30.3
25 6.8 24.5 11.5 37.2 29.6 23.8 32.4 32.8 30.2
50 8.6 36.7 10.0 38.8 32.7 27.2 32.8 34.4 29.7
100 10.2 50.7 11.3 40.3 35.4 30.5 33.2 36.0 30.0
200 11.6 67.1 13.1 41.6 37.6 33.6 33.8 38.1 30.4

Average 6.6 28.7 14.8 36.7 30.3 25.1 32.6 33.4 30.9
Stdev 3.4 21.3 5.7 3.5 6.2 5.0 0.6 2.6 1.2

1 + 7

5 + 8

Method Method 1 Method 3Method 2
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Table 6.4.7. Comparison the estimation errors of the 25% split samples obtained from 
three methods for PTIII, GEV and LPIII distributions (Merged regions: 1+7 and 5+8). 

 

 Region T (yrs) PT3 LP3 GEV PT3 LP3 GEV PT3 LP3 GEV
2 3.6 2.8 38.9 25.2 37.8 21.0 39.7 19.3 25.0
5 1.8 19.1 24.7 29.1 2.4 5.6 41.5 21.6 24.9

10 4.7 33.5 18.1 31.0 13.0 6.2 41.7 26.0 24.1
20 7.1 47.6 13.0 32.5 22.1 11.7 41.6 31.8 23.0
25 7.8 52.2 11.5 32.9 24.5 13.2 41.5 33.9 22.7
50 9.6 66.7 7.3 34.1 30.7 17.4 41.1 41.1 21.5
100 11.3 81.8 6.8 35.1 35.5 21.1 41.5 49.2 20.4
200 12.7 97.5 6.8 35.9 39.4 24.6 44.1 58.2 19.3

Average 7.3 50.1 15.9 32.0 25.7 15.1 41.6 35.1 22.6
Stdev 3.8 31.7 11.2 3.5 13.0 7.1 1.2 13.6 2.1

2 1.5 1.7 23.0 53.1 61.2 25.3 55.3 55.1 53.1
5 2.0 4.6 17.3 52.6 41.2 26.2 51.3 49.5 49.1

10 2.6 7.1 15.0 53.3 38.7 27.5 50.0 48.4 46.6
20 2.9 9.3 13.3 54.3 37.1 28.7 49.4 48.6 44.4
25 3.0 10.0 12.8 54.6 36.9 29.1 49.2 48.7 43.8
50 3.1 12.2 11.6 55.7 36.8 30.1 48.8 49.6 42.0
100 3.5 14.5 10.9 56.8 36.6 31.1 48.6 50.8 40.5
200 4.1 16.7 10.3 57.8 36.5 31.9 48.5 52.2 39.3

Average 2.8 9.5 14.3 54.8 40.6 28.7 50.2 50.4 44.8
Stdev 0.8 5.0 4.2 1.8 8.5 2.3 2.3 2.3 4.6

Method Method 1 Method 3Method 2

1 + 7

5 + 8
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VII. Conclusions 

 

On the basis of the research presented in this report, the following conclusions are 

presented. 

1. One of the objectives of the study is to select the probability distribution which best 

fits the data in each of the six regions in Indiana.  Based on the results presented in 

Chapter II, distributions in each region are ranked.  In general, for region 4, 5 and 6, 

Generalized Extreme Value distribution is the best distribution.  For regions 2 and 3, 

Log Normal (III) distribution is the best.  Log Pearson (III) distribution is not the best 

distribution for any region.  The Maximum likelihood method is the best parameter 

estimation method. 

2. The equations developed for different regions may be used by the results in Chapter 

III when LP(III) distributions must be used.  If a region is homogeneous the 

prediction error can be quite small.  Otherwise, it may be large.  However, the results 

presented in Chapter II indicate that the LP(III) distribution is inferior to other 

distributions. 

3. The tables needed for the L-moment flood estimates for Indiana watersheds have 

been presented.  The prediction accuracies of three distributions are compared.  The 

LP(III) distribution is the least accurate distribution.  If a region is homogeneous, the 

L-moment method gives quite accurate estimates. 

4. The parameters for quantile flood estimation by regression relationships are 

presented.  By using these equations, the flood magnitude is directly calculated.  The 
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GLS regression equations developed for mean and mean of logarithms of annual peak 

flows are also presented.  These equations may be used with L-moment method. 

5. Results are presented for the L-moment and GLS methods to estimate flood 

frequencies.  These methods give similar results but the results from L-moment 

method are slightly superior.  Once again the accuracy depends on the homogeneity 

of regions.  The results are quite inferior for heterogeneous watersheds.  The LP(III) 

distribution does not perform as well as other distributions. 
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