
Access to a variety of scientific computing and data resources
Contacts:  Dr. Lynne Petterson (petterson.lynne@epa.gov), ORD/NERL, Research Triangle Park, NC
Terry Grady (grady.terry@epa.gov), ORD/NERL, Research Triangle Park, NC
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Through a Partnership Grid, EPA researchers
and partners will have access to computational
resources substantially greater than the high
performance computing resources currently
available at EPA.

Gives more EPA users access to high-end
computing and storage resources.  Grid
technology seamlessly schedules, monitors,
and matches computing jobs to appropriate
platforms based on requirements of the job.
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Through grid services, EPA researchers, partners and stakeholders have access to geographically 
distributed computing and storage.  Such broad access to enhanced resources supports the 
in silico transformation of EPA’s science.
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