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Abstract

It is assumed that low- and high-frequency tropical waves are generated by the united mechanisms con-
sisting of the evaporation-wind feedback (EWF), saturation-triggering (ST), and lateral-triggering mecha-
nisms. Through the EWF mechanism, some waves become unstable owing to evaporation-wind feedback.
Through the ST mechanism, other waves are triggered by the intermittent onset of moist convection,
upon saturation, to neutralize any pre-existing conditionally unstable stratification. These mechanisms
are theoretically interpreted by partitioning moist convective adjustment into two consecutive processes
of diagnostic and prognostic adjustments. The two processes respectively restore and maintain convective
equilibrium, and are crucial to the ST and EWF mechanisms.

As a step to toward a unified theory, EWF instability is examined by the use of a theoretical Kelvin-wave
model, which incorporates only the prognostic-adjustment process in the linearized perturbation equations,
thereby excluding the ST mechanism. The solutions indicate that wave instability results from the EWF
mechanism and not from the wave-CISK mechanism. For a plausible choice of adjustable parameters,
one strongly unstable mode corresponds to the observed 40-50-day oscillation, while two weakly unstable
modes correspond to the observed 25-30- day and 10-20-day oscillations.

These results are compared with those from the numerical experiments conducted in Part I, using a
nonlinear model incorporating the original moist convective adjustment scheme. It is then speculated that
the 40-50- and 25-30-day modes can strongly grow through the linear and nonlinear EWF mechanisms
respectively, while the 10-20-day mode can strongly amplify through the ST mechanism.

1. Introduction spectral model with the original scheme of moist
convective adjustment (MCA). This model pro-
duced tropical intraseasonal oscillations (TIOs),
Kelvin and mixed Rossby-gravity (MRG) waves,
and superclusters. The results from the numer-
ical experiments were consistent with the united
mechanisms. For example, TIOs were maintained
primarily through the EWF feedback mechanism.
Other waves were maintained primarily through the
ST mechanism and/or the lateral-triggering mech-
anism. In particular, when both the EWF and
ST mechanisms were removed, all tropical transient
waves disappeared, in spite of the presence of the
moisture-convergence feedback process. This result
is contrary to the wave-CISK mechanism (Hayashi,
1970), through which tropical transient waves cou-
pled with moist convection become unstable, even
in the absence of evaporation-wind feedback. It
is, however, consistent with convective cancellation
(Emanuel, 1987) based on the convective-neutrality
©1997, Meteorological Society of Japan hypothesis and EWF instability theory (Neelin and

In order to explain the generation of both
low- and high-frequency tropical waves, Hayashi
and Golder (1994) proposed the “united mech-
anisms” which consist of the evaporation-wind
feedback (EWF) mechanism, “saturation-triggering
(ST) mechanism”, and the lateral-forcing mecha-
nism. Through the EWF mechanism (Neelin et al.,
1987; Emanuel, 1987), tropical intraseasonal oscilla-
tions coupled with moist convection become unsta-
ble owing to evaporation-wind feedback. Through
the ST mechanism (Hayashi and Golder, 1994),
other transient waves are triggered by the inter-
mittent onset of moist convection, upon saturation,
to neutralize any pre-existing unstable stratification
that has developed during periods of nonsaturation.

To examine the united mechanisms, numerical
experiments were conducted in Part I (Hayashi
and Golder, 1997), using an idealized 9-level R21-
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Fig. 1. Schematic of the effect of moist convection on the neutralization of static stability as a function of

time.

Yu, 1994; Yu and Neelin, 1994) based on the Betts-
Miller parameterization (Betts and Miller, 1986).

As schematically illustrated in Fig. 1, the MCA
process can be conceptually interpreted as follows.
It is hypothesized that moist convection is initiated
upon saturation and rapidly grows in the presence
of pre-existing unstable stratification. The grow-
ing “non-equilibrium” convection quickly becomes
“quasi-equilibrium” convection and is maintained
during periods of saturation until it is dissipated
upon nonsaturation. The MCA hypothesis cru-
cially differs from the quasi-equilibrium hypothesis
(Arakawa and Schubert, 1974) and the convective-
neutrality hypothesis (Emanuel, 1987) in that the
MCA scheme turns off moist convection during pe-
riods of nonsaturation, allowing conditionally unsta-
ble stratification to develop during these periods.

The MCA process can be conceptually partitioned
into two consecutive processes of “diagnostic” and
“prognostic” adjustments that represent the effects
of convection in the growing and mature stages,
respectively. Diagnostic adjustment intermittently
neutralizes, upon saturation, any pre-existing unsta-
ble stratification, thereby restoring convective equi-
librium. Prognostic adjustment continually neutral-
izes, during saturation, any predicted unstable strat-
ification, thereby maintaining the restored convec-
tive equilibrium. As demonstrated by numerical ex-
periments in Part I, diagnostic adjustment is crucial
to the ST mechanism, while prognostic adjustment
is crucial to the EWF mechanism. In the present pa-
per, these mechanisms are theoretically interpreted
in terms of these adjustment processes.

In Section 2, the MCA scheme is mathematically
partitioned into diagnostic- and prognostic-adjust-

ment schemes. Section 3 examines evaporation-
wind feedback instability by use of a theoretical
Kelvin-wave model that incorporates only the prog-
nostic adjustment scheme, thereby eliminating the
ST mechanism. Section 4 interprets the theoretical
results, while Section 5 dynamically interprets the
ST mechanism. Section 6 is devoted to conclusions
and remarks.

2. The partitioned scheme of moist convec-
tive adjustment

The original scheme of moist convective adjust-
ment (Manabe et al., 1965) assumes that the condi-
tionally (i.e., moist-adiabatically) unstable stratifi-
cation and super-saturated humidity, which are pre-
dicted prior to MCA for a small time-increment, are
instantaneously adjusted to the conditionally neu-
tral and saturated values. This occurs in such a
way that the sum of latent and sensible heating
due to MCA is zero upon vertical integration. It is
also assumed that the kinetic energy of convection is
instantaneously dissipated, while all the condensed
water is instantaneously precipitated.

The instantaneous adjustment scheme of MCA
was modified by Betts (1986) and Betts and Miller
(1986) so that temperature and humidity are gradu-
ally restored through a relaxation process, to either
the moist adiabatic and saturation values or to ob-
served vertical distributions. Reviews of convective
parameterization schemes can be found in Arakawa
and Chen (1987), Arakawa (1993), Emanuel and
Raymond (1993), Emanuel (1994), and Emanuel et
al. (1994).

In this section, the original scheme of MCA is re-
derived and then partitioned into “diagnostic” and
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“prognostic” adjustment processes. The continuous
scheme for MCA is obtained as the limit for an in-
finitesimal time increment. The heating and moist-
ening due to the two processes are explicitly deter-
mined in terms of large-scale variables.

In the following, the log-pressure coordinate sys-
tem is used in the governing equations. Most of the
symbols used are listed in Appendix A. The explicit
expressions for the partitioned scheme are derived
in Appendix B.

2.1 The discrete scheme of MCA
The temperature and moisture balance equations
can be written in vector form as

oH
_F+q,
o ~F T

Here, the vectors consist of the temperature and
moisture components as

(2.1)

H = (C,T, Lg), (2.2a)

F = (FTqu)v (2.2b)
and

Qa = (QT: Qq): (220)

where 7" and g are the temperature and moisture, re-
spectively. Fr and F; are the respective heating and
moistening rates which are not due to MCA, while
Qr and Qg are the respective heating and moisten-
ing rates resulting from MCA.

Integration of (2.1) over a time increment At
vields

H(t+ At) = H(t) + (F+ Q,)At, (2.3)

where the tilde (7) denotes the time average be-
tween ¢t and t + At.

Setting Q, = 0 in (2.3) results in H, which is the
value of H temporarily predicted at t + At without
MCA as

H(t + At) = H(t) + FAt. (2.4)

i) The conditions for the occurrence of MCA are
that prior to MCA, the hypothetically pre-
dicted atmosphere becomes both super-moist-
adiabatic and super-saturated at t + At as

~

o’ <0 (2.5)

5, , .5
and

q>q(T,p) (2.6)
Here, ¢* is the saturated specific humidity,

which is a function of temperature and pres-
sure. The hypothetically saturated moist static
energy h* is defined in log-pressure coordinates
as
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h* = C,T + Lq* + ¢, (2.7)

where ¢ is the geopotential.

The value of H actually predicted with MCA
in (2.3) is explicitly given by MCA closure as

H(t+ At) = H,(t + At), (2.8)

where H,(t + At) is the convectively adjusted
value of H (t+ At) determined by the following
set of equations:

H,(t+ At) = H(t + At) + Q,At,  (2.9)
Ohg(t +At)
— =0, (2.9b)
qa(t + At) = ¢"(Tu(t + At), p), (2.9¢)
and
(Qr +Qg) = 0. (2.9d)

Here, the angle bracket { )} denotes the vertical
mass average over the convective layer.

ii) The conditions for the occurrence of large-scale
condensation are that the atmosphere becomes
supersaturated, but not super-moist-adiabatic.
In this case, H, is determined by omitting
(2.9b) and replacing (2.9d) with

Q~T + Qq = Os (296)

which does not involve a vertical mass average.

iii) The condition for the occurrence of dry convec-
tive adjustment is that the atmosphere becomes
dry-adiabatically unstable but not supersatu-
rated. In this case, H, is determined by omit-
ting the moisture and moistening rates in the
above equations.

2.2 The partitioning of MCA

It is assumed that any dry-adiabatically unstable
stratification has already been neutralized by dry
convective adjustment.

Equation (2.9a) yields

QuAt = Hy(t + At) — [H(t) + FAt]. (2.10)

The right-hand side terms can be partitioned into

two consecutive processes of diagnostic (D,) - and

prognostic (P,,) - adjustment terms as

Q,=D,+ P, (2.11)
Here, the diagnostic adjustment is defined by

D,A, = H,(t) — H(t) for t = tg, (2.12a)

= 0 for t # to, (2.12b)

where supersaturation is assumed to occur immedi-
ately after ¢g.

On the other hand, the prognostic adjustment is
defined by
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PARTITIONING OF MOIST CONVECTIVE ADJUSTMENT
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Fig. 2. Schematic of the partitioning of (a) the original scheme of moist convective adjustment into two
consecutive processes of (b) diagnostic and (c) prognostic adjustments.

P At = H,(to + At) — [Hy(to) + FAt). (2.13)

Figure 2 schematically illustrates the partition-
ing of the original MCA scheme (2.10) at time
to + At into two consecutive processes of diagnos-
tic (2.12a) and prognostic (2.13) adjustments. The
original scheme (Fig. 2a), following the sequentially
labeled steps (1), (2), and (3), temporarily predicts
h(to + At) from the non-adjusted initial value h(tp),
and then adjusts the predicted value to h,(tg + At).
The diagnostic-adjustment process (Fig. 2b), follow-
ing steps (1) and (2), “diagnostically” adjusts h(o)
to ha(to). Subsequently, the prognostic-adjustment
process (Fig. 2c), following steps (2), (3), and (4),
temporarily predicts h(to + At) from the diagnosti-

cally adjusted h,(tp) and then “prognostically” ad-
justs the predicated value to hq(to + At).

As schematically illustrated in Fig. 3 in the orig-
inal MCA scheme (upper panel), the initial ad-
justment of the lapse rate at the first onset of
saturation at time ty + At is essentially through
the diagnostic-adjustment process and only partly
through the prognostic-adjustment process. The ad-
justment process after the initial adjustment is en-
tirely through the prognostic adjustment process.
In the partitioned scheme (lower panel), the initial
adjustment process at to + At is partitioned into
two consecutive processes of diagnostic and prog-
nostic adjustments, thereby isolating diagnostic ad-
justment.
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Fig. 3. Schematic of the original (upper) and partitioned (lower) schemes of moist convective adjustment.
The lapse rate at a given level is plotted as a function of time. The onset of saturation is denoted
by to, while the time increments (At) of MCA are indicated by tic marks. The adjusted values are

indicated by solid circles.

Once diagnostic adjustment occurs at ¢, it does
not occur again at to + At, since h(tg + At) has
already been adjusted. On the other hand, prog-
nostic adjustment occurs at to + At, provided the
conditions given by (2.5) and (2.6) are satisfied for
conditional instability and thus the occurrence of
MCA. If these conditions are not satisfied, MCA is
interrupted, allowing conditionally unstable stratifi-
cation to rebuild. Thus, diagnostic adjustment oc-
curs intermittently, while the prognostic adjustment
occurs continually as At approaches zero.

In the partitioned scheme, diagnostic adjustment
occurs at time tg, whereas the original MCA occurs
at time ¢ + Atg. When F in (2.13) is replaced by
diagnostically adjusted F', the sum of the diagnostic
(2.12a) and prognostic (2.13) adjustments does not
exactly equal the unpartitioned adjustment (2.10).
The discrepancy, however, is negligible compared to
the diagnostic adjustment that dominates prognos-
tic adjustment. Moreover, there is no discrepancy
after o+ At, since no diagnostic adjustment occurs.

2.3 The continuous scheme of MCA
At the limit of zero At, the discrete scheme of
MCA is reduced to the continuous scheme as

OH
oM _F-D,+P. (2.14)

Here, D, is given by the continuous form of (2.12a)
and (2.12b) as

T Ha(t) - H(t)
D, = lim = (2.15a)
— [H, — H]5(t — t), (2.15b)

where 6(t) is a delta function which vanishes except
att = t(]‘

Oun the other hand, P, is given by (2.13) as

0H,

Po="5
2.4 The determination of the partitioned scheme

The diagnostic- and prognostic-adjustment
schemes can be explicitly determined in terms of
large-scale variables, as given by (B10ab) and
(B7a,b), respectively, in Appendix B.

The explicit diagnostic-adjustment scheme
(B10a,b) is simplified by replacing v and e(—z) de-
fined by (B3b) and (B6c) with (v) and (e(—z)), re-
spectively, as

—F. (2.16)

~ 1
DrAt = hy — hl, (2.17a)
T 1+ <,\/> [< ) ]
and
2 )
D, At = h) — hl, (2.17b)
q 1 + <,)/> [< > }
where
L 09q*
== =, 2.18
TS AT (2.18)
Similarly, the explicit prognostic-adjustment
scheme (B7a,b) is simplified as
1
Pr = Fr + F,)) — Fr, 2.19a
=T ,Y>< T+ Fg) — Fr (2.19a)
and
92
P, = Fr+F,)) —F,. 2.19b
q 1+ <'Y>< T+ q> q ( )
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2.5 Convective cancellation

In particular, when Frr and Fy consist only of ver-
tical advection and vertical diffusion, the tempera-
ture equation with prognostic adjustment is explic-
itly written by use of (2.19a) as

8_T

ot

1 Ohqg
+(STU)7"CEV}),

where St is defined by

0(CpT + )
Sp = ———"~.
Oz

Here, the terms on the right-hand side of (2.20) are
due only to prognostic adjustment. The Vr and Vj
are the vertical diffusion of dry static energy and
moisture, respectively.

Since (2.20) included identical terms on both
sides, it can be reduced to

ar
P ot

1 Ohg
- (_< )+ (CyV + qu>> .

(7p 4—(E;FIU'~'(7PYGF)

(2.20)

(2.21)

(2.22)

This equation is equivalent to those derived in a
different manner by Arakawa and Chen (1987, Eq.
14) and Arakawa (1993, Eq. 1.29) by assuming that
MCA consists only of prognostic adjustment. It is
also analogous to those derived on the basis of the
convective-neutrality hypothesis by Emanuel (1987,
Eq. 21), Emanuel et al. (1994, Eq. 37), and Brown
and Bretherton (1995, Eq. 31), when the latter
schemes are vertically averaged.

Since the vertical derivative of h, vanishes owing
to the MCA neutralization process, the net warming
(2.22) vanishes in the absence of surface fluxes. This
means that, in the absence of surface fluxes, the adi-
abatic cooling and vertical diffusion on the left-hand
side of the temperature equation (2.20) are exactly
cancelled by the terms on the right-hand side due
to prognostic adjustment.. It can be shown that this
conclusion holds, even when the explicit scheme of
prognostic adjustment (B7a) has not been simpli-
fied. This conclusion essentially follows from the as-
sumption of a conditionally neutral and saturated
atmosphere. The concept of convective cancella-
tion based on the MCA hypothesis is analogous to
that based on the convective-neutrality hypothesis
(Emanuel, 1987). In spite of convective cancella-
tion, however, horizontal and vertical velocities can
change in the presence of any pressure contrast be-
tween convective and non-convective regions.

Vol. 75, No. 4

2.6 Comparison with other schemes

The partitioned MCA schemes should be equiva-
lent to the Betts-Miller (1986) scheme in the limit
of an infinitesimal time scale of relaxation, although
the two schemes differ in form. The partitioned
scheme is easier to interpret than the Betts-Miller
scheme, since the prognostic-adjustment scheme is
explicitly expressed in terms of large-scale forcing.

The heating due to prognostic adjustment is not
only related to moisture convergence and evapora-
tion, but also to adiabatic cooling and the surface
flux of sensible heat. This heating is mathemati-
cally equivalent, upon convective-layer average, to
that parameterized by Emanuel (1987) on the basis
of the convective-neutrality hypothesis, if the large-
scale moisture is assumed to be saturated for the
latter heating. The two forms of heating differ from
that due to the Kuo (1965, 1974) scheme which is
related to moisture convergence and evaporation, as
well as to the temperature difference between clouds
and the environment.

The diagnostic-adjustment process neutralizes
any pre-existing unstable stratification, while the
prognostic-adjustment process maintains the neu-
tralized stratification. In this respect, the two
processes are formally analogous to the “initial”
and “quasi-equilibrium” adjustment processes in
the generalized Arakawa-Schubert scheme (Arakawa
and Xu, 1992; Randall and Pan, 1993). This scheme
allows the cloud mass flux to reduce any initially
large value of cloud-buoyancy work and to main-
tain it at its quasi-equilibrium value. In contrast to
the MCA scheme, however, the initial-adjustment
process does not occur repeatedly. This is because
the Arakawa-Schubert scheme is not turned off, even
when the relative humidity becomes less than a crit-
ical value independent of the static stability.

In the linearized Betts-Miller scheme theoretically
studied by Neelin and Yu (1994), the effect of di-
agnostic adjustment can be represented by “fast
modes” which quickly decay with time. When slow
and fast modes initially cancel each other and the
fast modes decay, the sum of these modes grow
through the transient nonmodal growth mechanism
(see Farrell, 1989; Farrell and Iaonnou, 1996a,b; Tre-
fethen et al., 1993).

The moist convective-relaxation scheme of Betts
and Miller (1986) was simplified (Goswami and
Rao, 1994; Goswami and Mathew, 1994) by exter-
nally specifying the time-independent “equilibrium
moisture”, instead of internally determining quasi-
equilibrium moisture as a function of time. Al-
though this scheme appears to give some good re-
sults, the validity of this approach is questionable.
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REDUCTION OF EFFECTIVE AMPLITUDE
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Fig. 4. Schematic of the reduction of the effective amplitudes. (a) Solid curves indicate condensation,
while dashed curves indicate negative condensation which is set to zero for conditional (positive-only)
heating. The alternating positive and zero values results in a reduced effective amplitude. (b) Solid
curves indicate evaporation, while dashed curves indicate negative evaporation which is set to its
absolute value in the nonlinear evaporation scheme. The absolute values of alternating positive and
negative values result in a reduced effective amplitude.

3. Evaporation-wind feedback

theory

instability

3.1 The quasi-linear model

In this section, evaporation-wind feedback insta-
bility is examined by use of a theoretical Kelvin-
wave model that incorporates only the prognostic-
adjustment scheme in the linearized perturba-
tion equations, thereby excluding the saturation-
triggering mechanism. It is assumed that the basic
state in the convective layer is conditionally neutral
and saturated as a result of both diagnostic- and
prognostic-adjustment processes.

Since unconditional heating is unrealistic, the ef-

fect of conditional heating is incorporated in a crude
manner by assuming that the amplitude of con-
vective heating is reduced by a certain factor. As
schematically illustrated in Fig. 4a, the conditional
heating only allows positive condensational heating
(solid curve), while negative condensational heating
is set to zero. The alternating positive and zero val-
ues of convective heating result in a reduced effective
amplitude of the condensational heating.

On the other hand, surface evaporation F is pa-
rameterized as

E = pep|VI(g" = gs),
where |V] is the wind speed defined by

(3.1a)
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V| = (u? 4+ 0¥)Y/2. (3.1b)

The nonlinear equation (3.1a) can be linearized fol-
lowing Neelin et al. (1987) and Emanuel (1987) as

El = —A*{ul]zzo, (310)

where A* is the coefficient of the linearized
evaporation-wind feedback. This coeflicient can be
interpreted as including the additional effect of feed-
back between the wind and the sensible-heat flux at
the surface.

To crudely incorporate the effect of nonlinear
evaporation-wind feedback, it is assumed that the
value of the linear feedback coefficient is reduced
when the basic surface flow is not much stronger
than the surface wind perturbations. As schemati-
cally illustrated in Fig. 4b, evaporation (solid curve)
is proportional to the absolute value of wind veloc-
ity. The absolute value of alternating positive and
negative wind velocity results in a reduced effective
amplitude of the evaporation.

3.2 Governing equations

In the present paper, only Kelvin modes are ex-
amined, since the governing equations can be dras-
tically simplified for Kelvin modes, which have no
meridional component in the absence of wind shear
and frictional convergence. The simplified equa-
tions are mathematically equivalent to those for two-
dimensional irrotational gravity waves in the zonal-
vertical domain.

The present model does not allow for a subcloud
layer. The effects of the basic flow are neglected,
except in the parameterized surface flux of latent
and sensible heat. Frictional and radiative cooling
processes are also neglected.

The linearized equations with the Boussinesq ap-

proximation in log-pressure coordinates are given
by

68—1: = —%%,, (3.2a)
68—1; + %Ew’ C{p Pr, (3.2b)
%—‘i’ %T’, (3.2¢)

and
%;—I + 6;:, =0, (3.2d)

where S is the buoyancy frequency squared, given
by

— R —
S = CpHST. (328)
In (3.2b), P, is the linearized prognostic-

adjustment heating resulting from adiabatic cooling,
vertical moisture advection, and evaporation-wind
feedback. It is given by (2.20) as

Vol. 75, No. 4

C,H— 1 L
P, = =P Sw’ ———————E’) 3.3
T 8( R w+1+<’Y> PoZT (3:3)

Here, € is an amplitude reduction factor resulting
from conditional heating, while z7 is the height of
the convective layer.

Eliminating variables from the linearized equa-
tions and assuming a solution in the form exp(ikx —
iot) results in the vertical structure equation given
by

8w = R
2 /= / 3.4
C 622 + S’U] CpH PT7 ( )
where
& =o%/k2 (3.5)

Here, c is the complex phase speed, ¢ the complex
frequency, and k the zonal wavenumber.

Inserting (3.3) into (3.4) with (3.1b) and (3.2d)
results in

C2 aZw’ +_S_ w’ - RAE [a—’wljl
022 € HA+{(Wk [0z |, ,’
for 0 < 2z < zr, (3.6a)
and
v
c + Sw' =0, for z > zr. (3.6b)

0z

Here, S, and A, are the effective static stability and
effective evaporation-wind feedback coefficients, re-
spectively, defined by

Se=(1-¢)S, (3.7a)

and
L
PRT C, P

e = eA*. (3.7b)

The effective static stability crudely incorpo-
rates the effect of conditional heating. It differs
from the conventional “moist-reduced static stabil-
ity (Oh*/02)”. It also differs from the “gross moist
stability (Am)” defined by Neelin and Held (1987).

The effective evaporation-wind feedback coeffi-
cient crudely incorporates the nonlinear feedback by
replacing A* in (3.7b) with a smaller value than the
linear feedback coefficient to crudely incorporate the
nonlinear effect.

In the present model, (v) is set to 1.0, since the
value of v observationally varies with height from
0.0 to 3.0 in the tropical troposphere (see Arakawa
and Schubert, 1974, Fig. 7; Bates et al., 1978, Fig.
1). In the present model, the boundary layer is not
incorporated, although it is more realistic to incor-
porate a well-mixed layer in which St, Qr, and Q,
vanish.
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3.3 The two-layer model

In order to compare the present model with con-
ventional two-layer evaporation-wind feedback mod-
els, a two-layer model is first examined.

The finite difference form of (3.6a) for a two-layer
model is given by

RA, w’

o 2w o
H1+(Mk Az

c TE +S.w =—i

(3.8)

where A, is the vertical increment which equals
27 /2.

This model has three levels for w, which is as-
sumed to vanish at the bottom and top of the con-
vective layer. Except for the absence of friction,
Newtonian cooling, and zonal advection, this model
is mathematically equivalent to the two-layer lin-
ear model of Neelin et al. (1987), in which (v) was
set to zero and the moist-reduced static stability
was used in order to crudely parameterize cumu-
lus heating. The equivalence between the two mod-
els is, however, limited to the two-layer model. In
the present model, the effective static stability re-
sults from linearizing conditional heating, while the
moist-reduced stability in their model results from
the large-scale condensation process. The present
two-layer model is mathematically analogous to
that of Emanuel (1987) based on the convective-
neutrality hypothesis.

The resulting eigenvalue o is given by

0? = 2k? + ik A, (3.9a)
where
ca = S.(Az)%/2, (3.9b)
and
R L A
A= =L, (3.9¢)

p(l+(WH Cp zr

Here, a positive value of R. (6) corresponds to
that of the eastward-moving Kelvin mode on a beta
plane. When e = 1in (3.3) and {y) = 0in (3.9¢), the
eigenvalue (3.9a) is equivalent to Eq. (13) of Neelin
et al. (1987) with B in their equations redefined as
B = (R/2)(Ap/p). When Ap = p = 500 m, this B
is reduced to R/2, as it was originally defined.

When ¢y = 0, (3.9a) is reduced (see Lau and Shen,
1988, Eq. 19) to

a::ﬂl+¢)<%§)ua

3.4 The five-layer model

Since the two-layer model excludes the 25-30-day
TIO and 10-20-day Kelvin wave associated with
higher vertical modes, a five-layer model is exam-
ined.

Figure 5 schematically illustrates the levels of the
five-layer model. This model has six levels for w,

(3.9d)
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which is assumed to vanish at level 0 (0 km) and
level 5 (20 km). The prognostic-adjustment heating
is assumed to vanish above zr (10 km). The finite-
difference forms of (3.6a) and (3.6b) can be found in
Appendix C.

The eigenvalue equation is derived in Appendix C
as

B\ 4+ Bs\® + BoA2 + BiA+ By =0, (3.10a)
where A is the eigenvalue defined by
o \2
A= (f) , 3.10b
kAz ( )

and the coefficients of (3.10a) are functions of S,
and A..

The period and e-folding time are determined by
the real and imaginary parts of o as 27/Re(o) and
1/Im(o), respectively.

The effective static stabilities S; and So at level
1 (2.5 km) and level 2 (7.5 km) are chosen to be
S, = S5 = 0.05 N? in order to obtain the 40-50-day
mode, where N has a typical value of tropospheric
buoyancy frequency (1072 s~'). The static stabil-
ity S5 at level 3 (12.5 km) is S3 = 0.5 N?, while
S, = 1.0 N? at level 4 (17.5 km). The lid placed
at 20 km can be interpreted as crudely incorporat-
ing the effect of a very stable stratosphere. The
effective evaporation-wind feedback coeflicient A, is
A, = 0.04 (K/day) (m/s)!, being close to the typ-
ical effective value (0.05) suggested by Neelin et al.
(1987) on the basis of £ and ' estimated form a
simulated TIO. It is assumed that the basic wind is
easterly (i.e., A* is a positive coefficient). An east-
erly basic wind is crucial for eastward-moving waves
to grow through linear evaporation-wind feedback
instability (Neelin et al., 1987; Emanuel, 1987).

3.5 Frequency and growth rate

Four vertical eigenmodes (H,I,J,K) can be ob-
tained from the five-layer model. Of these four
modes, Mode H is the highest vertical model, and
Mode K the lowest. Mode H is almost stationary
and neutral for plausible values of the parameters.
Modes I,J, and K are non-stationary and unstable,
corresponding to the 40-50-day TIO, the 25-30-day
TIO, and the 10-20-day Kelvin wave, respectively.
Mode I corresponds to the TIO mode of Neelin et al.
(1987), Emanuel (1987), and Neelin an Yu (1994).

Figure 6a shows the linear frequencies (left) and
logarithmic growth rates (right) of the Kelvin modes
as functions of zonal wavenumber for Modes I (thick
solid line), J (thin solid line), and K (dashed line).
The respective periods of these modes for wavenum-
ber one are 42.1, 27.2, and 15.9 days. It can be seen
that the frequencies of all these modes increase with
wavenumber, while the growth rates increase only
slightly over wavenumbers 1-5, leveling off at higher
wavenumbers. Mode I is strongly unstable with an
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Fig. 5. Schematic of the five-layer finite-difference model with six levels.

e-folding times of less than 10 days, while Modes
J and K are both weakly unstable with e-folding
times greater than 100 days. The phase velocities
are represented by the slopes of the wavenumber-
frequency curves in the left panel. The slope for
Mode I decreases with wavenumber, while the slopes
for Modes J and K are almost constant.

Mode I is sensitive to the effective values of the
evaporation-wind feedback coefficient and static sta-
bility. The phase-velocity slope for Mode I in the ab-
sence of evaporation-wind feedback (Fig. 6a, dotted
line) is constant, as expected from (3.9a). The phase
velocities of Modes J and K are almost unchanged
(not shown). Figure 6b is the same as Fig. 6a, expect
that the effective static stability is set to zero (i.e.,
no conditional heating). The frequencies and growth
rates of Modes J and K are almost unaffected. In
contrast, the frequency (left panel) of Mode 1 fol-
lows the k'/2 curve, as expected from (3.9d), while
the logarithmic growth rate (right panel) of Mode
I follows the log k curve. It is seen that the fre-
quency and growth rate of Mode I are sensitive to
the effective stability except for low wavenumbers.

Figure 7a illustrates the dependence of the log-
arithmic frequency and logarithmic growth rate of
the wavenumber-one Kelvin waves on the effective

evaporation-wind feedback coefficient A. It is seen
that the frequency of Mode I increases substantially
with A., the period shortening from 70.2 to 27.0
days as A, increases from 0.0 to 1.0 x Ay, where
Ay = 0.1 K/day/ms™!. In contrast, the frequencies
of Modes J and K hardly change with A.. It turns
out that the frequency of Mode I coincides with that
of J near a value of A, = 1.0 X Ag and exceeds it
(not illustrated) for larger values. All these modes
have a zero growth rate at A, = 0.0, in contrast
to wave-CISK theory (Hayashi, 1970). The growth
rate of Mode I increases substantially with A, the
e-folding time shortening from infinity to 5.4 days
as the value of A. increases from 0.0 to 1.0 X Ag.
Modes J and K exhibit much smaller growth rates
than Mode I for these values of Ae..

Figure 7b illustrates the dependence of the loga-
rithmic frequency and logarithmic growth rates of
the wavenumber-one Kelvin waves on the effective
static stability S, at level 1 and 2. It is seen that
the frequency of Mode I increses substantially with
S., the period shortening from 46.5 to 24.2 days as
S, increases from 0.0 to 1.0x (N?). In contrast, the
frequencies of Modes J and K exhibit only moder-
ate increases. The growth rate of Mode 1 decreases
substantially with S., whereas those of Modes J
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Fig. 6. (a) Linear frequencies (left) and logarithmic growth rates (right) of Kelvin waves for Mode I

(thick solid line), Mode J (thin solid line), and Mode K (thin dashed line) of the five-layer model as
functions of zonal wavenumber. The effective static stability Se in the lowest two layers is 0.05 N?,
while the effective evaporation-wind feedback coefficient A. is 0.04 K/day/(ms™"). Solid circles on
the lines indicate eigenvalues for wavenumber one. In addition to the three lines, the dotted line
indicates the frequency of Mode T when A, is set to zero. The frequencies of Modes J and K for
A. = 0 are not indicated, since these values are almost unchanged. (b) As in Fig. 5a, except that S,

is set to zero, while A. is kept at 0.4 Ao.
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Fig. 7. (a) Logarithmic frequencies (left) and logarithmic growth rates (right) of wavenumber-one Kelvin
waves for Mode I (thick solid line), Mode J (thin solid line), and Mode K (thin dashed line) of the
five-layer model as functions of A.. The value of S, is fixed at the same value as used in Fig. 6a.
Solid circles on the lines indicate eigenvalues for the same value of A, as used in Fig. 6a. (b) As in
Fig. 7a, except that the logarithmic frequencies and growth rates are plotted as functions S.. The
value of A. is fixed at the same value as used in Fig. 6a. Solid circles on the lines indicate eigenvalues
for the same value of S, as used in Fig. 6a
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Table 1a
ModeI ModeJ Mode K
Periods (days) 42.1 27.2 15.9
e-folding times (days) 9.2 239.0 111.1
vertical wavelength (km) 5.30 5.34 9.18
vertical decay scale (km) 1.1 46.9 64.4
Table 1b
ModeI ModeJ Mode K
periods (days) 42.1 27.2 15.9
e-folding times (days) 00 oo c0
vertical wavelength (km) 3.45 5.34 9.18
vertical decay scale (km) oo 00 00
Table 1c
ModeI ModeJ Mode K
periods (days) 42.1 27.2 15.9
e-folding times (days) 10.1 10.0 10.0
vertical wavelength (km) 5.00 6.35 9.76
vertical decay scale (km) 1.2 2.3 6.2

and K increase substantially with S, for 5.(0.5 N2.
The three modes have similar growth rates (e-folding
times of about 50 days) for S, = 0.5 N2.

For S. = 0 and A, = 0 (not illustrated), the
growth rates of Modes H,I,J, and K are zero, with
their wavenumber-one periods being *°,*°, 27.2, and
15.9 days, respectively. The non-zero frequencies
of Modes J and K are not contrary to convective
cancellation since the temperatures (i.e., vertical
derivative of geopotential height) of these modes
vanish in the convective layer, although the geopo-
tential height changes with time.

3.6 Vertical wavelength and vertical decaying scale

Since the vertical structures of Modes I,J,K in the
troposphere are determined essentially by convective
heating, these modes are similar to the baroclinic
mode in the two-layer model in that the zonal ve-
locity reverses its sign between the lower- and upper-
tropospheric levels, with maximum vertical velocity
occurring at the mid-tropospheric level. Above the
level of convective heating, however, their vertical
structures are determined by their frequencies and
growth rates through the dispersion relation given
by

m? = Sk?/o?, (3.11)
where m is the complex vertical wavenumber.

The vertical wavelength and e-folding vertical de-
cay scale are determined by the real and imaginary
parts of m as 2r/ Re(m) and 1/Im(m), respectively.

Table 1a lists the vertical wavelengths and de-
cay lengths of Mode I,J,K for zonal wavenumber
one and for a buoyancy frequency (square root of
S) of 0.02 s™1, which is a typical value observed in

the stratosphere. It is seen that the vertical wave-
lengths of Mode I and J are comparable (~ 5 km),
while that of Mode K is twice as large. Mode I has
a much smaller vertical decay scale (~ 1 km) than
Mode J and K (~ 50 km), implying that the energy
of Mode I is confined to the troposphere, while those
of Mode J and K hardly decay with height in the
stratosphere. This result means that the stronger
the vertical convergence of energy, the stronger the
growth rate.

Since the growth rate not only determines the ver-
tical scale but also affects the vertical wavelength
of low-frequency waves, Table 1b shows the results
when the growth rates are set to zero (i.e., infinite
e-folding time) for the three modes. It is seen that
the vertical wavelength of Mode 1 is reduced to 3.4,
while those of Mode J and K are hardly affected. On
the other hand, the vertical decay scales become in-
finite for all three modes, implying that these modes
have no vertical convergence of kinetic energy when
they do not grow.

Since the growth rates of Mode J and K could
be greatly enhanced by fully incorporating nonlin-
ear effects, the e-folding time of Modes I,J,K are
set to 10.0 days in Table lc to increase the growth
rates of Mode J and K by an order of magnitude.
It is seen that the vertical wavelengths are hardly
affected, while the vertical decay scales of Modes J
and K are reduced by an order of magnitude.

4. Interpretations of the results

The present results indicate that within the range
of plausible values for the effective static stabil-
ity and the EWF coefficient, the growth rates for
wavenumber-one Mode J and K are too small for
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these modes to grow in the presence of Newtonian
cooling having a damping time of 10-20 days. In or-
der to explain the observed and simulated 25-30-day
TIO and 10-20-day Kelvin wave, the full nonlinear
effects of conditional heating and/or the ST mecha-
nism must be incorporated.

The slow phase speed of the 40-50-day mode in
the present linear model is due to the reduced value
(5 %) of effective static stability. This value was
chosen to obtain the 40-50-day period. The justifi-
cation and determination of the real effective value
should involve the consideration of the full nonlin-
ear effects of conditional heating. The results for a
zero value, however, can be interpreted as those for
unconditional heating.

Although the present quasi-linear model does not
explain the dominance of the wavenumber-one com-
ponent of the observed and simulated T1Os, the ef-
fective static stability eliminates the preference for
the higher wavenumber components. The EWF
growth rates of Kelvin modes increase only slightly
with wavenumber, allowing the preferred scale to
be modified by the neglected effects such as hor-
izontal diffusion, fully nonlinear conditional heat-
ing, and nonlinear advection. The dominance of the
wavenumber-one TIO is found in a nonlinear EWF
model that incorporates the full nonlinear effects of
conditional heating (Xie et al., 1993a,b).

In contrast, the growth rate of Kelvin modes due
to wave-CISK increases drastically with wavenum-
ber (Hayashi, 1970). The preferred scale of wave-
CISK with fully nonlinear conditional heating de-
pends on several factors, such as the strength and
vertical distribution of the heating parameter, non-
linear advection, horizontal diffusion, and horizon-
tal resolution (see Lau and Peng, 1987; Miyahara,
1987; Itoh, 1989; Yoshizaki, 1991; Dunkerton and
Crum, 1991; Crum and Dunkerton, 1992, 1994; Xie,
1994). Frictional convergence greatly enhances the
growth rate of Kelvin wave-CISK (Hayashi, 1971b;
Wang, 1988). Without conditional heating, how-
ever, frictional wave-CISK does not result in the low-
wavenumber dominance of Kelvin waves and TIOs
(Hayashi, 1971b; Xie and Kubokawa, 1990; Ohuchi
and Yamasaki, 1997).

The present model is equivalent to the linear EWF
model of Neelin et al. (1987) based on the large-
scale condensation process, and also analogous to
that of Emanuel (1987) based on the convective-
neutrality hypothesis. The present model, however,
is based on the MCA hypothesis and conceptually
differs from these models. The conditionally neutral
and saturated basic state is interpreted as result-
ing from both the diagnostic and prognostic adjust-
ment processes, rather than invoking the convective-
neutrality hypothesis. Moreover, the EWF mecha-
nism examined here is part of the united mecha-
nisms. The present multilayer model allows for more
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vertical modes than the other tropospheric models.

The present model is equivalent to the linear EWF
model of Neelin and Yu (1994) using the Betts-
Miller scheme, except that the present model ex-
plicitly expresses the prognostic-adjustment process
in terms of large-scale forcing. Their model al-
lows “propagating deep convective mode” that cor-
responds to Mode I, but does not allow Modes J
and K, since their model has either a lid or radia-
tion condition at the top of the convective layer. In
a model with realistic stratification, Mode I essen-
tially depends on the partial reflection around the
top of the convective layer, while Modes J and K
essentially depend on that around the tropopause.
The lid condition imposed in the present model can
be interpreted as crudely incorporating the partial
reflection around the tropopause due to the strong
vertical gradient of the static stability.

More realistically, when the lid is placed at an
infinite height, the eigenvalues become continuous
(Hayashi, 1976; Cohn and Dee, 1989). When all
the eigenmodes are integrated over the continuous
eigenvalues, these modes should be consistent with
an open boundary condition. Also, there should be
several preferred unstable modes among the contin-
uous eigenmodes that have relatively strong growth
rates resulting from several levels of relatively strong
reflection. There should also be several preferred
quasi-resonant modes that have a relatively strong
resonant response resulting from relatively strong
partial reflection (see Gill 1982, p. 287). The partial
reflection at the tropopause is enhanced by moist-
reduced tropospheric stability. The resonance due
to partial reflection will reinforce the “non-singular”
resonance (Hayashi, 1976) that occurs when the ver-
tical scale of waves matches the characteristic ver-
tical scales of the thermal forcing. In a model with
realistic stratification and realistic vertical distri-
bution of convective heating, both partial-reflection
and non-singular resonances will occur.

In the absence of convective heating, there are
no free internal modes except for an external free
mode under the radiation condition (Lindzed, 1967).
There are only discrete eigenvalues in wave-CISK
theory (Hayashi, 1971a) and evaporation-wind feed-
back theory (Neelin and Yu, 1994) under the ra-
diation condition. The radiation condition as di-
rectly applied to individual eigenmodes, however, is
appropriate only for unstable modes, since it elimi-
nates continuous free modes. Incorporating the ef-
fect of the reflection around the stratopause in the
present model allows for Mode L, which would cor-
respond to the observed (Hirota, 1978) and simu-
lated (Hayashi et al., 1984) and simulated (Hayashi
et al., 1984) mesospheric upper-stratospheric 5-7-
day Kelvin waves. Incoporating the effect of reflec-
tion around the mesopause also allows for Mode M,
which would correspond to the observed (Salby et
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Fig. 8. Schematic of the original scheme of moist convective adjustment. MCA heating (upper panel)
and vertical velocity (lower panel) at the mid-tropospheric level.

al., 1984) 3-4-day Kelvin waves.

5. Interpretations of the saturation-trigger-
ing mechanism

This section dynamically interprets the
saturation-triggering mechanism in terms of the par-
titioned MCA processes.

5.1 Diagnostic- and prognostic-adjustment processes

Diagnostic adjustment represents the ensemble ef-
fect of rapidly growing non-equilibrium moist con-
vection. This process restores convective equilib-
rium and is a function of temperature and moisture.
As schematically illustrated in Fig. 8, it does not di-
rectly depend on large-scale vertical velocity, but its
magnitude depends on the large-scale temperature
and moisture fields while its occurrence depends on
saturation. As will be described in the following sub-
sections, diagnostic adjustment forces gravity waves,
cloud clusters, and superclusters through the “non-
resonant” ST mechanism, while it forces Kelvin and
MRG waves through the “resonant” ST mechanism.

Prognostic adjustment represents the ensemble ef-
fect of quasi-equilibrium moist convection. This pro-
cess maintains convective equilibrium and is a func-
tion of the large-scale heating and moisture terms,
such as adiabatic cooling, moisture convergence, and
surface evaporation. It directly depends on the
large-scale vertical velocity (see Fig. 8), and reduces
the effective static stability and phase velocities.

Prognostic adjustment is crucial to the evaporation-
wind feedback instability of TIOs.

5.2 The non-resonant saturation-triggering mecha-
nism

The following non-resonant ST mechanism is high
speculative, but has been substantiated by a de-
tailed analysis of a high-resolution simulation of su-
perclusters, as will be demonstrated in a subsequent
paper (Numaguti and Hayashi, 1997).

When the conditionally unstable atmosphere be-
comes saturated at a certain point, diagnostic ad-
justment triggers both westward- and eastward-
moving gravity-wave packets. The westward-moving
packet results in condensation and forms cloud clus-
ters. On the other hand, the eastward-moving
packet causes saturation and diagnostic adjustment
at a point east of the original point, again form-
ing westward-moving cloud clusters. The eastward-
moving patterns forming the envelope of westward-
moving cloud clusters are interpreted as superclus-
ters. The east-west asymmetry is due to the earth
(i.e., the beta effect).

5.8 The resonant saturation-triggering mechanism

In particular, Kelvin and MRG waves are in-
terpreted as planetary waves resonantly amplified
through the following resonant ST mechanism: It
is assume that cloud clusters are generated through
the non-resonant ST mechanism. As schematically
illustrated in Fig. 9a, the intermittent occurrence
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Fig. 9. (a) Schematic of the resonant saturation-triggering mechanism. Diagnostic-adjustment heating
(upper), prognostic-adjustment heating (middle), and vertical velocity (lower) are plotted as functions
of time. Irregular time intervals between the intermittent onset of heating are represented by equal
intervals. (b) As in Fig. 9a, except for the resonant Fourier components.
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of diagnostic-adjustment heating associated with
cloud clusters can be regarded as random forcing
of planetary-scale waves. The intermittent nature
is due to the MCA process being turned off during
periods of nonsaturation. The randomness results
from the history of temperature and moisture in-
volving the nonlinear process. On the other hand,
the prognostic-adjustment heating associated with
these waves is regarded as a feedback to the forcing,
resulting in reduced values of the effective static sta-
bility.

The vertical velocity and prognostic-adjustment
heating should exhibit distinct space-time scales
through their resonant response to random forcing.
The resonant Fourier components implicit in Fig. 9a
are schematically illustrated in Fig. 9b. These com-
ponents are exaggerated in both Fig. 9a and 9b in
order to clearly distinguish them from random com-
ponents. In practice, the noise in the spectra result-
ing from the random components would make it dif-
ficult to clearly detect any resonant spectral peaks
in the vertical velocity and any feedback spectral
peaks in the heating due to prognostic adjustment.
The resonant peaks occurring in the winds, however,
can be clearly detected, since the planetary-wave
components of the winds dominate random gravity-
wave components of the winds. In contrast to ver-
tically propagating MRG waves, a tropospherically
confined MRG wave exhibits a rather distinct peri-
odicity in the associated precipitation (Hendon and
Liebman, 1991). This periodicity could be due to a
strong spectral peak in the feedback heating associ-
ated with this wave.

5.4 Implications for random thermal-forcing theory

The resonant ST mechanism is analogous to the
random thermal-forcing mechanism, except that the
former incorporates feedback heating such as the
prognostic-adjustment process. The resonant-wave
components in a random thermal-forcing model
(Hayashi, 1976) are characterized by an unrealistic
quadrature-phase relationship between vertical ve-
locity and heating. This defect can be alleviated by
incorporating feedback heating in random thermal-
forcing theory as explained in the following.

In the presence of only adiabatic cooling and heat-
ing due to diagnostic (D7) and prognostic (Pr) ad-
justments, the heat balance equation is written as

T, + Sw = Dy + Pr, (5.1)

where T; is the temperature tendency, S the static
stability, and w the vertical velocity.

In the absence of Dr, the adiabatic cooling Sw
exactly balances Pr in convective regions by virtue
of convective cancellation. The Fourier components
of Sw, however, do not completely balance those
of Pp, since Pr vanishes in nonconvective regions,
resulting in a non-zero value of the effective static
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stability. In the presence of Dy, on the other hand,
the resonant and nonresonant components have dif-
ferent balances.

For the non-resonant components, T is relatively
small and Sw nearly balances Dr + Pr as

Sw = DT + PT. (52)

It follows that w is nearly in phase with Dr + Pr,
while T can also be nearly in phase with Dy + Pr.

For the resonant components, in contrast, temper-
ature tendency (7;) and (Sw — Pr) have relatively
large values and nearly cancel each other to balance
the relatively small value of Dr as

Tt + (Sw - PT) = DT- (53)

It turns out (Hayashi 1976) that Dr is nearly in
quadrature with (Sw — Pr). Since Sw and Pr are
nearly in phase, Dr is also nearly in quadrature with
w for the resonant components. The phase relations
between the resonant Fourier components of D, Pr,
and W are schematically illustrated in Fig. 9b.

The quadrature-phase relationship between w and
D7 has been considered a defect in the conventional
random thermal-forcing theory, since only Dt is
interpreted as thermal forcing and Py is ignored.
However, w is nearly in phase with D7 + Pr, even
for the resonant components, since Pr is nearly in
phase with w and dominates D, as expected from
the heat balance (5.3) for the resonant components.

Itoh (1977) and Horinouchi and Yoden (1996)
pointed out that localized vertical velocity, consist-
ing of both resonant and nonresonant components,
occurs near the localized heating (see Fig. 9a). In
other words, the local vertical velocity can be lo-
cally non-resonant to local heating. Nevertheless,
the resonant non-local Fourier components still have
an unrealistic phase relation.

The linear response of equatorial waves to ex-
ternally prescribed thermal forcing was examined
by Manzini and Hamilton (1993) and Bergman and
Salby (1994) with the use of numerically simulated
and observed convective heating, respectively. In
terms of MCA, this heating can be interpreted as the
sum of Dy and Pr. On the other hand, Salby and
Hendon (1994) externally imposed random heating
in a linear model with wave-CISK heating to study
the generation of TIOs. The random and wave-
CISK heating are analogous to D and Pr, respec-
tively. When feedback heating is incorporated, ran-
dom thermal-forcing theory will be improved with
respect to the phase relation, vertical wavelength,
and phase velocity of Kelvin and MRG waves.

6. Conclusions and remarks

To theoretically interpret the united mechanisms
for the generation of low- and high-frequency trop-
ical waves, the process of moist convective adjust-
ment (MCA) was conceptually partitioned into two
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consecutive processes of “diagnostic” and “prognos-
tic” adjustments. Diagnostic adjustment intermit-
tently neutralizes, upon saturation, any pre-existing
conditionally unstable stratification, thereby restor-
ing convective equilibrium. Prognostic adjustment
continually neutralizes, during saturation, any pre-
dicted conditionally unstable stratification, thereby
maintaining the restored convective equilibrium. Di-
agnostic adjustment is crucial to the saturation-
triggering (ST) mechanism, while prognostic ad-
justment is crucial to the evaporation-wind feed-
back (EWF) mechanism. The two processes were
then mathematically determined as functions of
the large-scale temperature-moisture field and large-
scale forcing, respectively.

As a step toward a unified theory, EWF in-
stability was examined by the use of a theoreti-
cal Kelvin-wave model that incorporates only the
prognostic-adjustment process in the linearized per-
turbation equation, thereby excluding the ST mech-
anism. It was assumed that the basic state in
the convective layer is conditionally neutral and
saturated as a result of both the diagnostic- and
prognostic-adjustment processes. The prognostic-
adjustment process includes only temperature and
moisture changes due to adiabatic cooling, verti-
cal moisture advection, and evaporation-wind feed-
back. The nonlinear effects of conditional heating
and evaporation wind-feedback were crudely incor-
porated through adjustable values of the “effective
static stability” and the “effective EWF coefficient”,
respectively. The following conclusions were ob-
tained.

1) In the absence of the surface flux of latent and
sensible heat, prognostic-adjustment heating is
exactly canceled by large-scale adiabatic cool-
ing, vertical advection, and vertical diffusion,
resulting in no change in the large-scale tem-
perature in convective regions (i.e., “MCA con-
vective cancellation”).

2) For a plausible choice of the adjustable param-
eters, the resulting vertical eigenmodes include
one strongly unstable mode (Mode I), which
corresponds to the 40-50-day TIO, and two
weakly unstable modes (Modes J and K), which
correspond to the 25-30-day TIO and the 10-
20-day Kelvin wave, respectively.

3) The frequency of Mode I is an increasing func-
tion of the effective evaporation-wind feedback
coeflicient, while those of Modes J and K ex-
hibit little change. The growth rates of the
three eigenmodes are increasing functions of
small values of this coefficient. In the absence of
evaporation-wind feedback, these eigenmodes
become neutral, consistent with the MCA con-
vective cancellation, but in contrast to wave-
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CISK theory.

4) The frequencies of the three eigenmodes are in-
creasing functions of the effective static stabil-
ity. The growth rate of Mode I is a decreasing
function of the effective static stability, while
those of Modes J and K are increasing func-
tions of small effective static stability.

The present results are based on the MCA scheme.
Other schemes, such as those proposed by Gadd and
Keers (1970), Kurihara (1973), Arakawa and Schu-
bert (1974), Emanuel (1991), and Hack (1994) do
not assume a critical value of relative humidity be-
low which parameterized moist convection is sup-
pressed, regardless of stratification. It follows that
the other schemes do not allow the stratification to
become unstable during periods of subcritical rel-
ative humidity and therefore do not allow the ST
mechanism.

The present theory yields three vertical modes
corresponding to the observed and simulated 40-50-
and 25-30-day TIOs and 10-20-day Kelvin wave for
a single choice of the vertical distribution of the ef-
fective static stability. In contrast, wave-CISK the-
ory must choose three different vertical distributions
of the heating parameter to obtain different unstable
vertical modes.

In contrast to the 40-50-day mode, however, the
growth rates of the 25-30- and 10-20-day modes
in the present quasi-linear model are too weak to
explain the results of the control experiments con-
ducted in Part I, using a fully nonlinear model in-
corporating the original scheme of MCA. Accord-
ing to these experiments, both the 40-50- and 25—
30-day TIOs are maintained primarily through the
EWF mechanism, while the 10-20-day Kelvin wave
is maintained primarily through the ST mechanism.
It is then speculated that the 25-30-day mode can
strongly grow through the nonlinear EWF mecha-
nism in a fully nonlinear model, while the 10-20-day
mode can strongly amplify through the ST mecha-
nism in a model that fully incorporates diagnostic-
and prognostic-adjustment processes.

To examine the above speculations, the control
experiments conducted in Part I have been extended
to study the full nonlinear effects of conditional
heating and evaporation-wind feedback. As will
be reported in a subsequent paper, it was found
that conditional heating decreases the periods of the
TIOs and suppresses high-wavenumber components,
consistent with the results of the present quasi-linear
EWF theory. Conditional heating also enhances the
25-30-day TIO, consistent with the present specula-
tion. It was also found that stronger basic easterlies
in the evaporation scheme result in shorter period
TIOs, consistent with the present results.

The present quasi-linear model with prognostic
adjustment should be improved by incorporating
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many vertical levels with realistic stratification, lat-
itudinal dependence, the earth’s rotation, and a
boundary layer. The fully nonlinear effects of condi-
tional heating, evaporation-wind feedback, and ad-
vection should also be incorporated, with the zonal
mean state in the convective layer relaxed toward
conditionally neutral and saturated values.

It was proposed in Section 5 that gravity waves,
cloud clusters, and superclusters are generated
through the “non-resonant” ST mechanism, while
Kelvin and MRG waves are resonantly amplified
through the “resonant” ST mechanism. The former
mechanism should be studied by the use of the origi-
nal MCA scheme that incorporates both diagnostic-
and prognostic-adjustment processes. The lat-
ter mechanism can be studied by replacing the
diagnostic-adjustment scheme in the perturbation
equations with random forcing.
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Appendix A
List of Symbols

t  time
x zonal coordinate
z vertical log-pressure coordinate

zr height of the convective layer

¢ geopotential

D pressure

p density

u eastward velocity

v northward velocity

w upward velocity in log-pressure coordi-
nates

T,q,H temperature, specific humidity, and

temperature-moisture vector

h moist static energy

Q7,Q4,Q, heating, moistening, and heating-
moistening vector, due to convective

adjustment

Y. Hayashi and D.G. Golder 793
Dr,D,,D, same as in the above, except due to

diagnostic adjustment
Pr,P,,P, same as in the above, except due to

prognostic adjustment
r,F,,F same as in the above, except not due

to convective adjustment

Vr,V, vertical diffusion of static energy and

moisture
E surface evaporation
C, specific heat of air at constant pressure

L latent heat of condensation per unit
mass of water vapor

R gas constant for dry air

H scale-height constant in the log-

pressure coordinate system

~ temperature-derivative of saturated
specific humidity

¢ heating-amplitude reduction factor
due to conditional heating

St static stability

@)
Q

vertical gradient of specific humidity

Ll

effective static stability

2

buoyancy frequency

&

effective evaporation-wind feedback
coefficient

() vertical mass-average
(") average over time increment At

(") temporarily predicted value without
adjustment

() basic state
() deviation from the basic state
()* saturated value

o complex frequency

k zonal wavenumber

Appendix B
Determination of the Partitioned Scheme

a. The prognostic adjustment

The heating P7 and moistening 1:-’(1 due to prog-
nostic adjustment presented in Section 2 are deter-
mined by the set of Egs. (2.9a)-(2.9b) in which Q,
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and H(t) are replaced by P, and H,(t), respec-
tively. The replaced equations in differential form
are given by

oT,
p-—éi_—‘ = FT+PT, (Bla)

94,
L 5 Fy+ Py, (B1b)

o
5;;(CPT“ + Lgy + ¢o) =0, (Blc)
e = ¢ (T,p) at T =Ty, (B1d)
and

(Pr+Py) =0 (Ble)

Equation (Blc), when employing the hydrostatic ap-
proximation, yields

R
—I:I—Ta =0.

On the other hand, differentiating (B1d) with re-
spect to time gives

0q, oT,

8
5, (CoTa + Laa) + (B2)

LE =7 P58 (B3a)
Here, 7 is defined by
L og* =
= & o 4 T=T0) (B3b)

where T(2) is the basic adjusted temperature pre-
scribed as a function of z. Differentiating (B2) with
respect to time results in

0 oT, oty
5 [Cp(1+ Y) 5t ] + — (W) =0,
where use has been made of (B3a).

Eliminating Pr and P, from (Ble) by the use of
(Bla), (B1b), and (B3a) yields

(B4)

o1+ T = (Fr + By,

(B5)

The tendencies %ﬂ and —q— can be determined by
solving the first-order dlfferentlal equation (B4) with

respect to z, under the constraint given in (B5) as

o, _ 1 =)

POt 1+4 (e(_z)><FT+Fq>7 (B6a)
and
00 _ v e(=2)
LE T 144 <e(_z)><FT+Fq>, (B6b)
where
e(z) = exp [/C ) } (Béc)

The desired Pr and P, are then determined by
(Bla) and (B1b) as
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Pr= cp%_f _ Fr, (BTa)
and
p,=1%% _F (B7b)
ot v
T, 6qa

are explicitly given by (B6a) and

where %32 and
(B6b), respectlvely

b. The diagnostic adjustment

Similarly, the heating Dy and moistening D, due
to diagnostic adjustment are determined by the set
of equations (2.9a)—(2.9d), in which Q,, H,(t+At),
and H (t+At) are replaced by D,, H,(t), and H(?),
respectively. Eliminating Dy and Dy, the replaced
equations are reduced to

R oh

261+ )@~ T+ (T~ T) = = (BSa)

L(ga — q) = vCp(Ta — 1), (B8b)
and

(14 )(T ~T) =0, (Bsc)

where ¢ is saturated at the onset of diagnostic ad-
justment, while T, — T is assumed to be sufficiently
small for the approximate moisture-temperature re-
lation (B8b) to be valid.

Solving the first-order differential equation (B8a)
under the constraint (B8c) yields

o=2) 4
ey e e

where e(2) has been defined by (B6c), and h. defined

z) = e(—z)/ %ge(z)dz

The desired Dr and D, are then obtained by use of
(2.12a) as

(1+MCp(Te —T) = (B9a)

(B9b)

DrAt = (B10a)

5 et e
e(-2)

D“At:i‘ - [ecga -

(B10b)

Appendix C
Finite-Difference Equations

The finite-difference equations for (3.6a) and
(3.6b) (see Fig. 5) are written as
M{wz + wy)/2 — 2wy + Sqwy = 0, (Cla)
M(wg + w3)/2 + (w3 + wy)/2 — 2ws] + Szwy =0,
(Clb)
A(wy +w2)/2 + (we + w3)/2 — 2w,

+Sows + 1Aw; = 0, ((310)
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and

)\[(wl + 'LUQ)/Q - 2?[11] + Siws

where
o \2
A=—] . )
(hAz) (Cle)
Here, A; and Ag are defined as
1 A R
A = A = —— € [— P
PR Ty kA H (C2a)
where

The eigenvalues A\ are determined such that the
determinant of the above linear algebraic equations
becomes zero, written as

By + B3\ + By)\2 + By + By = 0, (C3a)
where
By, =8, (C3b)
B3 = —(751 -+ 1552 + 15S3 -+ 754) - 5i1427 (C3C)
By = 105153 + 125,53 + 65,54 + 185555
+125584 + 10835, +1A2(6S3 + 454), (C3d)
By = —(12515,53 + 85,555, + 85,555,
+12SQS354) — 41 A5 5354, (CSe)
and
By = 851555385,. (C3f)
Here,
S1=(1-¢)S: +idy, (C4a)
Sy =(1- E)?Q, (C4b)
S; = §37 <C4C)
and
Sy =54 (C4d)
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