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Coupled effects of vertical mixing and benthic grazing 
on phytoplankton populations in shallow, turbid estuaries 
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ABSI'KACI' 
Coastal ocean waters tend to have very different patterns of phytoplankton biomass 

variability from the open ocean, and the connections between physical variability and 
phytoplankton bloom dynamics are less well established for these shallow systems. Predictions 
of biological responses to physical variability in these environments is inherently difficult 
because the recurrent seasonal patterns of mixing are complicatcd by aperiodic fluctuations in 
river discharge and the high-frequency components of tidal variability. We might expect, then, 
less predictable and more complex bloom dynamics in these shallow coastal systems compared 
with the open ocean. Given this complex and dynamic physical enviro~ment ,  can we develop a 
quantitative framework to define the physical regimes necessary for bloom inception, and can 
we identify the importani mechanisms of physical-biological coupling that lead to the initiation 
and termination of blooms in estuaries and shallow coastal waters? Numerical modeling 
provides one approach to address thesc questions. Here we present results of simulation 
experiments with a refined version of Cloern's (1991) model in which mixing processes are 
treated morc realistically to reflect the dynamic nature of turbulence generation in estuaries. 
We investigated several simple models for the turbulent mixing coeflicient. We found that the 
addition of diurnal tidal variation to Cloern's model greatly reduces biomass growth indicating 
that variations of mixing on the time scale of hours are crucial. Furthermore, we found that for 
conditions representative of South San Francisco Bay. numerical simulations only allowed for 
bloom development when the water column was stratified and when minimal mixing was 
prescribed in the upper layer. Stratification, however, itself is not suficient to ensure that a 
bloom will develop: minimal wind stirring is a further prerequisite to bloom development in 
shallow turbid estuaries with abundant populations of benthic suspension feeders. 

1. Introduction 

Phytoplankton populat ions a r e  dynamic; t h e  p rominent  annua l  fea ture  of  biomass 

change  in the  o p e n  ocean  is t h e  spring bloom, which h a s  b e e n  a focus of  research 
s ince t h e  beginnings of biological oceanography.  Phytoplankton blooms occur  w h e n  

t h e  ra te  of pr imary product ion temporari ly  exceeds t h e  cumulative rates  of all 
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biomass losses; hence, they are departures from population 'quasi-equilibrium' 
(Evans and Parslow, 1985). A rich hlstory of observation and theory has established 
firmly the physical basis for oceanic spring blooms. which accompany seasonal 
changes in the depth of the upper nilxed layer. Following earlier works by Gran and 
Braarud (1935), Riley (1942), and Sverdrup (1953), Platt et al. (1991) conclude that: 
"Incipient stabilization of the water column by surface heating can then be seen as 
the fundamental process that promotes the rapid growth of phytoplankton that leads 
to the incidence of a bloom." Rapid population growth at bloom inception is a direct 
result of the increased light exposure to algal cells in the upper mixed layer once the 
seasonal thermocline develops. For the deep ocean, numerical models describe well 
the spatial and temporal evolution of the spring bloom (e.g. In the North Atlantic; 
Wroblewski, 1989), and a quantitative framework exists to define the physical regime 
necessary for bloom inception (Platt et al., 1991). 

Shallow shelf waters and estuaries have very different physical regimes from the 
open ocean, and the connections between phywal variabllity and phytoplankton 
bloom dynamics are less well established for these systems. Furthermore, the coastal 
ocean waters tend to have very different patterns of phytoplankton biomass variabil- 
ity. For example, winter blooms of diatoms (Hitchcock and Smayda, 1977) or 
dinoflagellates (Sellner et al., 1991) are recurrent seasonal events in some estuaries. 
Large, episodic blooms dominated by onc or several taxa, including toxic species. are 
global occurrences in coastal waters (Smayda, 1989). Finally, seasonal fluctuations in 
phytoplankton biomass can be difficult to resolve in coastal waters where high- 
frequency variabllity is observed over per~ods of hourc (bortler and Legendre, 1979) 
to days (Sinclair et a]., 1981). I'hese varied patterns of phytoplankton biomass 
fluctuation mlght result, in part, from the unique physical regime of coastal ecosys- 
tems where (1) the water depth is shallow, and (2) the physical and chemical 
environments are strongly influenced by river runoff. Eor cxample, Simpson et al. 
(1990; 1991) have explored the corrlplex nature of vertlcal mixing in coastal regions 
under freshwater influence, where density structure is highly dynamic and controlled 
by the balance between buoyancy inputs from surface heating plus freshwater and 
stirring from tidal plus wind stresses. Predictions of biological responses to physical 
variabllity in these envlrorlrnents are mherently difficult because the recurrent 
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diwharge and the high-frequency components of tldal variability (Simpson et al., 
1991). We m~ght  expect, then, less prcdlctable and mure ccmyiex bloom ciy~larrucs In 

these shallow coastal systems compared with the open ocean. 
O t h e ~  dist~nctions between the physical regimes of the deep and coastal ocean 

directly influence the observed differences in phytoplankton dynamlcs in the coastal 
systems. Shallow coastal waters have high concentrations of suspended particulate 
matter (SPM) that or~ginate from wmd-wave or tidal resuspension of bed sediments 
as well as riverine inputs of terrigenous SPM. Consequently, coastal ecosystems are 
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characterized by large spatial variability of turbidity (e.g. Gieskes and Kraay, 1975) 
and temporal variability from hours to seasons (e.g. Cloern et al., 1989). Light 
attenuation by SPM acts as a major control on phytoplankton photosynthesis (and 
population growth rate) in shallow marine systems (e.g., Colijn, 1982), so much of the 
spatial and temporal variability of phytoplankton primary production is associated 
with variability in SPM concentration (Cloern, 1987). However, nutrient availability 
is relatively high in coastal waters because of terrigenous inputs (e.g. Malone, 1992) 
as well as rapid rates of recycling, both in the water column and benthos (Nixon, 
1981; Kemp and Boynton, 1984). Finally, the benthos can act as an important sink for 
phytoplankton biomass through consumption by macrofaunal suspension feeders. 
Much of the primary production in some shallow marine systems is apparently 
consumed by the benthos (e.g. Cloern, 1982), and this process of benthic-pelagic 
coupling can be a control mechanism of phytoplankton population variability in 
estuaries. 

Given this complex and dynamic physical environment, can we develop a quantita- 
tive framework to define the physical regimes necessary for bloom inception, and can 
we identify the important mechanisms of physical-biological coupling that lead to the 
initiation and termination of blooms in estuaries and shallow coastal waters? 
Numerical modeling provides one approach to address these questions. For example, 
Cloern (1991) used simulation experiments with a simple 1-D vertical model to 
suggest how phytoplankton bloom dynamics in shallow estuaries, such as South San 
Francisco Bay, might be controlled by daily fluctuations in the intensity of tidal 
stirring. (Cloern used a sinusoidal variation over a period of 14 days as a first-order 
approximation to the spring-neap tidal cycle, hereafter referred to as M,,.) However, 
that model incorporated a rudimentary treatment of the complex mixing processes in 
estuaries and did not include, for example, vertical variability in turbulent mixing 
intensity, effects of density stratification, wind stirring, or high-frequency compo- 
nents of variability associated with the semidiurnal (M2) tides. Here we present 
results of simulation experiments with a refined version of Cloern's (1991) model in 
which mixing processes are treated more realistically to reflect the dynamic nature of 
turbulence generation in estuaries. These differences are described more fully in 
Section 3. The numerical experiments described here were motivated by three 
specific questions: 

Q1: In shallow coastal systems, what conrbinations uf coupled physical-biological 
processes are necessary for phytoplankton biomass increase--i.e., can we make generali- 
zations about the sets of conditions that are necessary for bloom initiation? What are the 
controlling parumeters? 

Q2: Are simulation results findamentally different when turbulent mixing is treated as 
a spatially-variable process that reflects (a) the importance of both tidal stress ut the bed 
and wind stress at the surjiace, and (b) effects of salinity (density) strut$cation on the 
vertical distribution of turbulence? 
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Table 1. Description of variables. 

Name Value Units 

m 
d 
mg m-3 
d- '  
m2 d-I 
m" m-2 d-I 

m d-I 
m 

d-' 
Einst. m-2 d-' 
Einst. m-2 d-' 
m-I 
mg C mg-I ehl a d-' 

mg C mg-I chl a d-I 

Description 

Depth 
Time 
Phytoplankton biomass (chl a )  
Phytoplankton growth rate 
Turbulent mixing coefficient 
Benthic grazing rate 
Phytoplankton sinking rate 
Water column height 
Phytoplankton respiration rate as 

percentage of Pmax 
Zooplankton grazing rate 
Solar radiation 
Mean daily incident solar radiation 
Light attenuation eoeficient 
Biomass-specific rate of photo- 

synthesis 
Light-saturation rate of photo- 

synthesis 
Average flow velocity 

Q3: Are simulation results sensitive to the frequencies ofphysical variability included in 
coupled physical-biological models? In particular, Cloem (1991), Winter et al. (1975), 
and others have specijied a mean daily rate of vertical mixing. However, the rate of 
turbulent mixing is a continuous function of time; is the high-frequency (Mz) variability In 
mixing intensity critical to the details of bloom evolution? 

We begin with a scaling analysis of the model used by Cloern to address Question 
1. Then we present refinements of the constructs used to simulate vertical mixing, 
and use results from this more realistic numerical model to address Questions 2 and 
3. Our emphasis here is on spatial and high-frequency variability in mixing processes; 
short-term fluctuations in biological processes (e.g. photosynthetic efficiency) may 
also be important (e.g. Fortier and Legendre, 1979). 

2. Nondimensional analysis of the simple 1-d model 

a. The general model. As presented in Cloern (1991), phytoplankton biomass mea- 
sured as chlorophyll a is modeled by a one-dimensional advcction-diffusion equation. 
The model includes biomass production, losses to respiration and zooplankton 
grazing in the water column and benthic grazing at the bed, and transport (vertical 
only) due to sinking and turbulent mixing (referred to as eddy diffusivity in Cloern, 
1991) in the water column. With the variables described in Table 1, the governing 
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equation relating the variation of phytoplankton biomass B is 

where dIdz(wJ3) is the gradient of the adveclive flux of biomass due to sinking, 
d/dz(K (dR1dz) is the gradient of the diffusive transport due to turbulent mixing, and 
k,,, is the net biomass-specific rate of population growth including losses to respira- 
tion and zooplankton grazing (G), 

We consider a water column of 10 m depth in which the net compensation depth, the 
depth at which p.,,,, = O, is 3 m (a condition typical of South San Francisco Bay in 
spring). Thus the top 3 m of the water column is a net source of biomass, and the 
bottom 7 m are a net sink. At the surface there is a no flux boundary condition 

and at the bottom boundary the flux of biomass due to sinking and mixing equals the 
flux due to benthic grazing parameterized as a community filtration rate a 

In the model, the phytoplankton sinking rate, w,, and the benthic grazing rate. a, 
are constants. and, as explained below, we investigated a range of values of both w, 
and a. For spring conditions in South San Francisco Bay, Cloern (1991) specified a 
sinking rate of 0.5 m d-I and a benthic grazing rate of 8 mi m-2 d-I. 

b. l h e  phytoplankton production model. 'Ihe phytoplankton production model is 
based on the photosynthesis-irradiance equation of Jassby and PIatt (1976). The 
growth rate p. is computed as a function of depth from the productivity P described 
by: 

P(z, t) = P,,,{tanh [aI(z)] - r,) ,  ( 5  

where a = 0.1 defines photosynthetic efficiency at low irradiance, r ,  = 0.05 is the 
respiration loss rate (5% of the maximum rate of photosynthesis), and all other 
variables (following Cloern, 1991) are defined in l'able 1. 

The depth-distribution of photosynthetically-active solar irradiance, I(z), is calcu- 
lated from 

I(z) - l ( 0 )  exp [ - (k I- kJ (1, t))z], 
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APTP 'I(()) I E  nipan ;lai!v ~ n r ~ d e n t  cohr radiqtmn: k 1s the mean I~_phi attrnllatlon 
coefficient from abiotic sources of light absorption and scattering; k, is the compo- 
nent of light attenuation from phytoplankton biomass taken as 0.016 m2 mg-' 
chlorophyll a (Bannister, 1974), and B(1 ,  t )  is the bioniass at a depth of 1 m. 

Finally. the specific growth rate can be determined from productivity by assuming 
that the ratio 0 of phytoplankton cellular carbon to chlorophyll a is a constant equal 
to 50 (Wienke and Cloern, 1987) from 

Values for all parameters were chosen to represent spring conditions in South San 
Francisco Bay (Cole and Cloern 1984; 1987). 1 he simulations began with a uniform 
biomass distribution, B(z, t = 0 )  = BO, where Bo is a constant. As explained in Section 
2d, the governing equations do not depend on the value of B,,; the results simply scale 
according to the Initial biomacs distribution. Thus, it is convcnicnt to choose B,, - 
1.0 mg m-' chlorophyll a .  I'he baseline level of mean chlorophyll a observed in South 
San Francisco Bay is about 2.0-3.0 mg m-?. 

c. Scaling. '1'0 understand the roles of the various source and physical transport 
terms in the problem, we performed a fractional analysis (e.g., Lyne, 1983) to identify 
the important parameter ratios. For this part of the anaiysis we assume that the 
sinking rate w, and the benthic grazing rate a are constant. We define the nondimen- 
sional parameters B *(z, t ) ,  zi ' ,  t* ,  K "(2, t ) ,  and p:&, t )  by 

z = Hz* ( 10) 

B,,, T, H.  E, L,; are constants: B,, is the initial depth-averaged biomass, H i s  the depth 
of the water column, E is a characteristic value of the turbulent mixing. pnet is the 
depth-averaged rate of phytoplankton growth at t = 0, 

and we choose T to be the time scale of phytoplankton production, 
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The other nondimensional time scales of Eqs. (I), (3), and (4) are those of 
phytoplankton diffusion, sinking, and grazing respectively: 

T ~ , ~ ~  is the approximate time it takes for the turbulence in the water column 
(characterized by K) to mix the biomass over the water column of depth H; T~,", is the 
approximate time that it would take a phytoplankton cell to sink at a rate w , over the 
depth H; and T,,,,, is the approximate time it would take to deplete a water column of 
depth H of biomass if benthic consumption were occurring at rate a. 

Substituting the relations (8)-(12) and (14) into Eqs. (I), (3) and (4) yields the 
nondimensional form of the governing equations: 

dB * -- - F ; ~ , B *  + ( 7 E ) - a ( K * - p  a ~ * )  - ( -- W ,  )dB* 
at* p.nelH2 G H  az* 

Eqs. (18) through (20) do not include the initial depth-averaged biomass B,,, which 
cancels out. Hence, the behavior of the system does not depend on the magnitude of 
the initial biomass. Eqs. (18) through (20) show that the solution depends on three 
nondi~nensional parameters 

which are the ratios of the time scales of production:diffusion, productiominking, 
and production:grazing, respectively. 

The above analysis identifies three important time scales (and time scale ratios) in 
our formulation of the problem. Wc have implicitly assumed that the physiological 
time scales are much longer than the physical time scales, i.e., physiological changes 
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occur slowly compared to physical changes, and we have ignored them in our analysis 
(we discuss this assumption in Section 5 ) .  By comparing the ratios of the physical 
time scales we can determine under %hat general conditions phytoplankton biomass 
is likely to increase (bloom) and under what conditions it will decrease (decay). For 
example, if K '  is large (diffusion time scale shorter than the production time scale) a 
surface bloom is unlikely because the phytoplankton will be mixed over the water 
column depth in a much shorter time than it can be produced in the euphotic zone, 
thereby enhancing the losses to aphotic zone respiration and benthic grazing. 
Similarly, if a' is large (grazing time scale much shorter than the production time 
scale) a bloom is unlikely because grazing at the bed would occur much faster than 
phytoplankton production, thereby minimizing phytoplankton biomass at the bottom 
boundary. 

We can formalize this analysis and illustrate it analytically by integrating equation 
(18) over depth and time. Letting ~ ( t * )  be the nondimensional depth-averaged 
biomass at time t*, 

and using boundary conditions (19) and (20), integration over depth of Eq. (18) 
yields an evolution equation for the nondimensional depth-integrated biomass: 

where B * and k;,, are functions of t"  and z*, and B is a function oft*. If the rate of 
phytoplankton mixing is rapid compared to its production and sinking rates (i.e. if 
' T ~ , ~  << T~~~~ and T,,,~),  then the biomass will be essentially uniformly distributed in 
depth. l'his means that B*(1, t h )  = B *(z*, t*) = ~ ( t " ) ,  so using 

Eq. (25) simplifies to 

~ ( t " )  = ~ ( t *  - 0) exp [ ( I  - a1)t*]. (26) 

Eq. (26) shows that given the assumption of rapid mixing, whenever benthic grazing 
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is weak ( T ~ ~ ~ ~ ~  > T ~ ~ ~ ~ ;  a' < I )  then the depth averaged bionlass increases exponen- 
tially, i.e. a bloom can occur. If, however, the grazing is rapid (T,,,,, < T ~ ~ ~ ~ ;  a' > 1) 
then B decreases exponentially, i.e. a bloom is not possible. Therefore, in water 
columns actively mixed by turbulence, a bloom can only occur if the bcnthic grazing 
pressure is relatively weak. 

If, however, mixing is slow, then gradients in concentration induced near the bed 
by benthic grazing will not be mixed out and a concentration boundary layer will form 
so that B *(zX = 1) < B, and 

Hence, the critical value of benthic grazing rate required to suppress biomass 
increase in slower mixing conditions is larger than that in rapid mixing conditions. 
This means that blooms are more likely to occur in water columns where mixing is 
less vigorous or, if thc water column is stratified, above the parts of the water column 
where the stratification suppresses the mixing (see Section 3a). In addition, this 
analysis shows that hydrodynamic processes can directly affect the strength of 
benthic-pelagic coupling, and it illustrates the importance of the time variance in the 
mixing model. These issues will be discussed in more detail in Section 3. 

d. ?he  numerical model. The numerical model uses the Crank-Nicolson finite 
difference method to discretize the governing equations (I), (3), and (4). Because 
these equations are in conservative form, the numerical solution is effectively a finite 
volume scheme. l h i s  method is appropriate because the diffusion term in equation 
(1) generally dominates the transport for the range of parameters used here. 'This 
scheme is second order accurate in time and space, and it does not introduce 
numerical diffusion. However, the solution scheme is extremely sensitive to very low 
values of the turbulent mixing coefficient K. 'l'hus, the case of K = 0 is not permitted 
in our turbulent mixing models, and we add the factor K,,, taken to be 0.1 m'd-', to 
our computed K in Eq. (28) (see Section 3c). 

The Crank-Nicolson scheme involves central difTerences in the spatial coordinate, 
so the top and bottom boundaries require special trcatment. To model the boundary 
conditions in a consistent and grid-independent fashion, we used phantom points 
above and below the upper and lower boundaries, respectively. We performed 
extensive numerical experiments to validate the discretization and grid indepen- 
dence of the numerical scheme as well as to confirm the mass conservation properties 
of the scheme. 

The spatial discretization step used in all these simulations was 0.05 m, and the 
time step used was 0.0005 days. Based on the sinking velocity, w,, the Courant 
number for these simulations varies from 0.005 to 0.03. T~he Crank-Nicolson scheme 
does not havc a Courant number limitation for stability, but a very small time step 



Journal of Marine Research 

Spatial Distributions of the Turbulent Mixing Coefficient, K 

Figure 1. Schematic showing vertical distributions of the turbulent mixing coefficient K: (a) 
uniforin distribution, (b) parabolic distribution, (c) parabolic with stratification function. 
and (d) parabolic with stratification and zero upper layer mixing. 

was used to preserve the max-min property of the solution (see Greenspan and 
Casulli, 1988) especially in regions where the turbulent diffusivity is small and bq.  ( 1 )  
becomes more hyperbolic in nature. 

e. Nutnencal a~vestigutlon of the nond~menslonal equations. To quantitatively investi- 
gate the relative effects of mixing and grazing on phytoplankton dynamics, we ran 
numerical tests with a range of values for the diflusion and grazing parameters of 
bqs. (27) and (29), with several values of w,, and with K constant in time and uniform 
in space (see Fig. la). I'hese numerical tests show that regardless of the values of a' 
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Behavior of Depth-Integrated Biomass 
Sinking Rate ws' = 0 .37  

0.1 
0.1 1 10  100 

a' 
benth~c granng rate Increases 

Figure 2. Behavior of depth-integrated biomass as a function of turbulent diffusivity and 
grazing strength at a fixed value of sinking rate. All variables are non-dimensionalized 
according to Eqs. (21) to (23). and turbulent diffusivity distribution is uniform (Fig. la). 
Curve is dividing line between the growth and decay regions. 

and K '  (but with K constant), after a possible initial transient (over less than one 
day), the integrated biomass B either increases or  decreases monotonically. 

Recall that our scaling arguments show that with the assumption of rapid mixing 
(K'  >> 1) then if a' < 1 the depth averaged biomass B increases exponentially, 
indicating a bloom. If, however, grazing is rapid ( a '  > 1) then  decreases exponen- 
tially, indicating a decay. I he  coupled effects of vertical mixing and benthic grazing 
are  i l lus~rated in Figure 2 which summarizes the results of our numerical simulations, 
and in particular the behavior of B for a range of points in the a ' -K '  plane for the  
case of w :  = .37 ( w ,  - .5 m d-I). 'l'he figure shows a separation of the a ' -K '  plane 
into distinct reglons of biomass increase o r  decrease corresponding to the conditions 
defined by the scaling analysis. For example, when K t  is 7.4 (corresponds in bq. 21 to 
a character~stic value of turbulent diRusivity of E = 100 m2 d-I), biomass will increase 
only when a' is less than 1.1, (a  < 1.5 mi  m-2 d-I), and it will decay whenever a' is 
greater than 1.5, ( a  > 2.0 mi m-2 d-I). For a' as low as 0.7 ( a  - -  1.0 m3 m-' d-I), a 
value of K '  = 37 (E - 500 m2 d-l) still results in a biomass increase. However, when 
a' is very large then the only way a bloom can form is if values of K '  are very small, i.e. 
mixing is very slow. For example, when a' is as high ac 22.2 (a  = 30 mi m-' d-I), the 
biomass decays even with K '  as low as 1.5 (E = 20 m2 d-'). Although these results are 
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Behavior of Depth-Integrated Biomass 
Plotted for different values of ws' 

i growth region 

1 a' 10 100 
benth~c grazing rate increases B- 

Figure 3. Behavior of depth-integrated biomass as a function of turbulent dilTusivity and 
grazing strength for various values of sinking rate. All variables are non-dimensionalized 
according to Eqs. (21) to (23) and turbulent diffusivity distribution is uniform (Fig. la). The 
curves are the dividing lines between the growth and decay regions for each w: .  In the case 
of w: = 2.2 (+) the growth region lies to the left of the curve. 

for a highly simplified model of K, they indicate the type of behavior to expect from 
more complex turbulent mixing models. 

The above results were all for a constant sinking rate w, of .5 m d-I. For 
comparison the results for four other sinking rates (1, 1.5,2, and 3 m d-I, correspond- 
ing to w: of 0.74, 1.1, 1.48, and 2.2 rcspectively) are shown in Figure 3. For increasing 
values of w; up to 1.48 the plot shows that for a given a' (a '  > 3) a progressively 
smaller K '  is required to produce a biomass decay. Biomass increase can occur over a 
wide rangc of a' as long as K '  is small. At w :  of 2.2, however, the bchavior is 
completely different and the results show that the growth region in the a' -K'  domain 
is greatly reduced. This mean5 that for sinking rates greater than 3 m d-I, the only 
way for biomass to increase is under conditions of very mild mixing and very small 
benthic grazing. 

Results in Figure 3 confirm that benthic grazing, vertical mixing, and sinking are all 
important in determining the sign of phytoplankton bioma5s change in shallow 
marine systems. I he coupled effects of the three processes can be expressed as maps 
in a'-K'-w: space that define the separate regions of potential biomass increase and 
biomass decrease. 
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3. Steps toward physical realism 

Cloern's model results demonstrated iliat phytoplankton population fluctuations 
can be sensitive to fluctuations in vertical mixing at the time scale of days (e.g., over 
spring-neap, M,, cycle). However, the model did not incorporate spatial variability in 
K, the effects of density stratification and wind stirring, or the higher frequency 
components of variability associated with the semidiurnal (M2) tides. Here we follow 
the results from Section 2 and describe an approach in which the spatial and 
temporal variability of turbulent mixing can be included in a more realistic model of 
coupled mixing, production, and grazing processes. 

a. Vertical variation o j  K-- a slmple model. Turbulence in estuarine water columns is 
generated primarily by shear stresses at the surface by the wind and at the bottom by 
the tidal currents (Simpson et al., 1990; 1991). In simple transport models, such as the 
one described here, the effect of the turbulence on mixing is typically parameterized 
by an eddy diffusivity (turbulent mixing coeKicient), K. Following the arguments of 
Taylor (1954), the eddy diffusivity is characterized by a turbulent velocity scale and a 
length scale. In estuaries these parameters are typically the shear velocity u* and the 
depth of the estuary H. 

When there is only one primary source of turbulence, the vertical distribution of K 
is parabolic in shape with a maximum at mid-depth. For example, we can derive the 
vertical mixing coefficient for estuarine or riverine flow from the fluid velocity profile 
(Fischer et al., 1979). Using the logarithmic law velocity profile, the vertical mixing 
coefficient for both momentum and mass transport becomes 

where K = 0.4 is the von Karman constant and u ,  is the shear velocity. The shear 
velocity is defined as u * = tid,u,,,, where Cd is the drag coefficient at the bottom (we 
use Cd .-- .0015), and u,,, is a velocity representative of the tidally induced free- 
stream velocity. 

With both sources of turbulence, the distribution of K is likely to be given by a 
superposition of two parabolic distributions and will, therefore, be similar in shape 
but with higher values (see big. lb). The parabolic distribution is not unique to the 
model formulation we have used for K in this paper; the same distribution is obtained 
using a Mellor-Yamada turbulence model (see Blumberg et al., 1992). 

7 he parabolic distribution is significant from a biological point of view because the 
peak turbulent diffusivity occurs at mid-depth in an unstratified water column, and 
this peak is 1.5 times greater than the depth-averaged diffusivity. Furthermore, in the 
region5 of maximum biological productivity (upper 1 or 2 m in South San I-rancisco 
Bay) and in the regions near the bed where the benthic grazing pressure is a 
maximum, the turbulent diffusivity is relatively small. 
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b. Effects of strutification. When stratification (gradient zone or pycnocline) is 
present, the buoyancy force constrains the turbulent eddies, reduces the intensity of 
the turbulence, and thereby reduces the eddy diffusivity (see, for example, Rodi? 
1987; Holt et al., 1992). l'his effect is local, and the effect of the buoyancy diminishes 
with distance from the stratified region. For example, in a 10 m water column with 
stratification (due to salinity or temperature variation) at around 3 or 4 m from the 
surface, one expects the peak turbulent diffusivity generated by the bottom shear 
stresses at about 5 m. Although this pcak diRusivity is close in value to that at a 
corresponding point in a similar, unstratified, column the diffusivities above the 
stratification will be close to molecular values. 'T'he resulting turbulent diffusivity 
distribution has biological relevance because the region of maximum production 
(euphotic zone) now lies in the zone of minimal mixing. 

Ideally, one would solve for the turbulent diffusivities using a time-dependent 
hydrodynamic simulation of the physical system (e.g., that of Blumberg et al., 1992). 
'I'ypically: such a si~iluIation involves a turbulent closure model and. thereby, an 
equation for the turbulent diffusivity as a function of the flow parameters including 
stratification. It is necessary to solve the time-dependent problem because not only 
are the flow parameters time-dependent in a estuary, but the mixing action of the 
turbulence tends to modify the strength of the pycnocline as well as its location. 

Because we wished to focus on the transport issues first we chose the more direct 
and simpler approach of modelling (rather than solving for) the turbulent difiusivity 
using Eq. (27). and representing the effects of stratification in the "ad-hoc" manner 
depicted in Figure 1. As shown in Figure lc we impose a local minimum onto the K 
profile by multiplying the K(z) function (27) by a stratification function 

where z is the local depth, w is the depth of the water colun~n affected by the 
stratification (region of imposed density gradlent), and d is the depth from the water 
surface at whlch the stratification effect i5 centered. 'I he distribution shown In 
Flgure lc, therefore, represents a water column where there 1s stirring from both the 
wlnd at the surface and the tidal currents at the bottom, and where stratification 
reduces the diffuwlty over some region of tile water column. 

We can further modily this distribution to model the effects of "no wilrd." In thls 
case the only stlrring comes from the bottom \tresses, the turbulence will be 
destroycd by buoyancy in the reglon of the stratificat~on, and there will be effectively 
no turbulence above the stratified region. We model this effect by setting the 
turbulent diffus~\~ty to zero (actually KO, see Sectlon 2d) at depth d and above 
(Flg. Id). 

c. Tenzporal variability of K. 'l'he semidiurnal (M2) tide can generate bottom shear 
stresses which are comparable in magnitude to the peak spring tide stresses but at a 
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time scale of hours rather than days. Thus, there are repeated periods of intense 
mixing on a daily basis which are extremely important to the dynamics of stratifica- 
tion breakdown and, thereby, phytoplankton population dynamics. In order to treat 
both the M,, and M, variation we define the general form of the turbulent mixing 
coeficient model as 

where 

U(t) - u,,, Sin (g)(l t 0.5 Sin (:)I (M2 and M.,,), or 

- u,,,(l + 0.5 Sin (z]] (M,, only), 

SHAPE(z) -. - 1 - - (parabolic K) ,  or ilii ;I 
= 1 (uniform K); 

where K,, is a small value included for the numerical solution scheme (so that K(z, t )  
is never equal to zero) (see Section 2b). The magnitude of U(t) using the above 
formulation is consistent with values published for South San Erancisco Bay (see 
Waltersetal., 1985). 

Finally. to simulate the breakdown of stratification, wc specify the length of time 
for which the stratification function remains "on" and then a period of time over 
which the function decays linearly. lhis is done by multiplying the paramater 
S'I"KA7 (z) by a decay function D(t) such that 

l-or u,,, = 0.5 ms-I, and a parabolic shape function, K(z, t) reaches a maximum of 
2510 m2 d-' at mid-depth. If we avcrage K(z. t )  over the depth and the tidal cycle we 
obtain a (E)  of 530 m2 d- '  which is st111 one to two orders of magnitude higher than 
the values used by Cloern (between 5 and 50 m2 d-I). I he primary reason for the 
difference is that Cloern's values are adjusted to include the effects of stratification 
and are consistent with what would be calculated (for South San branc~sco Bay) from 
empirical formulae given by Uncles and Joint (1982) for tidally-averaged, stability- 
dependent, depth-averaged mlxing coeficients. The importance of the magnitude of 
this number and its effect on the results will be discussed later. 

Before examining the results of our model it is necessary to discus some of the 
issues raised by Gross et al. (1992) concerning the validity of eddy diffusivity models 
based on drag coefficients and shear velocities. In their paper Gross et al. state that 
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such models are inaccurate because thcy (i) predict zero turbulent diffusivity at slack 
water, (ii) show the peak diffusivity always to be at the same spatial location, and (iii) 
do not account for phase shifts that may arise in the distribution of the diffusivity. 
Their comments are based on simulations done for a 100 m water column. 'l'hese 
points are well-taken but we are satisfied that the approach used in this paper is 
appropriate for the following reasons. First, our simulations are of water columns 
only 10 m deep, so the turbulence mixing time, H l u , ,  is an order of magnitude 
smaller than for the 100 m case. l 'he water column, therefore, should respond more 
rapidly to any changes induced by changing tides. Therefore, while the turbulent 
diffusivity may not be zero at slack water, as predicted by our model, our assumption 
that the turbulence is exactly in phase with the tidal signal will not produce a large 
error. Second, the reduced inertia of the 10 m water column (compared to the 100 m 
case) and the reduced HIu  .+ means that the shallow water column will respond 
uniformly to changes in tidal signal. Thus, the phase shifts in the location of the peak 
diffusivity noted by Gross et al. (1992) should not be an issue for the sinlulations 
described below. 

4. Nuinerical analysis of the refined 1-d model 

In Section 2e we used results from numerical simulation$ to determine the general 
conditions necessary for bloom inception in estuaries such as San Francisco Bay. 
However, these simulations were for conditions of no vertical or temporal variation 
inK, and no stratification. Here we build on that analysis by examining the conditions 
necessary for bloom inception when we consider temporal and spatial variation of 
mixing and the effects of stratification. 

a. Scaling re~iszted. l-irst, we dircctly extend the analysis in Section 2e for the case of 
a parabolic distr~but~on of K x  with both M2 and M,,, temporal variation. We 
performed a similar set of experiments to those summarized In kigure 2 to determine 
the conditions in which the depth-averaged biomass increases or decreases. The 
results of these experiments are summarized in Figure 4, which 5hows that the 
smiulated biomass either increases, decreases, or oscillates about a mean value. In 
order to plot the results such that bigure 4 could be compared with fig. 2 (where the 
turbulent diflusivity is uniform in space and time) we had to choose a representative 
value of the characteristic turbulent diifusivity, E, to calculate K t  (Eq. 27). We used 
the time-averaged (over a full tidal cycle) value of E at m~d-depth, and we define this 
value to be E,,,,. 

Once again, the regions of behawor in the a ' - K '  plane are distinct. as show11 in 
bigure 4 for of 0.37. When a '  - 3.0 ( a  = 4.0 m d-I) the biomass increases 
whenever K'  is less than 22 (E,,,,, < 300 m2 d l ) ,  it oscillates whenever K '  is between 
30 and 37 (E,,,, between 400 and 500 m2 d - I ) ,  and it decays whenever K '  is greater 
than 44 (E,,,,, > 600 m' d-I). The result of Cloerri (1991) which showed a bloom is 
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Behavior of Depth-Integrated Biomass 
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Figure 4. Behavior of depth-integrated biomass as a function of turbulent diffusivity and 
grazing strength at a fixed value of  sinking rate. All variables are non-dimcnsionalized 
according to Eqs. (21) to (23), and the turbulent diffusivity distribution is parabolic in space 
(Fig. lb) and varies temporally with the M2 and M,, tides. Curve is dividing line between the 
growth and decay regions. 
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also plotted. Cloern used a depth-uniform distribution of K, which varied 4nusoi- 
dally over a two-week period (M,, tidal simulation). Despite the fact that this 
distribution tends to overemphasize mixing in the upper regions of the water column 
where net production is positive, Cloern's model simulated a bloom event by using 
values for turbulent mixing (5 and 50 m2 d-I) which are reasonable as depth- 
averaged values but are unrealistically low as local values. For this particular case a' 

6.0 and K '  - 2, and according to the results presented in Figure 4 this combination 
of parameters lies in the region of biomass increase. 'This result is consistent with the 
results presented in Figure 4 despite the fact that this figure was generated using 
both M,, and M2 time-scale variation, whereas Cloenl's simulation only used M,,. 
When, however, the semi-diurnal variation (M?) was added to the spring-neap 
variation (a' and K '  are still 6 and 2 respectively), the revised model did not produce 
a bloom of the same magnitude with the same values of turbulent diffuslvity K used 

,. by Cloern. 
Why then is our "theory" not entirely consistent with Cloern's result. The answer 

probably lies in the fact that the depth-uniform distribution of K tends to overempha- 
- size mixing in the euphotic zone where the net production is positive. (Recall that the 

values of K '  used in Figure 4 are based on a parabolic distribution of turbuleilt 
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diffusivity which goes to zero at the water surface.) 1 his effect is minimized when 
only the M,, variation IS considered because there are periods of about 1 to 3 days 
when K is small ( ~ 5 m2 d-l) even in thc cuphotic zone. However, when we add the 
M2 timescale these periods may be reduced to 1 to 3 hour?! I'his greatly shortened 
period of time may not be sufficient for phytoplankton production to have any 
pronounced effect on biomass before the increased mixing rates redistribute the 
biomass through the water column. It may be reasonable, then, to hypothesize that 
the biomass IS mixed down and consumed far more rapidly during the periods of 
intense mixing then it can be produced during the periods of weak mixing. 

'I'he dincrence between our results and those of Cloern's. therefore, underscores 
the Importance of the M2 tidal variability in estuarine phytoplankton dynamic3. as 
well as that of the spatial distribution of the turbulent diffusivity, especially in the 
upper regions of the water column where net production is positive. In the following 
sections. then, we explore the sensitivity of the phytoplankton dynamics to the spatial 
and temporal variations in turbulent difiusivity. Specifically, we shall concentrate on 
the interplay between the distribution (in time and space) of the turbulence in the 
water column, the effect of 5tratification on this distribution, and the gra~ing by 
benthic suspension feeders. We focus first on the role of stratification and turbulent 
mixing. 

b. Role of stratificulion und wind mixing. From the previous section it is clear that in 
order to simulate phytoplankton blooms with a realistic distribution of turbulent 
diflusivity, some physical mechanism must be present to reduce the value of K in the 
upper region of the water column. There are two ncccssary conditions leading to 
reduced mixing in the upper water column. 'l'he first is minimal stirring by the wind 
(see Section 4c). The second is the presence of stratification which (as described 
above) effectively prevents the turbulence generated at the bed from penetrating 
into the upper reaches of the water column. Without this stratification, biomass 
decreases rapidly in simulations run with a benthic grazing rate of 8 m3 m-' d-I and 
with a parabolic K which includes M2 and M,, tidal variation and corresponds to a 
0.5 m s-' flow velocity. 

Our modifications of K to model the effects of stratification are shown in Figure 1. 
'l'he distribution shown in Figure l c  is representative of a water column with 
turbulence generated by bottoill shear as well as wind stirring. A stratification 
function (see Section 3b) is used to effectively produce a "hole" (region of reduced 
turbulence) in the parabolic distribution at a level corresponding to the presence of a 
pycnocline. The stratification function is held constant for six days, with the pycno- 
cline 3 m from the surface, and then allowed to decay linearly during day seven. 

Howcvcr, adding stratification in this manner, with all other parameters the same, 
again yields a biomass decrease. Figure 5 shows that the depth-averaged biomass for 
this case and the case of no stratification are nearly identical. '1'0 understand the 
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Behavior of Depth-Integrated Biomass for Three Hydrodynamic Models 

0.0 2 .0  4 .0  6 .0  8 .0  1 0 . 0  12.0 14 .0  
time (days) 

Figurc 5. Behavior of  dcpth-integrated biomass for three of the hydrodynamic conditions 
(b, c, d) shown in Figure I. The curves for the stratified case (Fig. lc) and the unstratified 
casc (Fig. lb) arc the same. 

interaction between the turbulent diffusion and the biomass concentration we plot, 
in Figure 6, gray-scale contours of turbulent diffusivity and of biomass as a function 
of depth and time for two different rates of benthic grazing. The distribution of 
turbulent diffusivity is shown in Figure 6a and the biomass distribution correspond- 
ing to a benthic grazing rate of 8 m3 n1r2 d-I which corresponds to a' of 6 is shown in 
F~gure 6b. ( I  he results for a benth~c grazlng rate ot U m' rn-- d- (a' of U) shown In 
Figure 6c are discussed in the next section.) We see in Figure 6b that the biomass 
decreases at a constant rate with time. Biomass decreases because the values of K in 
the region of stratification (centered around height of 7 m in Figure 6a) are still high 
enough that they correspond to K '  values in the decay region of the at-K'  plane of 
Figure 2. As a result, biomass mixes through the stratified zone and is not confined in 
the photic zone during the period of stratification. We can conclude, therefore, that, 
even with stratification, as long as wind is stirring the water column a bloom is 
unlikely. 

Next, we modeled the effects of zero wind stirring and stratification by reducing 
t 

the turbulent diffusivity above the pycnocline to 0 (see Section 3b). The resulting 
distribution of K is shown qualitatively in Eigure Id. The distribution was derived by 
taking Eq. (28) with a tidal velocity of 0.5 m s-I and setting the turbulent diffusivity 
above the pycnocline (z  = 3 m) to 0. This distribution would occur if the stratification 
attenuated the turbulencc generated at the lower boundary at the pycnocline, and no 
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Figure 6. Distribuiion of turbulent diffusivity (a) and phytoplankton biomass (b, c) as a 
function of depth and time for two different benthic grazing rates. Turbulent diffusiviiy 
distribution is initially specified according to Figure lc. 

wind stirring generated turbulence above the pycnocline. This distribution is actually 
produced by the turbulence model described by Blumberg et al. (1992) when used to 
simulate tidal flows (see Monismith et al., 1993). l'his distribution was allowed to 
persist for 6 days and then "decay" over a period of one day to the case shown in 
Figure l b  and described in Section 4a. 

Figure 5 shows that the depth-averaged biomass increases over the period for 
which there is zero wind-induced mixing, but it decreases as soon as the turbulent 
mixing in the upper 3 m of the water column becomes significant. In a similar fashion 
to the results in Figure 6 we plot, in Figure 7, gray-scale contours of turbulent 
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Figure 7. Distribution of turbulent diffusivity (a) and phytoplankton biomass (b,  c) as a 
function of depth and time for two different benthic grazing rates. Turbulent diffusivity 
distribution is initially specified according to Figure Id. 

diffusiviiy and biomass as a function of depth and time for the same two values of 
benthic grazing used in Figure 6. This figure shows that regions of high biomass 
correspond to regions of low turbulent mixing. l h e  peak concentration at  a depth of 
1.25 rn is a result of the combined effects of sinking and light limitation; sinking 
reduces the biomass above 1.25 m, while light limitations reduce the production 
below this level. While this stratification lasts (for six days), reduced mixing above the 
pycnocline retains phytoplankton in the photic zone so that biomass increases rapidly 
in the upper layer. However, as soon as the stratification breaks down during day 
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seven, turbulent mixing (generated at the lower boundary and by wind stirring) 
rapidly mixes the biomass leading to a nearly uniform dislribution, which is then 
depleted by benthic grazing. 

c. Couplzrzg between stratijication and benthzc grczing In both Figures 6 and 7 we 
compare results for two different values of a'.  Careful examination of these cases 
shows that while benthic grazing is an important factor in dete~mining the phytoplank- 
ton biomass in the water column. it does not control the occurrence of a bloom. In 
bigure 6c we see that even with zero benthic grazing the biomass does not increase 
much above its initial value. Furthermore, in Figure 7c we see that after the 
stratification breaks down the biomass distribution remains essentially uniform and 
does not increase after day 8. Even though there i\ no benthic grazing to deplete the 
water column of biomass, the turbulent mixing is too strong to allow jignificaat 
biomass increase. It is clear, therefore, that regardless of benthic grazing rate, 
stratification and minimal wind stirring are both necessary conditions for bloom 
inception in this model. 

5. Some generalities and conclusions 

Cloern (1991) showed that hydrodynamic mixing could be a major mechanism 
controlling the spring phytoplankton bloom in South San Francisco Bay, and in this 
paper we have further investigated this hypothesis. Scaling analysis of the governing 
mathematical equations and numerical tests of the behavior of the nondimensional 
depth-averaged biomass in the a'-K'  plane reveal the ranges of a and K values for 
which biomass can increase or decrease. Por a bloom, conditions of mixing and 
grazing must initially lie in the "growth region," and for the rapid die-off these 
conditions must then be in the "decay region" of the a'-K'  domain. 

We investigated several simple models for the turbulent mixing coefficient. Cloern's 
(1991) model simulated a bloon~ with a turbulent mixing coeficient having a 14-day 
period to model the spring-neap tide. We found that the addition of semi-diurnal 
tidal variation to this model greatly reduces biomass growth, indicating that varia- 
tions of mixing on the time scale of hours are crucial. In addition, with physically 
realistic values for the turbulent mixing coeliicient this rnodel did not simulate a 
bloom unless the effects of stratification were included. We found that the only way 
to simulate a bloom was by including the effects stratification and, further, by 
prescribing weak mixing in the upper layer. 

The results of our numerical experiments indicate that the occurrence of large 
blooms depends on siratification in two ways. First, stratification is required to 
confine phytoplankton cells to the photic zone where biomass increase proceeds 
rapidly. Second, as Cloern hypothesized, stratification removes the connection 
between benthic grazers and near-surface phytoplankton biomass by decreasing the 
vertical transport of the biomass. l'hus, the occurrence of large blooms is, in general, 
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a result of stratification providing a favorable light environment, while the eventual 
disappearance of the biomass is due to benthic grazing coming into play once 
stratification is eliminated. 

Stratification itself is not suficient to ensure that a bloom will develop. kven if the 
turbulent mixing coeficients are very small in the rcgion of a pycnocline, our model 
results suggest that mixing rates in the photic zone above the pycnocline must be 
small to allow significant biomass increase. This result implies that minimal wind 
stirring is a further prerequisite to bloom development in shallow turbid estuaries, 
especially those with abundant populations of benthic suspension feeders. 

Finally, we wish to clarify our important simplifying assumption that thc ratc of 
physiological adjustment to changing light intensity is much slower than the rate at 
which vertical mixing causes individual cclls to sample the complete range of light 
intensities in the water column (see Section 2c). Assuming first-order kinetics, Lewis 
et 01. (1984) show that photoadaptation call be neglected when 

whcrc K is the (constant) mixing coefficient, L is the vertical scale over which mixing 
takes place, y is the rate constant for photoadaptation, and k, is the attenuation 
coeficient for PAR in the water column. Assuming that k,L > 1, this 1s equivalent to 
saying that the mixing time-scale must be smaller than the photoadaptation time- 
scale to neglect photoadaptation. 

We can use Lewis et a1 's analysis to assess the validity of our assumption of no 
pholoddaptdiio~l. fior cases wiliiout stratihition, L. - 10 m, Ki - 1728 rn' d-', and 
k, = 1.3. For cases w ~ t h  stratification, L - 3 m and K: - 1 m' d - '  in the upper layer. 
Q J l  Y- <-A 1 ' ( 10 . .n+. r\f nhr\cr\cr r7+hr \ c :n  

u ~ I L ~ L  c111t-1 LL* i> 1 YSS) S?~S& ?I TATi&L Q'A'?:L;> L'~ \ '1% uL'AbtJ  u k  p ~ - . ~ > )  uu-u- 

parameters for Thalasaoswap~eudonana. For example, for P,,,, they find values of y 
ranging from 2 x lo-' s-I to 1 x lo-* s-I, depending on the type of adjustment (e.g. 
high to low intensity) in light involved. If we use an intermediate value of y = 4 X 

10-4 s-1 we find that for unstratified cases F = 0.6, while for stratified cases r = 
0.003. Thus, because r is not >> 1 it is possible that photoadaptation may be 
important for the conditions of our simulations. 

It seems likely that photoadaptation increases production for a given total amount 
of light, as it would imply that photosynthetic processes in individual cells are 
operating closer to some optimum level for a given intensity of Ilght. Indeed, 
attempting to model the effects of light variability in the Neuse estuary by physically 
cycling incubation bottles through the water column. Mallin and Paerl (1992) found 
that vertical cycling enhanced productivity by as much as 15% over that found in 
static incubations. Applied to our model results, Mallin and Paerl's results suggest 
that photoadaptation would have little effect on biomass production in the presence 
of grazing, essentially being equivalerit to a 15% decrease in grazing, a factor well 
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within thc level of uncertainty of typical estimates of grazing pressure. For cases with 
stratification and strong blooms. one might hypothesize that photoadaptation might 
lead to stronger blooms, something that certainly could be investigated by extending 
the present model along lines similar to those of the phytoplankton model developed 
by Janowitz and Kamykowski (1991). 
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