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ES.1. Background

The Strategic Plan for the U.S. Climate Change Scidghragram(CCSP 2003) noted
that “sound, comprehensive emissions scenariosssential for comparative analysis of
how climate might change in the future, as wellasanalyses of mitigation and
adaptation options.” Thelanincluded Product 2.1, which consists of two parts:
Scenarios of Greenhouse Gas Emissions and Atmas@@ncentration@ndReview of
Integrated Scenario Development and Applicatidimis report presents the results from
the scenario development component; the reviewaiaio methods is the subject of a
separate report. Guidelines for producing thesaaos were set forth in a Prospectus,
which specified that the new scenarios focus cerraditive levels of atmospheric
stabilization of the radiative forcing from the cbimed effects of a suite of the main
anthropogenic greenhouse gases (GHGs). The Ptaspso set forth criteria for the
analytical facilities to be used in the analysrg] #he results from three models that meet
these conditions are reported here.

Scenarios such as those developed here serve a$ @y inputs to public and private
discussions regarding the threat of climate chaage the goal of this report is to
contribute to the ongoing and iterative processnprovement. The intended audience
includes analysts, decision-makers, and membefgeqgiublic who may be concerned
with the energy system and economic effects otcpileading to stabilization of human
influence on the atmosphere. For example, thesgasios may provide a point of
departure for further studies of mitigation and@d#on options, or enhance the
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capability for studies by the U.S. Climate Changehinology Program (CCTP) of
alternative patterns of technology development.

Each of the three participating analytical modeds wsed to develop a “no stabilization
policy” or reference scenario to serve as basétineomparing the cases with emissions
control, and then each was applied to an explaoratfgaths that led to alternative levels
of radiative forcing. Results of these calculasiovere selected to provide insight into
guestions, such as the following:

* Emissions trajectoriedNhat emissions trajectories over time are coasisith
meeting the four alternative stabilization levelM/hat are the key factors that
shape the emissions trajectories that lead towaltidligation?

* Energy system&Vhat energy system characteristics are consisti¢gimteach of
the four alternative stabilization levels? How htithese characteristics differ
among stabilization levels?

* Economic implicationsWhat are the possible economic implications oétimeg
the four alternative stabilization levels?

Although each of the models simulates the world ast of interconnected nations and
multi-nation regions, the results in this repoxtuds primarily on the U.S. and world
totals.

With the exception of the stabilization targetstiselves and a common hypothesis
about international burden-sharing, there was necticoordination among the modeling
groups either in the assumptions underlying th@aolay reference or the precise path to
stabilization. Although the scenarios were noigleed to span the full range of possible
futures and no explicit uncertainty analysis wdkeddor, the variation in results among
the three models nevertheless give an impressitimeainavoidable uncertainty that
attends projections many decades into the future.

ES.2. Models Used in the Scenario Exercise

The Prospectus set out the criteria for particigathodels: they must (1) be global in
scale, (2) be capable of producing global emissiotas for designated GHGs, (3)
represent multiple regions, (4) be capable of sty the radiative forcing from these
GHGs and substances, (5) have technological résoloapable of distinguishing among
major sources of primary energy (e.g., renewabéegn nuclear energy, biomass, oil,
coal, and natural gas) as well as between fossliitéchnologies with and without carbon
capture and storage systems, (6) be economics-baskechpable of simulating
macroeconomic cost implications of stabilizatiomd 7) look forward to the end of the
twenty-first century or beyond. In addition, madglteams were required to have a
track record of publications in professional, ret journals, specifically in the use of
their models for the analysis of long-term GHG esitis scenarios.
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Application of these criteria led to the selectafrihree models:

» the Integrated Global Systems Model (IGSM) of thesshchusetts Institute of
Technology’s Joint Program on the Science and Policlobal Change

* the MiniCAM Model of the Joint Global Change Resdainstitute, which is a
partnership between the Pacific Northwest Natiddloratory and the
University of Maryland

» the Model for Evaluating the Regional and GlobdeEfs (MERGE) of GHG
reduction policies developed jointly at Stanfondivérsity and the Electric
Power Research Institute.

Each of these models has been used extensivetyifoate change analysis. The roots of
each extend back more than a decade, during winighféatures and details have been
added. Results of each have appeared widely inrpeswed publications.

ES.3. Approach

As directed by the Prospectus, a total of 15 sépaxenarios were developed, 5 from
each of the three modeling teams. First, refereneaarios were developed on the
assumption that no climate policy would be impletadrbeyond the set of policies
currently in place (e.g., the Kyoto Protocol and thS. carbon intensity target, each
terminating in 2012 because targets beyond thatltate not been identified).
Reference scenarios were developed independentlyiive Prospectus requiring only
that each modeling team apply assumptions thatlibbgved were “meaningful” and
“plausible.” Thus, each of the three referencenades provided a different view of how
the future might unfold without additional climaielicies.

Each team then produced four stabilization sceadryoconstraining the models to
achieve the radiative forcing targets. Stabilmativas defined in terms of the total long-
term radiative impact of a suite of GHGs includoagbon dioxide (C¢), nitrous oxide
(N20O), methane (Ch), hydrofluorocarbons (HFCs), perfluorocarbons (Bf;@nd sulfur
hexafluoride (SE)." The four stabilization scenarios were developethat the

increased radiative forcing from these gases wasttained at no more than 3.4 W/m
for Level 1, 4.7 W/rhfor Level 2, 5.8 W/rfor Level 3, and 6.7 W/frfor Level 4.

These levels were defined as increases above ¢iredpstrial level, so they include the
roughly 2.2 W/ increase that had already occurred as of the3@@0. To facilitate
comparison with previous work focused primarily©@, stabilization, these levels were
chosen so that the associated,€@ncentrations, accounting for radiative forcing

the non-CQ GHGs, would be roughly 450 ppmv, 550 ppmv, 650 ppamd 750 ppmv.
Assessment of the consequences for climate angsteass of these levels of human
influence on the Earth’s radiation balance lay lelythe mandate of this scenario study.

! These are the gases enumerated in the Kyoto Rtatod in the U.S. goal to reduce the intensit@efG
emissions relative to GDP. Other substances itfative impact, such carbon monoxide (CO), ozone
(O3), and aerosols were not included in the scenarsigad.

June 26, 2006 ES-3



OCoO~NOOUIDAWNPE

CCSP Product 2.1, Part A Draft for Public Comment

A scenario exercise such as this continues climestearch and analysis that has gone on
for over 20 years. Also, this work will necessabie continued and refined as the field
advances, new information becomes available, andida-makers raise new questions
and issues. Similar work is being conducted by elind teams in Europe and Asia, and
scenarios developed here add to this larger boeyod.

ES.4. Findings

Findings are summarized first for the “no stabiiiaa policy” or reference scenario, and
then for the four stabilization cases.

ES.4.1. Reference Scenarios

The difficulty in achieving any specified level afmospheric stabilization depends
heavily on the emissions that would occur otherwiige, the “no-climate-policy”
reference strongly influences the stabilizatioresadf a no-policy world has cheap fossil
fuels and high economic growth, then dramatic ckarig the energy sector and other
parts of the economy may be required to stabiizeatmosphere. On the other hand, if
the reference case shows lower growth and emissamasperhaps increased exploitation
of non-fossil sources even in the absence of cérpaticy, then the effort will not be as
great.

Energy production, transformation, and consumpdiencentral features in all of these
scenarios, although non-G@ases and changes in land use also make a sagmific
contribution to net emissions. Demand for enenggr éhe coming century will be driven
by economic growth but will also be strongly infhwed by the way that energy systems
respond to depletion of resources, changes inqratel technology advance. The
projected demand for energy in developed countee®ins strong in all scenarios but is
even stronger in developing countries, where nm#liof people seek greater access to
commercial energy. These developments determaertiissions of GHGs, their
disposition, and the resulting change in radiatoreing under reference conditions.

The three reference scenarios show the implicabétisis increasing demand and the
improved access to energy, with the ranges reflgc¢tie variation in results from the
different models:

* Global primary energy production rises substangiai all three reference
scenarios, from about 400 EJ/y in 2000 to betwe90kand 1550 EJ/y in 2100.
U.S. primary energy production also grows substdlyti about 1% to 2% times
present levels by 2100. This growth occurs despitéinued improvements in
the efficiency of energy use and production. Ba@meple, the U.S. energy
intensity declines 50 to 70% between 2000 and 2100.

» All three reference scenarios include a gradualuettbn in the dependence on
conventional oil resources. However, in all threéerence scenarios, a range of
alternative fossil-based resources, such as syicthetls from coal and
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unconventional oil resources (e.g., tar sandssbdles) are available and
become economically viable. Fossil fuels providiedost 90% of global energy
supply in the year 2000, and they remain the dontieaergy source in the three
reference scenarios throughout the twenty-firstaen supplying between 60 and
80% of total primary energy in 2100.

Non-fossil fuel energy use grows over the centullithree reference scenarios.
The range of contributions in 2100 is from 250 &&00 EJ—between roughly
half to a level equivalent to total global energygnsumption today. Even with
this growth, however, these sources never suppiastl fuels although they
provide an increasing share of the total, partiglyan the second half of the
century.

Consistent with the characteristics of primary agerglobal and U.S. electricity
production shows continued reliance on coal althotlys contribution varies
among the reference scenarios. The contributioreioéwables and nuclear
energy varies considerably in the different refeenases, depending on
resource availability, technology, and non-climptdicy considerations. For
example, global nuclear generation in the referesmenarios ranges from an
increase over current levels of around 50%, if foxdil considerations constrain
its growth, to an expansion by more than an ordenagnitude, assuming
economically driven growth.

Oil and natural gas prices are projected to riseatngh the century relative to
year 2000 levels, whereas coal and electricity ggicemain relatively stable.
The models used in the exercise were not designeabject short-term fuel price
spikes, such as those that occurred in the 1978sarly 1980s, and more
recently in 2005. Thus, the projected price treskisuld be interpreted as long-
term average price trends.

As a combined result of all these influences, eanssof CQ from fossil fuel
combustion and industrial processes increase frppreximately 7 GtCly in
2000 to between 22 and 24 GtCly in 2100; thatngwdere from three to three
and one-half times current levels.

The non-CQ greenhouse gases—gHN,O Sk, PFCs, and HFCs—are emitted from
various sources including agriculture, waste mameage, biomass burning, fossil fuel
production and consumption, and a number of indlstctivities:

Projected future global anthropogenic emission€bif, and NO vary widely
among the reference scenarios, ranging from fladeclining emissions to an
increase of 2 to 2% times present levels. Thd&einces reflect alternative
views of technological opportunities and differassumptions about whether
current emissions rates will be reduced signifibafdar other reasons, such as air
pollution control and/or higher natural gas pricésat would further stimulate the
capture of CH emissions for its fuel value.
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Projected increases in emissions from the globaiggnsystem and other human
activities lead to higher atmospheric concentratiand radiative forcing. This increase
is moderated by natural biogeochemical removalgsees:

* The ocean is a major sink for G@at generally increases as concentrations rise
early in the century. However, processes in theaaaan slow this rate of
increase at high concentrations late in the centufre scenarios have ocean
uptake in the range of 2-3 GtC/y in 2000, risingbmut 5-8 GtC/y by 2100.

» Two of the three models include a sub-model oékthange of COwith the
terrestrial biosphere, including the net uptakeptgnts and soils and the
emissions from deforestation, which is modeled s;tmall annual net sink (less
than 1 Gt of carbon) in 2000, increasing to an asmet sink of 2 to 3 GtCl/y by
the end of the century. The third model assunes@net exchange. In part,
modeled changes reflect human activity (includirdgeline in deforestation),
and, in part, it is the result of increased uptdkevegetation largely due to the
positive effect of CQOon plant growth. The range of estimates is arcettbn of
the substantial uncertainty about this carbon fezdition effect and land-use
change and their evolution under a changing climate

* GHG concentrations rise substantially over the aentn the reference
scenarios. By 2100, G@oncentrations range from about 700 to 900 pprpv, u
from 370 ppm in 2000. Projected ¢ebncentrations range from 2000 to 4000
ppbv, up from 1750 ppb in 2000; projectegD\concentrations range from about
375 to 500 ppbv, up from 317 ppbv in 2000.

« The resultant increase in radiative forcing randesn 6.5 to 8.5 W/Arelative to
preindustrial levels (zero by definition) and comemto approximately 2 Wfin
the year 2000, with non-G@sHGs accounting for about 20 to 30% of this at the
end of the century.

ES.4.2. Stabilization Scenarios

Important assumptions underlying the stabilizatiases involve the flexibility that exists
in a policy design, and as represented in the msidellation, to seek out least cost
abatement options regardless of where they ocdwat substances are abated, or when
they occur. It is a set of conditions referred$dahere”, “what”, and “when” flexibility.
Equal marginal costs of abatement among regiomgsatime (taking into account
discount rates and the lifetimes of substancesl)aamong substances (taking into
account their relative warming potential and difetrlifetimes) will under special
circumstances lead to least cost abatement. Eadelrapplied an economic instrument
that priced GHGs in a manner consistent with timarpretation of “where,” “what” and
“when” flexibility. The economic results thus agselia policy designed with the intent
of achieving the required reductions in GHG emissim a “least-cost” way. Key
implications of these assumptions are that: (1naions proceed together in restricting
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GHG emissions from 2012 and continue together tiitout the century, and that the
same marginal cost is applied across sectorshéniarginal cost of abatement rises over
time reflecting different interpretations and apgaiees among the modeling teams of
“when” flexibility, and (3) the radiative forcingitgets were achieved by combining
control of all greenhouse gases — with differenaggjn, in how modeling teams
compared them and assessed the implications oft™kaibility.

Although these assumptions are convenient for &éinalypurposes, to gain an impression
of the implications of stabilization, they are iiead versions of possible outcomes. For
these results to be a realistic estimate of costddwequire, among other things, the
assumption that a negotiated international agreemelude these features. Failure in
that regard would have a substantial effect ordtfieulty of achieving any of the

targets studied. For example, a delay of manysyeathe participation of some large
countries would require a much greater effort lydthers, and policies that impose
differential burdens on different sectors can rieisua many-fold increase in the cost of
any environmental gain. Therefore, it is importenview these result as scenarios under
specified conditions, not as forecasts of the riksly outcome within the national and
international political system. Further, none @& Htenarios considered the extent to
which variation from these “least cost” rules, ntigke improved on given interactions
with existing taxes, technology spillovers, or athen-market externalities.

If the developments projected in these refereneaatos were to occur, concerted
efforts to reduce GHG emissions would be requicechéet the stabilization targets
analyzed here. Such limits would shape technottEptoyment throughout the century
and have important economic consequences. Théizbn scenarios demonstrate that
there is no single technology pathway consistettt wigiven level of radiative forcing;
furthermore, there are other possible pathways éihamodeled in this exercise.
Nevertheless, some general conclusions are possible

» Stabilization efforts are made more challengingh®yfact that in two of the
modeling teams’ formulations, both terrestrial asmkan CQ uptake decline as
the stringency of emissions mitigation increases.

» Stabilization of radiative forcing at the levelsaexined in this study will require a
substantially different energy system globally, anthe U.S., than what emerges
in the reference scenarios in the absence of cérohinge considerations. The
degree and timing of change in the global energyesy depends on the level at
which radiative forcing is stabilized.

» Across the stabilization scenarios, the energyesyselies more heavily on non-
fossil energy sources, such as nuclear, solar, wimemass, and other renewable
energy forms. Importantly, end-use energy consiomp lower. Carbon
dioxide capture and storage is widely deployed beeaach model assumes that
the technology can be successfully developed aiattimcerns about storing
large amounts of carbon do not impede its deplogymBemoval of this
assumption would make the stabilization levels nmale difficult to achieve
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and, if not restrained for reasons of safety analifgration concerns, a much
greater demand for nuclear power.

Significant fossil fuel use continues across thbiszation scenarios, both
because stabilization allows for some level of carbmissions in 2100
depending on the stabilization level and becausbepresence in all the
stabilization scenarios of carbon dioxide capturelatorage technology.

Emissions of non-CaGHGSs, such as CKHIN,O, HFCs, PFCs, and SFare all
substantially reduced in the stabilization scenario

Increased use is made of biomass energy crops vdoogebution is ultimately
limited by competition with agriculture and forgstrOne model examined the
importance of valuing terrestrial carbon similatly the way fossil fuel carbon is
valued in stabilization scenarios. It found thattabilization scenarios
important interactions between large-scale deplaynoé commercial bioenergy
crops and land use occurred to the detriment ofamaged ecosystems when no
economic value was placed terrestrial carbon.

The lower the radiative forcing limit, the largdret scale of change in the global
energy system, relative to the reference sceneeuired over the coming
century and the sooner those changes would neeccta.

Across the stabilization scenarios, the scale efdimissions reductions required
relative to the reference scenario increases oweet The bulk of emissions
reductions take place in the second half of thewrgrin all the stabilization
scenarios. But near-term emissions reductions wedun all models in all
stabilization scenarios.

The 2100 time horizon of the study limited exanmmabf the ultimate
requirements of stabilization. However, it is tase that atmospheric
stabilization at any of the levels studied requinesnan emissions of G the
very long run to be essentially halted altogethecduse, as the ocean and
terrestrial biosphere approach equilibrium with ttazget concentration level,
their rate of uptake falls toward zero. Only captand storage of C{could
allow continued burning of fossil fuels. Highedrative forcing limits can delay
this requirement beyond the year 2100 horizon fimther reductions after 2100
would be required in any of the cases studied here.

Fuel sources and electricity generation technotogiange substantially, both globally
and in the U.S., under stabilization scenarios ameqbto the reference scenarios. There
are a variety of technological options in the eleity sector that reduce carbon
emissions in these scenarios:

Nuclear, renewable energy forms, and carbon diog&jgture and storage all
play important roles in stabilization scenarioshéelcontribution of each can
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vary, depending on assumptions about technologimgatovements, the ability to
overcome obstacles such as intermittency, anddheypenvironment
surrounding them, for example, the acceptabilitpatlear power.

» By the end of the century, electricity produceatyventional fossil technology,
where CQ from the combustion process is emitted freelygdticed from the
reference scenarios in the stabilization scenaridke level of production from
these sources varies substantially with the stzdtilon level; in the lowest
stabilization level, production from these sourisereduced toward zero.

The economic effects of stabilization could be saigal although much of this cost is
borne later in the century if the mitigation pa#issumed in these scenarios are followed.
As noted earlier, each of the modeling teams asduha a global policy was
implemented beginning after 2012, with universatipgpation by the world’s nations,

and that the time path of reductions approximattzbst-effective” solution. These
assumptions of “where” and “when” flexibility lowéne economic consequences of
stabilization relative to what they might be witther implementation approaches:

» Across the stabilization scenarios, the carbonefmlows a pattern that, in most
cases, gradually rises over time, providing an opyoaty for the energy system
to change gradually. Two of the models show pr&dsor below per ton of
carbon at the outset for the less stringent casfh, their prices rising to $100
per ton in 2020 for the 450 ppmv case. IGSM shuoglser initial carbon prices
in 2020, ranging from around $20 for 750 ppmv terd$250 for the 450 ppmv
target.

* While the general shape of the carbon value trajgcis similar across the
models, the specific carbon prices required vatyssantially for reasons that
reflect the underlying uncertainty about the eftbidt would be required.
Differences among the reference cases has the effaict to mid-century while
differences among models in assumptions aboutasteand performance of
future technologies have the greatest effect isegbent decades. Other
differences modeling approach also contribute wittier-model variation.

* Non-CQ gases play an important role in shaping the degrfeghange in the
energy system. Scenarios that assume relativétigripeerformance of non-GO
emissions mitigating technologies require lessgint changes in the energy
system to meet the same radiative forcing goal.

» These differences in carbon prices and other mfwdelres lead to a wide range
of the cost of the various stabilization targefor example, for the 450-ppmv
scenario estimates of the reduction in Gross WBrloduct (aggregating country
figures using market exchange rates) in mid-cenfion around 1% in two of
the models to approximately 5% in the third, an@100 from less than 2% in
two of the models to over 16% in the third. Thitecence among models is a
product of the variation in model structure andereince case assumptions noted
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earlier. At mid-century the difference in projetiost is mainly attributable to
variation in the reference scenario, whereas latéhie century the model
estimates depart primarily because of differenocesssumptions about
technology change. As noted earlier, the overadk ¢evels are strongly
influenced by the burden-sharing conditions thatadels imposed, the
assumption of “where” flexibility, and an efficiepattern of increasing
stringency over time. Any variation in assumpticegarding these conditions
would lead to higher cost. Also, the use of excbhaates based on purchasing
power parity could lead to different global resultEhus, these scenarios should
not be interpreted as applying beyond the particalanditions assumed.

* Such carbon constraints would also affect fuelgsicGenerally, the producer
price for fossil fuels falls as demand for therdepressed by the stabilization
measures. Users of fossil fuels pay for the flied p carbon price if the CO
emissions were freely released to the atmospheregrssumer costs of energy
rise with more stringent stabilization targets.

Achieving stabilization of atmospheric GHGs poseasilastantial technological and
policy challenge for the world. It would requireportant transformations of the global
energy system. Assessments of the cost and figsithisuch a goal depends
importantly on judgments about how technology eiblve to overcome existing limits
and barriers to adoption and on the efficiency effectiveness of the policy instruments
for achieving stabilization. These scenarios mewa means to gain insights into the
challenge of stabilization and the implicationgexthnology.

ES.5. The Scenarios as a Basis for Further Analysis

The review process for this scenario product isstaet of a dialogue among scenario-
developers and the user community. That dialogisealiready suggested the need for
better-quantified estimates of uncertainty andierrtsensitivities to help understand
differences among the models and the affects &dreift factors on outcomes. Each of
these requests stems from a particular interestusier and each is very reasonable, but it
is not possible to provide insights into all thgsestions with a limited number of
scenarios.

These scenarios can be used as the basis of farthbssis. For example, they could be
applied as the basis for assessing the climatadatfns of alternative stabilization
levels. Such studies might begin with radiativeeiiog levels from the scenarios, with
the individual gas concentrations or with the emiss, augmenting the results provided
here with assumptions about the reflecting andrdlosg aerosols.. Applications of this
type could be made directly in climate models tt@ahot incorporate a three-dimensional
atmosphere and detailed biosphere model. For thhe nomplete models some
approximation would need to be imposed to allottageshort-lived gases by latitude or
grid cell.
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The scenarios could also provide a basis for patjailibrium analysis of technology
penetration with the prices of fossil fuels under various scenarios used to study the
target cost performance of new technologies. Deffees in results among the three
models provide a range of conditions for asseg$iagange of conditions in which a
new technology would have to compete, or the syhsée@ded to gain early introduction.
Such studies might include the non-climate envirental implications of implementing
potential new energy sources at a large scale.

Finally, these scenarios can serve as an inputriora complete analysis of the welfare
effects of the different stabilization targets.r Egample, the results contain information
that can be used to calculate indicators of consumeact in the U.S.

ES.6. Moving Forward

This effort is but one step in a long process stagch and assessment, and the scenarios
and their underlying models will benefit from fuethwork. Here we summarize some of
the limitations of the effort to date and avenuesy/tsuggest for future research and
model development.

ES.6.1. Technology Sensitivity Analysis

Much useful work could be done in sensitivity arsédyof various technology
assumptions — a task beyond the scope of this soestady. For example, what are the
implications of various levels of political constraon the expansion of nuclear power, or
of carbon capture and storage? What would be feeteadf different cost assumptions for
nuclear, wind, and biomass energy?

ES.6.2. Consideration of Less Optimistic Policy Regimes

Much can be learned by assessment of scenariosxplaire alternative versions of
domestic and international policy regimes. The tos$he U.S. and to other countries
depends critically on how the economic burden ofsions reduction is shared. If, in
contrast to the assumptions in this study, songelaations delay for several decades
before participating in an international regimerthiee overall burden of stabilization
could be radically increased. And even with unigeparticipation there are a wide range
of solutions as to who pays for the reductions.

Equally important, studies are needed of scenavitisinstitutional assumptions other
than the highly stylized ones studied here, whatermational flexibility yields equal
marginal costs across nations, applied in a cd&liazit pattern over time. Some sectors
are inevitably exempted, others enter through abassome crediting system, and the
policy mix inevitably includes a substantial numbéregulatory measures. Considering
that costs are so dependent on the allocation rofielouamong regions and the details of
domestic measures, the simple policy architectsseraed here can lead to cost
estimates that, taken on face value, are likelyetonisleading.

June 26, 2006 ES-11



OCoOoO~NOOUIE WNE

CCSP Product 2.1, Part A Draft for Public Comment

ES.6.3. Expansion/Improvement of the Land Use Components dhe Models

Given their relative importance, forest and agtio@l sinks and sources need more
attention. Additional research and model develapneeneeded to provide a better
integration of potential biomass programs, econanodels of human land use, and
models of the biogeochemistry of terrestrial ectssys. Also, even more than for energy
the idea of a broad cap-and-trade system appliadrioulture and forest sinks is
problematic. Instead, incentives for agricultune forest sinks have been proposed
through crediting systems or more traditional agtice and forestry programs, and
analysis methods need to be improved to betteesept these complexities.

ES.6.4. Inclusion of other Radiatively-Important Substances

In this study, the focus has been on the relatilaig-lived GHGs. Tropospheric ozone
and aerosols also have strong climatic effectsfatule efforts need to be expanded to
include them.

ES.6.5. Decision-Making under Uncertainty

Formulation of a response to the climate threattimately a problem of decision-
making under uncertainty — suggesting the needgsessment of the risks and how
alternative policies might reduce the odds of bait@mes. The Prospectus for this
effort focused on scenarios with only one referezase, with its underlying parameters,
to be developed by each modeling group. The vanati results across these models
provides the barest glimpse of the uncertaintyuman-climate system or of the effects
of alternative policies. Studies of these phenomeqaire analysis of the uncertainty in
(preferably several different) individual modelsisla big task, far beyond the scope of
this study, but nonetheless is an important fustee in work of type carried out here.
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1.1. Introduction

The Strategic Plan for the U.S. Climate Change Scidtraggram(CCSP 2003) calls for
the preparation of 21 synthesis and assessmenigisodNoting that “sound,
comprehensive emissions scenarios are essenti@biigparative analysis of how climate
might change in the future, as well as for analggenitigation and adaptation options,”
the plan includes Product 2.1, Scenarios of Greesd&Gas Emissions and Atmospheric
Concentrations and Review of Integrated ScenarieDpment and Application. This
report presents the results from the scenario dpuatnt component of this product; the
review of scenario methods is the subject of ars@paeport. The guidelines for the
development of these scenarios are set forth iFithed Prospectus for Synthesis and
Assessment Product X‘the Prospectus”; CCSP 2005).

This report discusses the overall design of scesdthis chapter), describes the key
features of the participating models (Chapter B)sents the new scenarios that have
been prepared and reports the main results conEyaiChapters 3 and 4), and reflects
in conclusion on emerging insights from these neenarios, the uses and limitations of
these scenarios, and avenues for further rese@tap(er 5). Scenario details are
available in a separate data arcHive.

As set forth in the Prospectus, the primary purpdsbese scenarios is to serve as one of
many inputs to decision-making for climate chan@ensistent with the Prospectus and
the nature of the climate change issue, these soeveere developed using long-term,
century-scale, models of the global energy-agncadHand-use-economy systems
coupled to models of global atmospheric compositiamd radiation. The intended
audience includes decision-makers and analystsmbbt benefit from enhanced
understanding of the potential implications of #taing greenhouse gas concentrations
at various levels. For example, technology plasisech as those at the Climate Change
Technology Program (CCTP) need to take accourfiepbssible energy systems

! This data archive will be made available upon cetign of the final draft of this report.
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implications of stabilization levels. The Prospector this product highlighted three
areas in particular in which the scenarios migbwjate valuable insights:

1. Emissions Trajectories: What emissions trajectariess time are consistent with
meeting the four stabilization levels, and whattaeekey factors that shape them?

2. Energy Systems: What energy system characteratéceonsistent with each of the
four alternative stabilization levels, and how Heyt differ from one another?

3. Economic Implications: What are the possible ecanaonsequences of meeting the
four alternative stabilization levels?

The scenarios may also serve as a point of depadufurther CCSP and other analyses,
such as exploring the implications for future climmar examining the costs and
feasibility of mitigation and adaptation optiornsinally, this effort will enhance the
capabilities for future scenario analysis that rigg conducted by the CCSP or related
U.S. government offices such as the CCTP.

It should be emphasized that there are issuesnoéid change decision-making that
these scenarios do not address. For examplewéeynot designed for use in exploring
the role of aerosols in climate change. And thek the level of detail that may be
desired for local or regional decision-making, saststate or city planning or the
decision-making of individual firms or members bétpublic.

Three analytical models, all meeting the criteatferth in the Prospectus, were used in
preparing the new scenarios. As also directetlerProspectus, fifteen scenarios are
presented in this document, five from each of tite¢ modeling teams. First, each team
produced a unique reference scenario based orsshiengtion that no climate policy
would be implemented either nationally or globddgyond the current set of policies in
place (e.g., the Kyoto Protocol and the Presidegreenhouse gas emissions intensity
target for the U.S.). These reference scenarios developed independently by the
modeling teams, so they provide three separatensgsif how the future might unfold
across the globe over the*2dentury without additional climate policiés.

Each team then produced four additional stabilirasicenarios, which are departures
from each team’s reference case. The Prospectatfisd that stabilization levels,
common across the teams, be defined in terms dbthElong-term radiative impact of
the suite of greenhouse gases (GHGSs) that inclcald®n dioxide (C¢), nitrous oxide
(N20), methane (CkJ, hydrofluorocarbons (HFCs), perfluorocarbons (Bf@nd sulfur
hexafluoride (SE). This radiative impact is expressed in termeadifative forcing,

which is a measure of the direct heat-trappingiegé six GHG's relative to preindustrial
levels.

2 Although there are many reasons to expect thahtiee reference scenarios would be differens, it i
worth noting that the modeling teams met periodijadiliring the development of the scenarios to nevie
progress and to exchange information. Thus, wiikeadhering to any formal protocol of standardorat
the three reference scenarios are not entirelypiagent.
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Although stabilization is defined in terms of rddia forcing, the Prospectus also
directed that stabilization levels be chosen twig®results easily compared with those
from previous scenario exercises based only op@@centrations. Radiative forcing
levels were constructed so that the resulting €@hcentrations, after accounting for
radiative forcing from the non-GAsHGSs, would be roughly 450 ppmv, 550 ppmv, 650
ppmv, and 750 ppmv. Based on this requirementiainestabilization levels were
chosen as 3.4 WhilLevel 1), 4.7 W/ (Level 2), 5.8 W/ri(Level 3), and 6.7 W/fm
(Level 4). In comparison, radiative forcing rel&tito pre-industrial levels for this suite
of gases stood at roughly 2.2 W/in 2000. Details of these stabilization assunstio
are elaborated in Section 4.

The production of emissions scenarios consistetfi these stabilization goals required
analysis beyond study of the emissions themselgeause of physical, chemical, and
biological feedbacks within the Earth system. @ces focused only on emissions of
GHGs and other substances generated by humantya€simthropogenic sources) can

rely exclusively on energy-agriculture-economic misdhat project human activity and
the emissions that result. However, relating erarsspaths to concentrations of GHGs in
the atmosphere requires models that account for drthropogenic and natural sources
as well as the sinks for these substances.

Models that attempt to capture these complex intenas and feedbacks must, because
of computational limits, use simplified represeiutas of individual components of the
Earth system. These simplified representationsygieally designed to mimic the
behavior of more complex models but cannot repteslénf the elements of these
systems. Thus, while the scenario exercise uridarthere uses models that represent
both the anthropogenic sources (the global enerdystrial-agricultural economy) and
the Earth system processes (ocean, atmosphessttedrsystems), it is not intended to
supplant detailed analysis of these systems usihgdale, state-of-the-art models and
analytic techniques. Rather, these scenarios gecvicommon point of departure for
more complex analyses of individual componenthefEarth’s system as it is affected
by human activity. These might include, for exampletailed studies of sub-components
of the energy sector, regional projections of ctenghange using three-dimensional
general circulation models and further downscaleupniques, and assessment of the
implications for economic activity and natural eggtems of climate change under
various stabilization goals.

The remainder of this chapter is organized inta fmctions. Section 1.2 provides an
overview of scientific aspects of the climate isaséackground for interpretation of
these scenarios. Section 1.3 then presents ttig dasign with a focus on the
characteristics of the stabilization cases to begtigated in Chapter 4. Section 1.4
briefly discusses how scenarios of this type haenlused to examine the climate
change issue and the intended uses and limitseafdiv scenarios, focusing on
interpretation of these scenarios under conditainsacertainty. Section 1.5 provides a
guide to the structure of the remaining chaptetstha associated data archive.
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1.2. Background: Human Activities, Emissions, Concentrabns, and Climate
Change

Materials that influence the Earth’s radiation Ipaacome in various forms, and most
have natural as well as anthropogenic sources.e@wengases which remain in the
atmosphere for periods ranging from days to millenmapping heat while they are
there. They are known as GHGs because, whilegasest to incoming short-wave
radiation (the visible spectrum that people comm@arceive as light), they capture and
reflect back to Earth long-wave radiation, thug@asing the temperature of the lower
atmosphere from what it otherwise would be. Thesearally occurring GHGs, plus
clouds and the effect of water vapor (the most irtggat GHG of all), are responsible for
creating a habitable climate on Earth. Withoutrihthe average temperature at the
Earth’s surface would be colder than it is todayduyghly 55°F (31°C).

GHGs are not the only influences on the Earth’'satace balance. Other gases like
oxides of nitrogen (NQ have no direct greenhouse effect, but they amgpoments of

the atmospheric chemistry that determine the iifetof some of the heat-trapping GHGs
and are involved in the reactions that producedaspperic ozone, another GHG.
Aerosols (non-aqueous particles suspended in @y)lmave positive or negative effects,
depending on their relative brightness. Some ptes&vhite surface and reflect the sun’s
energy back to space; others are black and abstabenergy, adding to the solar
warming of the atmosphere. Aerosols also havedinect effect on climate in that they
influence the density and lifetime of clouds, whiedve a strong influence on the
radiation balance and on precipitation. Humans alter the land surface, changing its
reflective properties, and these changes can Hamate consequences with effects most
pronounced at a local scale (e.g., urban heatds)eand regional levels (e.g., large-scale
changes in forest cover). In addition, the climtgelf has positive and negative
feedbacks, such as the decrease in global albatievtuld result from the melting land
and sea ice or the potential release of GHGs ssicheghane from warming soils.

Climate policy concerns are driven by the fact #ratssions from human activities
(mainly combustion of fuels and biomass, industilvities, and agriculture) are
increasing the atmospheric concentrations of teabstances. Climate policy
discussions have focused heavily on,CCH,, N,O, and a set of fluorine-containing
industrial chemicals — SFand two families of substances that do not exasiinally,
hydrogenated halocarbons (including hydrochlorafdearbons [HCFCs] and HFCs)
and PFCs. Some of these substances remain itnloszhere on the order of decades
(CHg4, most HFCs), others for the order of 100 years(@®&O) and some for thousands
of years (PFCs, SF

Other naturally occurring substances whose levale lalso been greatly enhanced by
human activities remain in the atmosphere for dayaonths. With such short lifetimes
they are not well mixed in the atmosphere and sw #ifects have a regional pattern as
well as global consequences. These substancesléakrosols such as black carbon and

% For simplicity, all hydrogenated halocarbons Wi referred to as HFCs in the subsequent text. The
greenhouse gas methyl chloroform is often alsoggdwalong with HFCs and HCFCs.
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other particulate matter; sulfur dioxide, whictlthe main precursor of the reflecting
aerosols; and other gases such as volatile orgam@ounds, nitrogen dioxide, other
oxides of nitrogen, and carbon monoxide. All anportant components of atmospheric
chemistry.

This suite of substances with different radiatiegégmcy and different lifetimes in the
atmosphere presents a challenge in defining whatent by atmospheric “stabilization.”
Specification in terms of quantities of the gasesriselves is problematic because there
is no simple way to add them together in their redtunits such as tons or parts per
million by volume. Thus, a meaningful metric iseded in order to combine the effects
of different GHGs.

One approach is to define stabilization in termsarhe ultimate climate measure, such
as the change in the global average temperatune. d@awback of such measures is that
they interject large uncertainties into the consitien of stabilization because the
ultimate climate system response to added GHGsdertain. Climate models involve
complex and uncertain interactions and feedbackd) as increasing levels of water
vapor, changes in reflective Arctic ice, cloud etéeof aerosols, and changes in ocean
circulation that determine the ocean’s uptake of @l heat.

For the design of these scenarios, the Prospealiesl ¢or an intermediate, less uncertain
measure of climate effect, the direct heat-trapgorgin case of cooling aerosols, light-
reflecting) impact of a change in the concentrabbauch substances. It is constructed
to represent the change in the net balance of dnih kvith the sun (energy wrs. energy
out) where the units are watts per square metemfy\Wf the Earth’s shell. Generally
referred to as radiative “forcing” (see Box 1.1pasitive value means a warming
influence. This measure is widely used to complaeeclimate effects of different
substances, although calculation of the net foroing group of gases, where there may
be chemical interaction among them or saturatiaih@infrared spectrum, requires
specialized models of atmospheric chemistry anchtiad.

--- BOX 1.1: RADIATIVE FORCING ---

Most of the Sun’s energy that reaches the Eambssrbed by the oceans and land
masses and radiated back into the atmosphere fortineof heat or infrared radiation.
Some of this infrared energy is absorbed and rxted back to the Earth by atmospheric
gases, including water vapor, g@nd other substances. As concentrations of gwse
called greenhouse gases (GHGS) increase, the wgeffect is augmented. The
National Research Council (2005) defines direciatace forcing as an effect on the
climate system that directly affects the radiabuelget of the Earth’s climate which may
result from a change in concentration of radiati\adtive gases, a change in solar
radiation reaching the Earth, or changes in surédloedo. The increase is called
radiative “forcing” and is typically measured in tgaper square meter (W#n Increases
in radiative forcing influence global temperatuseihdirect effects and feedback from a
variety of processes, most of which are subjecbttsiderable uncertainty. Together,
they affect, for example, the level of water vagbe most important of the GHGs.
---END BOX 1.1 ---
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Figure 1.1 shows estimates of how increases in Giifdsaerosols and other changes
have influenced radiative forcing since 1850. Tan GHGs together have had the
biggest effect, and CQOs the largest of these. Increased tropospheno® has also had
a substantial warming effect. The reduction iatsispheric ozone has had a slight
cooling effect. Changes in aerosols have had Wwatiming and cooling effects. Aerosol
effects are highly uncertain because they depertienature of the particles, how the
particles are distributed in the atmosphere, aaat toncentrations, which are not as well
understood as the GHGs. Land-use change andets eh the reflectivity of the Earth’s
surface, jet contrails and changes in high-leviety(s) clouds, and the natural change in
intensity of the sun have also had effects.

Figure 1.1:  Estimated Influences of Atmospheric€aon Radiative Forcing,
1850-present

Another important aspect of the climate effectthese substances, not captured in the
W/m? measure, is the persistence of their influencthemadiative balance—a
characteristic discussed in Box 1.2. The Wineasure of radiative forcing accounts for
only the effect of a concentration in the atmosplatra particular instant. The GHGs
considered here have influences that may last &amcade or two (e.g., the influence of
CH,) to millennia, as noted earlier.

--- BOX 1.2: ATMOSPHERIC LIFETIMES OF GREENHOUSE GA SES ---

The atmospheric lifetime concept is more approerat CH,, N,O, HCFCs, PFCs, and
Sk than it is for CQ. These non-C@gases are destroyed via chemical processes after
some time in the atmosphere. In contrast, G@onstantly cycled between pools in the
atmosphere, the surface layer of the ocean, anetation, so it is (for the most part) not
destroyed. Very slow processes lead to some renobearbon from oceans, vegetation,
and atmosphere as calcium carbonate; also, ovgrgeological periods, carbon from
vegetation is stored in fossil fuels, which is anpanent removal process as long as they
are not burned to produce energy.

Although the lifetime concept is not strictly apprate for CQ (see Box 2.2 in Chapter
2), for comparison purposes a £€mission can be thought of as having a lifetime of
about 120 years. (That is about two-thirds ofradbCQ, added to the atmosphere
would no longer be there after 120 years, thoughesfsaction would remain there for
hundreds of years.) This approximation allowswgtocomparison with the other gases:
CH, at 12 years, pO at 114 years, and S&t 3200 years. Hydrogenated halocarbons,
such as HCFCs and HFCs, are a family of gaseswaitying lifetimes from less than a
year to over 200 years; those predominantly innese have lifetimes mostly in the
range of 10 to 50 years. Similarly, the PFCs hareus lifetimes, ranging from 2,600
to 50,000 years.

The lifetimes are not constant, as they dependrwesdegree on other Earth system
processes. The lifetime of Gli$ the most affected by the levels of other palhi$ in the
atmosphere.

--- END BOX 1.2 ---
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An important difference between GHGs and most efdther substances in Figure 1.1 is
their long lifetime. In contrast to GHGs, aeros@miain in the atmosphere only for a
few days to a couple of weeks. Once an aerosadseom source is reduced, the effect on
radiative forcing occurs very quickly. Tropospleeszone lasts for a few months.
Moreover, relatively short-lived substances areweit-mixed in the atmosphere. Levels
are very high near emissions sources and much lowaher parts of the world, so their
climate effect has a different spatial pattern ttieat of long-lived substances. The
regional differences and much shorter lifetimeaai-GHG substances make
comparisons among them more difficult than among3SHThe radiative effects of
these substances also subject to more uncertasmghown in Figure 1.1.

1.3. Study Design

The broad elements of the study design for theseasios are set forth in the Prospectus,
including (1) selection of models, (2) guidanceéhte model teams for development of a
reference scenario, and (3) guidance for the dewedmt of stabilization scenarios.

1.3.1. Model Selection

The Prospectus sets forth the types of analysisehreagpabilities that would be required
to carry out the desired stabilization analyses.stated in the Prospectus, participating
models must

1. Be global in scale

2. Be capable of producing global emissions totalsdba minimum, C¢) N,O, CH,,
HFCs, PFCs, and $Rhat may serve as inputs to global general ateut models
(GCMs), such as the National Center for Atmosphieasearch (NCAR) Community
Climate System Model (CCSM) and the GeophysicaldAynamics Laboratory
(GFDL) climate model

3. Be capable of simulating the radiative forcing frdmese GHGs

4. Represent multiple regions

5. Have technological resolution capable of distinguig among major sources of
primary energy (e.g., renewable energy, nuclearggnéiomass, oil, coal, and
natural gas) as well as between fossil fuel teagiet with and without carbon
capture and storage systems

6. Be economics-based and capable of simulating meanoenic cost implications of
stabilization

7. Look forward to the end of the century or beyond.

In addition, the Prospectus required that the mongeéeams have a track record of
publications in professional, refereed journalgcsocally in the use of their models for
the analysis of long-term GHG emission scenarios.

Selection by these criteria led to the three modsésl in this exercise: (1) The Integrated
Global Systems Model (IGSM) of the Massachusesstlte of Technology’'s Joint
Program on the Science and Policy of Global Cha(®)ehe MiniCAM Model of the

Joint Global Change Research Institute, whichparénership between the Pacific
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Northwest National Laboratory and the UniversityMdryland; and (3) the Model for
Evaluating the Regional and Global Effects [of gite@use gas reduction policies]
(MERGE), developed jointly at Stanford Universitydathe Electric Power Research
Institute.

Each of these models has been used extensivetiitate change analysis. The roots of
each extend back more than a decade, during winmehféatures and details have been
added. Results of each have appeared widely inrpeewed publications. The

features of the models are described in Chaptatt2references to the publications and
reports that provide complete documentation.

These models fall into a class that has come tmbe/n as Integrated Assessment
Models (IAMs). There are many ways to define IAM=I to characterize the
motivations for developing them (IPCC 1996). Hoes\a particularly appropriate
definition of their primary purposes, provided bgrgon and Fisher-Vanden (1997), is
“evaluating potential responses to climate chasgearturing knowledge and
characterizing uncertainty; contributing to broadnparative risk assessments; and
contributing to scientific research.”

1.3.2. Development of Reference Scenarios

As required by the Prospectus, each participatindeting team first produced a
“reference” scenario that assumes no policies fpalty intended to address climate
change beyond the implementation of any existiigies to their end of their
commitment periods. The Kyoto Protocol and theqyotif the United States to reduce
greenhouse gas emissions intensity by 18% by 2@ Bath existing policies. For
purposes of the reference scenario (and for eatitheddtabilization scenarios), it was
assumed that these policies are successfully ingieed through 2012 and their goals
are achieved. (This assumption could only be apprated within the models because
their time—steps did not coincide exactly with gegiod from 2002 to 2012. However,
this was not a serious problem given the focusiefcurrent exercise.) As directed by
the Prospectus, after 2012, all climate policiesamsumed to expire and are assumed not
to be renewed or replaced. It should be emphasiegdhis is not a prediction but a
scenario designed to provide a clearly defined taserve as a basis for illuminating the
implications of alternative stabilization goalss Will be discussed in the following
section, the paths toward stabilization are implaiee to start after 2012. The reference
scenarios and assumptions underlying them aresisdun more detail in Chapter 3.

The reference scenarios serve several purposest, they provide insight into how the
world might evolve without additional efforts tortgirain greenhouse gas emissions,
given various assumptions about principal drivérhe economy, energy use, and
emissions. These assumptions include those cangguopulation increase, land and
labor productivity growth, technological optionsdaresource endowments. These
forces govern the supply and demand for energysiml goods, and agricultural
products—the production and consumption activitied lead to GHG emissions. The
reference scenarios are a form of thought expetimehat they assume that even as
emissions increase and climate changes nothingnis th reduce emissions. The specific
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levels of GHG emissions and concentrations is nedgtermined but results from the
combination of assumptions made.

Second, the reference scenarios serve as poidepafture against which the changes
required for stabilization may be compared, andutiderlying assumptions also have a
large bearing on the characteristics of the staddilbn scenarios. For example, all other
things being equal, the lower the economic growaith the higher the availability and
competitiveness of low-carbon energy technologigbé reference scenario, the lower
will be the GHG emissions and the easier it wiltbeeach stabilization. On the other
hand, if a reference scenario assumes that fasdd &ire abundant, fossil-fuel
technologies will become cheaper over time, and lmvwzero-carbon alternatives remain
expensive, the scenario will show consumers halitittg) reason to conserve, adopting
more efficient energy-equipment, or switching ta#ossil sources. In such a reference
scenario, emissions will grow rapidly, and strongeonomic incentives will be required
to achieve stabilization.

Finally, the Prospectus specified that the modeagns develop their reference
scenarios independently, applying “plausible” anteaningful” assumptions for key
drivers? Similarities and differences among the refereszanarios are useful in
illustrating the uncertainty inherent in long-ruedtment of the climate challenge. At the
same time, with only three participating modelg, thnge of scenario assumptions
produced is unlikely to span the full range of ploiises.

1.3.3. Development of the Stabilization Scenarios

Although the model teams were required to indepethgldevelop their modeling
assumptions, the Prospectus required that a corsetasf four stabilization targets be
used across the participating models. Also, wieeneach of the literature on
atmospheric stabilization focuses on concentratodr30, only, an important objective
of this exercise was to expand the range of coest@gnclude other GHGs. Thus the
Prospectus required that the stabilization levelddfined in terms of the combined
effects of CQ, N,O, CH,, HFCs, PFCs, and §FThis suite of GHGs forms the basis for
the U.S. GHG intensity reduction policy, announbgdhe President on February 14,
2002; it is the same set subject to control undeityoto Protocol. (Thus, the
stabilization levels specified in the Prospectusliekly omit the aerosol effects shown in
Figure 1.1, which may be influenced by the meastaiesn to achieve the stabilization
goal.) Table 1.1 shows the change in concentrdg¢iasis for these gases from 1750 to
the present and the estimated increase in radifieang. These are the data from
Figure 1.1 in tabular form, with one important difénce. Not shown in the table is the
forcing from chlorofluorocarbons (CFCs) that haeeib historically significant. CFCs
are already being phased out under the Montreab&ybbecause of their stratospheric
ozone-depleting properties, and so they are nataed to be a significant source of
additional increased forcing in the future. Intfahe HFCs, which do not contribute to
stratospheric ozone depletion, were developed lastitutes for the CFCs, but are of

* See footnote 2.
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concern because of their radiative properties.|leTal?2 shows the specific radiative
forcing targets chosen.

Table 1.1. Greenhouse Gas Concentrations and fgorcin

Table 1.2. Radiative Forcing Stabilization Levé/ii’) and Approximate
CO, Concentrations (ppmv)

As noted earlier, the Prospectus instructed treastabilization levels be constructed so
that the CQ concentrations resulting from stabilization ofdatadiative forcing, after
accounting for radiative forcing from the non-£€GHGs, would be roughly 450 ppmv,
550 ppmv, 650 ppmyv, and 750 ppmv. This correspocelevas achieved by (1)
calculating the increased radiative forcing from;@Deach of these concentrations, (2)
adding to that amount the radiative forcing frora tton-CQ gases from 1750 to present,
and then (3) adding an initial estimate of the@ases in radiative forcing from the non-
CO, GHGs under each of the stabilization levels. Ez#dhe models represents the
emissions and abatement opportunities of the nopga®es somewhat differently,
however, and takes a different approach to reptasen of the tradeoffs among them, so
it was not possible to for the teams to achievddhget levels exactly. Nevertheless the
results are close enough that these new scenamoseccompared to previous work that
has examined CQargets ranging from 450 to 750 ppmv.

The Prospectus also specified that, beyond thecimghtation of any existing policies
the stabilization scenarios should be based oreusaV participation by the world’s
nations. This guidance was implemented by assumiignate regime with
simultaneous global participation in emissions gaition where the marginal costs of
emission controls are equalized across countridgegions. The implications of this
assumption, known as “ where” flexibility, is tranissions will be reduced where it is
cheapest to do so regardless of their geograploicalion. The potential impact of this
assumption on the costs of emissions abatemenbeviliscussed in Chapter 4.

In addition, the Prospectus required that staltibnabe defined as long-term. Because
of the inertia in the Earth system, largely atttdile to the ocean, perturbations to the
climate and atmosphere have effects for thousahgsans. Economic models would
have little credibility over such time-frames. TRmspectus, therefore, instructed that
the participating modeling teams report scenariormation only up through 2100. Each
group then had to address how to relate the lev2100 to the long-term goal. The
chosen approaches were generally similar, but sathe differences in implementation.
This and other details of the stabilization scamdasign are addressed more completely
in Chapter 4.

1.4. Interpreting Scenarios: Uses, Limits, and Uncertaity

Emissions scenarios have proven to be useful aidaderstanding climate change, and
there is a long history of their use (see Box 13¢enarios are descriptions of future
conditions, often constructed by asking “what iffegtions: i.e, what if events were to
unfold in a particular way? Informal scenario as#& is part of almost all decision-
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making. For example, families making decisionsuditiog purchases, like a car or a
house, might plausibly construct a scenario in titicanges in employment forces them
to move. Scenarios developed for major publicgyotjuestions perform the same
purpose, helping decision-makers and the publimtterstand the consequences of
actions today in the light of plausible future deypenents.

--- BOX 1.3: EMISSIONS SCENARIOS AND CLIMATE CHANGE ---

Emissions scenarios that describe future econoroieth and energy use have been
important tools for understanding the long-termssmuences of climate change. They
were used in assessments by the U.S. National AvadéSciences in 1983 and by the
Department of Energy in 1985 (NAS 1983, USDOE 198%)evious emissions scenarios
have evolved from simple projections doubling&missions in the atmosphere to
scenarios that incorporate assumptions about ptul@conomic growth, energy
supply, and controls on GHG emissions and CFCsgéggt al. 1992, Pepper et al.
1992). They played an important role in the repoftthe Intergovernmental Panel on
Climate Change (IPCC 1991, 1992, 1996). The IFpEcial Report on Emissions
ScenariogNakicenovic et al. 2000) was the most recent mgfiort undertaken by the
IPCC to expand and update earlier scenarios. sktief scenarios was based on story
lines of alternative futures, updated with regarthie variables used in previous
scenarios, and with additional detail on technalabchange and land use.

The Energy Modeling Forum (EMF) has been an impbrianue for intercomparison of
emissions and integrated assessment models. Te B&Rhaged at Stanford University,
includes patrticipants from academic, governmerd,@her modeling groups from
around the world. It has served this role forghergy-modeling community since the
1970s. Individual EMF studies run over a courselmiut two years, with scenarios
designed by the participants to provide insight e behavior of the participating
models. Results are often published in the pegewed literature. A recent study, EMF
21, focused on multi-gas stabilization scenariogy#nt and de la Chesnaye 2005). The
scenario exercise reported here adheres closétgtecenario protocol established in
EMF 21.

--- END BOX 1.3 ---

Models assist in creating scenarios by showing assumptions about key drivers, such
as economic and population growth or policy optjdead to particular levels of GHG
emissions. Model-based scenario analysis is dedigmprovide quantitative estimates
of multiple outcomes and to assure consistency grttteam that is difficult to achieve
without a formal structure. Thus, a main benefis@th model simulation of scenarios is
that they ensure basic accounting identities: thantjty demanded of fuel is equal to the
guantity supplied; imports in one region are bagahloy exports from other regions;
cumulative fuel used does not exceed estimatdseafeisource available; and
expenditures for goods and services do not excesxhrie. The approach complements
other ways of thinking about the future, rangingnfirformal uncertainty analysis to
narratives. Also, such model analyses offer afgtacro-projections that users can
build on, adding more detailed assumptions aboudlies and decisions of interest to
them.
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Possible users of emissions scenarios include ®@imadelers and the science
community; those involved in national public polimymulation; managers of Federal
research programs; individual firms, farms, and iners of the public; as well as state
and local government officials who face decisidret might be affected by climate
change and mitigation measures. A single scemxeocise cannot hope to provide the
details needed by all potential users or address $pecific questions. Thus these
scenarios are an initial set offered to potents&ricommunities. If successful, they will
generate further questions and the demand for detegled analysis, some of which
might be satisfied by further scenario developnfiemh models like those used here but
more often demanding detail that can only be predidgith other modeling and analysis
techniques. As such, this effort is one step inoihgoing and iterative international
process of producing and refining climate-relateehsirios and scenario tools.

Although the required long-term perspective demaw@sarios that stretch into the
distant future, any such scenarios carry with tisemsiderable uncertainty. Inevitably the
future will hold surprises. Scientific advanceslwi& made, new technologies will be
developed, and the direction of the economy willradie, making it necessary to reassess
the issues examined here. The Prospectus calletti@opment of a limited number of
scenarios, without a formal treatment of likelihawrduncertainty, requiring as noted
earlier only that the modeling teams use assumgptiaat they believe to be “plausible”
and “meaningful”. Formal uncertainty analysis hascmto offer and could be a useful
additional follow-on or complementary exercise. ¢Jdrowever, the range of outcomes
from the different modeling teams help to illust;at incompletely, the range of
possibilities.

The scenarios developed here take the best infamavailable now and assess what
that may mean for the future. Any such exercissydver, will necessarily be
incomplete and will not foresee all possible futdexelopments. The best planning
must, of course, prepare to change course later.

1.5. Report Outline

Chapter 2 of this report provides an overview eftiree models used in development of
the scenarios. Chapter 3 describes the assumjatitang key drivers in each of the
models and reports reference scenario resultspt€hé provides greater detail on the
design of the stabilization scenarios and pregéeis results. Chapter 5 provides
concluding observations, including possible averiaeadditional research.

The chapters seek to show how the models diffey tanthe degree possible, relate where
these differences matter and how they shape tléisesThe models have their own
respective strengths and each offers its own reddemepresentation of the world. The
authors have been at pains to distill general e@mimhs common to the scenarios
generated by the three modeling teams, while razognthat other plausible
representations could well lead to quite diffenesults. The major results are presented
primarily in the figures. Associated with the refpis a database with the quantitative
results available for those who wish to furtherlgz@and use these scenarios. A
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description of the database, directions for usd,i@location can be found in the
appendix’

1.6. References

CCSP [Climate Change Science Program]. 2003 (uddatly 2004)Strategic Plan for
the U.S. Climate Change Science Program
http://www.climatescience.gov/Library/stratplan2@iofal/default.htm

CCSP [Climate Change Science Program]. 260%al Prospectus for synthesis and
assessment product 2Http://www.climatescience.gov/Library/sap/sapgap?2-
1Prospectus-final.htm

IPCC [Intergovernmental Panel on Climate Chang@.11Climate Change: The IPCC
Response Strategiéd/ashington, DC: Island Press.

IPCC [Intergovernmental Panel on Climate Chang@921Climate Change 1992: The
Supplementary Report to the IPCC Scientific Assessed. J.T Houghton, B.A.
Callander, and S.K. Varney. Cambridge, UK: Camleitiversity Press.

IPCC [Intergovernmental Panel on Climate Chang@961Climate Change 1995:
Economic and Social Dimensions of Climate ChaegeJ. P. Bruce, H. Lee, and E.F.
Haites. Cambridge, UK: Cambridge University Press.

Leggett, J., W.J. Pepper, and R.J. Swart. 1992s$tam scenarios for the IPCC: an
update. InrClimate Change 1992: The Supplemental Report tdRB€ Scientific
Assessmened. J.T. Houghton, B.A. Callander, and S.K. Var@ambridge, UK:
Cambridge University Press.

Nakicenovic, N. et al. 200@&pecial Report on Emissions Scenaridambridge, UK:
Cambridge University Press.

National Academy of Sciences. 19&hanging Climate: Report of the Carbon Dioxide
Assessment Committa&’ashington, DC: National Academy Press.

National Research Council 200adiative Forcing of Climate Change: Expanding the
Concept and Addressing Uncertaintidsational Academies Press, Washington, D.C.

Parson, E.A., and K. Fisher-Vanden. 1997. Integratsessment models of global
climate changeAnnual Review of Energy and the Environnz2)t589-628.

Pepper, W.J., J. Leggett, R.J. Swart, J. Wass&drdonds, and I. Mintzer. 1992.
Emissions Scenarios for the IPCC: An Update — Apsioms, Methodology, and Results
Geneva: Intergovernmental Panel on Climate Change.

US DOE [United States Department of Energy]. 198mospheric Carbon Dioxide and
the Global Carbon Cyclead. J.R. Trabalka. DOE/ER-0239. Washington, Dfic®of
Energy Research.

Weyant, J.P., and F. de la Chesnaye. 2005. Muligasarios to stabilize radiative
forcing. Energy Journal Special Edition on Multigas Scenarios and Clin@itange.

® This data archive and associated appendix withade available upon completion of the final dréft o
this report.

June 26, 2006 1-13



CCSP Product 2.1, Part A

Draft for Public Comment

1 Table 1.1. Greenhouse Gas Concentrations and Forgn
2
Increased
Preindustrial Current Forcing
Concentration | Concentration wW/m?
(1750) (2000) (1750-2000)
CO; 280 ppmv 369 ppmv 1.52
CH, 700 ppbv 1760 ppbv 0.517
N,O 270 ppbv 316 ppbv 0.153
HFECs 0 NA 0.005
PFCs 0 NA 0.014
SFe 0 4 ppt 0.0025
3
4
5 Table 1.2. Radiative Forcing Stabilization Levels\//m?) and Approximate CO,
6 Concentrations (ppmv)
7
1) 2) (3) 4) 5)
From From Approximate Increase in Increase in
Preindustrial Current CO, Level CO, from CO, from
(1750) (2000) (2100) Preindustrial Current
Level 1 3.4 1.2 450 172 81
Level 2 4.7 2.5 550 272 181
Level 3 5.8 3.5 650 372 281
Level 4 6.7 4.5 750 472 381
8
9
10 Figure 1.1. Estimated Influences of Atmospheric Gas on Radiative Forcing, 1850-
11 present
12
Global Mean Radiative Forcing (Wm?)
3 v Greenhouse Gases ‘
-Halocarbons liﬁ Reoacls s Ciods
L NO l
é o CH‘H CB:gn
5 " o, Tropospheric ;;%' Mineral
: s 3 Coir:iila:cg:rrus Sufr
. . I! 1 ( R .
Stratospheric [l o,g];n.c I J J
Ozone Cabon giirass Land Use
g_! qn Sulfate F":‘;:" Burning {ekedo orky)
[ Fuel
o Burning
& The helght of a bar indicates a best estimate of the forcing, and the Aerosol
e v o s e s e s i oo e
et Moh Medum Metim Low (Y TOH GRS
13

June 26, 2006 1-14



OCoOoO~NOOUI WNE

CCSP Product 2.1, Part A Draft for Public Comment

2. MODELS USED IN THIS STUDY
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2.2.4. ENergy RESOUICES........cooiiiii e 6
2.2.5.  Technology and Technological Change. e .....cvvviiiiiiiiiiiieeeeeeeeeeee, 7
2.2.6. Land Use and Land Use Change.......oo i 9
2.2.7. Emissions of Cand Non-CQ Greenhouse Gases ..........evvvevevviieeeeeeennn. 11

2.3.  Earth Systems COMPONENT.............utmmmmmmmmeeeeeeeeeeeeeeiiiiiira e e e e e eaaaes 12

2.4, REMEIBNCES....uiiiiiiiiiiiiiie ettt 15

2.1. Overview of the Models

The analysis facilities used in this exercise aferred to as integrated assessment
models (IAMs) in that they combine, in an integdabemework, the socio-economic and
physical processes and systems that define therhinflaence on, and interactions with,
the global climate. They integrate computer modésocio-economic and technological
determinants of the emissions of greenhouse g&d4¢6¢) and other substances
influencing the Earth’s radiation balance with misd# the natural science of Earth
system response, including those of the atmospbeeans, and terrestrial biosphere.
Although they differ in their specific design obijees and details of their mathematical
structures, each of these IAMs was developed ®ptirpose of gaining insight into
economic and policy issues associated with glolralate change.

To create scenarios of sufficient depth, scope,dtdil, a number of model
characteristics were deemed critical for developgméthese scenarios. The criteria set
forth in Chapter 1 led to the selection of thre®lis\

* TheIntegrated ®bal Systems Mdel (the IGSM) of the Massachusetts Institute of
Technology’s Joint Program on the Science and Polic&lobal Change. The IGSM
(Sokolov et al. 2005) is an Earth system model ¢batprises a multi-sector, multi-
region economic component and a science companehiding a two-dimensional
atmosphere, a three-dimensional ocean, and aetetsidgeochemical model of the
terrestrial biosphere. Because this study focasasew emissions scenarios, results
from the economic model component of the IGSM,Ehassions Prediction and
Policy Analysis (EPPA) model (Paltsev et al. 20@B¢ featured in the discussion
below. EPPA is a recursive-dynamic computable gdreguilibrium (CGE) model
of the world economy and greenhouse-relevant eamisssolved on a five-year time
step. Previous applications of the IGSM and it® Elomponent system can be
found at http://web.mit.edu/globalchange.
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* The Model for Evaluating the Rgional and ®bal Efects of GHG reduction policies
(MERGE) was developed jointly at Stanford Universihd the Electric Power
Research Institute. MERGE (Manne and Richels 2@0&h intertemporal general
equilibrium model of the global economy in whicle tworld is divided into nine-
geopolitical regions. It is solved on a ten-yeardistep. MERGE is a hybrid model
combining a bottom-up representation of the enstgpply sector, together with a
top-down perspective on the remainder of the ecgnor8avings and investment
decisions are modeled as if each region maximieesliscounted utility of its
consumption, subject to an intertemporal wealthsttamt. Embedded within this
structure is a reduced-form representation of thesigal earth system. MERGE has
been used to explore a range of climate-relatestsssncluding multi-gas strategies,
the value of low-carbon-emitting energy technolegtée choice of near-term
hedging strategies under uncertainty, the impafcisarning-by-doing, and the
potential importance of “when” and “where” flexiiyl. To support this analysis of
stabilization scenarios, the multi-gas version lteen revised by adjustments in
technology and other assumptions. The MERGE cadeablications describing its
structure and applications can be found at httpaivstanford.edu/group/MERGE/.

* The MiniCAM is an integrated assessment model,r{Bee et al. 2003) that
combines a technologically detailed market equuitormodel of the global energy
and agricultural systems with a suite of couplestgycle, climate, and ice-melt
models, integrated in the ddel for the Asessment of Benhouse-gasidiuced
Climate_ Change (MAGICC). lItis developed and maintainethatJoint Global
Change Research Institute, a partnership betweeRahific Northwest National
Laboratory and the University of Maryland. The rab@ solved on a 15-year time
step. MiniCAM has been used extensively for enectignate, and other
environmental analyses conducted for organizatieatinclude the U.S. Department
of Energy (DOE), the U.S. Environmental Protecthkgency (EPA), the
Intergovernmental Panel on Climate Change (IPC@),s&veral major private sector
energy companies. Its energy sector is basednooda! developed by Edmonds and
Reilly (1985). The model is designed to examimegiterm, large-scale changes in
global and regional energy systems, focusing onntipact of energy technologies.
Documentation for MiniCAM can be found at
http://www.globalchange.umd.edu/models/MiniCAM.pdf/

These three are among the most detailed modetgsatype of IAM, and the roots of
each extend back more than a decade.

Because these models were designed to addresedapping set of climate-change
issues, they are similar in many respects. Allghrave both social science-based
components that capture the socio-economic anehodafpy interactions underlying the
emissions of GHGs. And each incorporates modethpsical cycles for GHGs and
other radiatively important substances and otheects of the natural science of global
climate. The differences among them lie in theill@nd construction of these

11t differs from the pure “bottom-up” approach deised in the box in that demands for energy areepri
responsive.
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components and in the ways they are modeled toaette Each was designed with
somewhat different aspects of the climate issweragain focus. IGSM includes the most
detailed representation of the chemistry, physiog, biology of the atmosphere, oceans,
and terrestrial biosphere; thus, its EPPA compoiseté¢signed to provide the emissions
detail that these natural science components reqMERGE has its origins in an
energy-sector model that was initially designedefioergy technology assessment. It was
subsequently modified to explore the influencexgfextations (and uncertainty regarding
expectations) about future developments relatedinttate policy on the economics of
current investment and the cost-minimizing allamatf emissions mitigation over time.
Its focus requires a forward-looking structure, ethin turn requires simplification of the
non-energy components of the economy. MiniCAM ischnology rich IAM. It

features detailed representations of energy teolied, energy systems, and energy
markets, their interactions with agriculture anadaise technologies and markets, and
interactions with the terrestrial carbon cycle.eTiniCAM modeling team also
emphasized the role of demographic developmentgranditions in shaping the nature
and scale of economic systems.

Each of these IAMs thus has its unique strengthsaaeas of special insight. In this
scenario study, the simultaneous application dédéht model structures is useful in
revealing different aspects of the task of atmosgplstabilization. The differences
among their results, presented in Chapters 3 aackgn indication of the limits of our
knowledge about future GHG emissions and the angdle in stabilizing atmospheric
conditions. Indeed, differences among the refexdazcasts and in the implications of
various stabilization targets are likely within ttange that would be realized from an
uncertainty analysis applied to any one of theghas indicated by the analysis of the
EPPA model by Webster et al. (2003).

Table 2.1 provides a cross-model overview of sofrteekey characteristics to be
compared in the following sections of this chapt8ection 2.2 focuses on social science
components, describing similarities and differeraxed highlighting the assumptions that
have the greatest influences on the resulting smenaSection 2.3 does the same for the
natural science sub-models of each IAM, which is g#tudy make the connection
between the emissions of GHGs and other radiativebprtant substances and the
resulting atmospheric conditions.

Table 2.1. Characteristics of the Models
2.2. Socio-Economic and Technology Components
2.2.1. Equilibrium, Expectations, and Trade
As can be seen in Table 2.1, the models represenbeic activity and associated
emissions in a similar way; each divides the weddnomy into several regions, and

further divides each region into economic sectdnsall three, the greatest degree of
disaggregation is applied to the various componeihésergy supply and demand.
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The models differ, however, in the representatibtne equilibrium structure, the role of
future expectations, and in the goods and sertiaegd.

MERGE and the EPPA component of the IGSM are CGHatspwhich solve for a
consistent set of supply-demand and price equalitm each good and factor of
production that is distinguished in the analysisthe process, CGE models ensure a
balance in each period of income and expenditudlecdsavings and investment for the
economy, and they maintain a balance in internatittade in goods and emissions
permits. MiniCAM is a partial equilibrium modebdusing on solving for supply-
demand and price equilibria within linked energg agricultural markets. Other
economic sectors that influence the demand forggnend agricultural products and the
costs of factors of production in these sectorgepeesented through exogenous
assumptions.

The models also differ in how expectations aboetftiiure affect current decisions. The
EPPA component of the IGSM and MiniCAM are recuestlynamic models, meaning
they are solved one period at a time with econ@ygants modeled as responding to
conditions in that period. This behavior is alsieneed to as “myopic” because these
agents do not consider expected future market tondiin their decisions. The
underlying behavioral assumption is that consuraptsproducers maximize their
individual utilities or profits. In MiniCAM this prcess is captured implicitly through the
use of demand and supply functions that evolve tner as a function of evolving
economic activity and regional economic developmientGSM explicit representative-
agent utility and sector production functions eediiat consumer and producer decisions
are consistent with welfare and profit maximizatibnboth of these models, the patterns
of emissions mitigation over time are imposed lguagptions intended to capture the
features of a strategy that, as explained in Se&id, would be cost-efficient. MERGE,
on the other hand, is an intertemporal optimizatiwdel where all periods are solved
simultaneously such that resources and mitigatifunteare allocated optimally over time
as well as among sectors. Intertemporal modelsistype are often referred to as
“forward-looking” or “perfect foresight” models bagse actors in the economy base
current decisions not only on current conditionsdiufuture ones which are assumed to
be known with certainty. Simultaneous solution lbpariods ensures that agents’
expectations about the future are realized in tbdehsolution. MERGE'’s forward-
looking structure allows it to explicitly solve fopst-minimizing emissions pathways, in
contrast to MiniCAM and IGSM which exogenously mése emissions mitigation
policies over time.

Although all three models also represent intermatidrade in goods and services and
include exchange in emissions permits, they difféahe combinations of goods and
services traded. In IGSM, all goods and serviepsasented in the model are traded,
with electricity trade limited to geographicallyrd@uous regions to the extent that it
occurs in the base data. MiniCAM models interrragldrade in oil, coal, natural gas,
agricultural goods, and emission permits. MERGHElet®trade in oil and natural gas,
emissions permits, energy-intensive industrial go@ad a single non-energy good
representing all other tradeable goods and setvices
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2.2.2. Population and Economic Growth

A projected increase in the overall scale of ecaoa@utivity is among the most

important drivers of GHG emissions. However, ecnitogrowth depends, in part, on
growth in population, which in all three modelsais exogenously determined input.
Although economic activity is ostensibly a projettautput of the models, its level is
largely determined by assumptions about labor prtedty and labor force growth,

which are also model inputs. Policies to reducessions below those in the reference
scenarios also affect economic activity, which rhaymeasured as changes in GDP or in
national consumption (see Chapter 4, which provaddscussion of the interpretation
and limitations of GDP and other welfare measures).

In MiniCAM, labor productivity and growth in thebar force are the main drivers of
GDP growth. GDP is calculated as the productlobidorce and average labor
productivity modified by an energy-service pricasticity. The labor force and labor
productivity are both exogenous inputs to MiniCAblit were developed for these
scenarios from detailed demographic analysis.tiS¢awith the underlying population
scenario, the labor force was estimated from agegender-specific labor force
participation rates applied to the relevant coha@msl then summed and adjusted by a
fixed unemployment rate. Trends were explicitipsidered, such as the increasing rate
of labor force participation by females in the UeSBonomy, the aging of the “baby
boomers,” and evolving labor participation ratesliesler cohorts, reflecting the
consequences of changing health and survival rataisor force productivity growth
rates vary over time and across region to reprekese evolving demographics.

In MERGE and the EPPA component of the IGSM theiddbrce and its productivity,
while extremely important, are not the only factdetermining GDP. Savings and
investment and productivity growth in other fact@g., materials, land, labor, and
energy) variously contribute as well. IGSM and MERuse population directly as a
measure of the labor force and apply assumptioostdabor productivity change that
are appropriate for that definition.

2.2.3. Energy Demand

In all three models, energy demands are represeatgahally and driven by regional
economic activity. As a region’s economic activitgreases, its corresponding demand
for energy services rises. Energy demand is dfsotad by assumptions about changing
technology, structure of the economy, and otheyimgreconomic conditions (see
Section 2.2.5). Similarly, all the models represbe way demand will respond to
changes in price. The formulation of price resgassarticularly important in the
construction of stabilization scenarios becausenip®sition of a constraint on carbon
emissions will require the use of more expensivergnsources with lower emissions
and will, therefore, raise the price of all fornfeeaergy.
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All three IAMs calculate energy demand at the |lexfetach model’s aggregated sectors.
None further disaggregates to engineering-proecgsgsentations of specific energy-
demand technologies (e.g., cars, air conditioneiddwever, the models differ in the
way they disaggregate energy demand. In the IG&W good- or service-producing
sector demands energy. The production sector ilspart-output structure where every
industry (including the energy sector) supplie®iifputs as inputs to intermediate
production in other industries and for final congtion. Households have separate
demands for automobile fuel and for all other epesgyvices. Each final demand sector
can use electricity, liquid fuels (petroleum produar biomass liquids), gas, and coal;
fuel for automobiles is limited to liquids. MiniQWrepresents demands for solid fuels,
liquid fuels, electricity, and gaseous fuels actbsse demand sectors: buildings,
transportation, and industry. MERGE has a single-@energy production sector for each
region that is the sole source of demand for faat electricity.

2.2.4. Energy Resources

Because the future availability of energy resourpesticularly of exhaustible fossil

fuels, is a fundamental determinant of human imfageon climate, the models provide
explicit treatments of the underlying resource bask three include empirically based
estimates of in-ground resources of oil, coal, matiral gas that might ultimately be
available, along with a model of the costs of estican. The levels of detail in the
different models are shown in Table 2.1. Eachhefrhodels includes both conventional
and unconventional sources in its resource baseegmesents the process of exhaustion
of resources by an increasing cost of exploitatidhat is, lower-cost resources are
utilized first so that the costs of extraction résethe resources are depleted. The models
differ, however, in the way they represent the@asing costs of extraction. MiniCAM
divides the resource base for each fossil fuel digorete grades with increasing costs of
extraction, along with an exogenous technical cbhahgt lowers resource extraction
costs over time. MERGE has similar differentiagddgs for oil and gas, but assumes that
the coal base is more than sufficient to meet pi@letlermand and that exogenous
technological improvements in extraction will benimal. For these reasons, MERGE
represents coal as having a constant cost overitigspective of utilization. IGSM
models resource grades with a continuous functnohteeats conventional oil, shale oll,
natural gas, and coal with a common functional foffael-producing sectors are subject
to economy-wide technical progress (e.g., incredéaaal productivity growth), which
partly offsets the rise in extraction costs. Thadels all incorporate tar sands and
unconventional gas (e.g., tight gas, coal-seamigdbg grade structure for oil and
natural gas, and each also includes the potergiadldpment of shale oil.

The models seek to represent all resources théd beuavailable as technology and
economic conditions vary over time and across satmnis. Thus, they reflect judgments
that technology will advance to the point whererently unused resources can be
economically exploited. Generally, then, they defa resource base that is more
expansive than, for example, that of the U.S. Ggiodd Survey, which estimates
technological and economic feasibility only at emtrtechnology and prices. However,
differences exist in the treatments of potentialilable resources. MiniCAM includes
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a detailed representation of the nuclear powepsgcicluding uranium resources,
nuclear fuel fabrication, reactor technology opsicand associated fuel-cycle cycles,
including waste, storage, and fuel reprocessi&SM and MERGE assume that the
uranium resources used for nuclear power generatmsufficient to meet likely use
and, therefore, do not explicitly model their déeiole.

The treatment of wind and solar resources alsemifimong the models. IGSM
represents the penalty for intermittent supply mdeling wind and solar as imperfect
substitutes for central station generation, whieeeetasticity of substitution implies a
rising cost as these resources supply a largee siialectricity supply. Land is also an
input, and the regional cost of wind/solar is basedstimates of regional resource
availability and quality. MERGE represents thessources as having a fixed cost that
improves over time, but it applies upper limitstba proportion of these resources,
representing limits on the integration of thes@ueses into the grid. MiniCAM
represents wind and solar technologies as extaptmver from a graded renewable
resource base. Wind and solar technology chosmeddpends on incremental needs for
energy storage and ancillary power associated imignmittency.

IGSM and MiniCAM model biomass production as conmggtor agricultural land.
Increasing production leads to an increasing |lamd, representing the scarcity of
agricultural land, and, thus, to an increasing cbftiomass as production expands.
MiniCAM also has a separate set of regional sufyotgtions for biomass supplied from
waste and residue sources. MERGE places an uppeoh the amount of biomass
energy that might supply the electric and non-eieenergy sectors, but otherwise
assumes a fixed cost for biomass energy and aldevsass to compete unhindered in
the market.

2.2.5. Technology and Technological Change

In most studies of energy and greenhouse gas emsssiechnology” is represented by
some form of economic production function whichapes the quantities of inputs
required to produce a unit of energy or some afoed, or to supply a particular
consumer demand using energy and other inputs.eMadaliffer substantially, however,
depending on their overall design objectives besaasga limitations and computational
feasibility force tradeoffs between the inclusidrengineering detail and the
representation of the interaction among the segsm&rd modern economy that
determines supply, demand, and prices (see Box 2.1)

Though all three of the models applied here folkotinybrid” approach to the
representation of energy technology, involving saibi$al detail in some areas and more
aggregate representations in others, some of theahthat flow from the distinct design
of each can be seen in Table 2.1. They represenge demand, as described in Section
2.2.3, with the application of an autonomous eneffjgiency improvement (AEEI)

factor to represent non-price-induced trends inggnase. However, AEEI parameter
values are not directly comparable across the rsdzktause each has a unique
representation of the processes that togetheriexiplka multiple forces that have
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contributed historically to changes in the energgmsity of economic activity. In IGSM
and MERGE, the AEEI captures non-price changesu(ivg structural change not
accounted for in the models) that can be energygusither than energy-saving.
MERGE represents the AEEI as a function of GDP gindw each region. MiniCAM
captures shifts among fuels through differing ineogtasticities, which change over
time, and separately represents AEEI efficiencypgai

--- BOX 2.1: TOP-DOWN, BOTTOM-UP, AND HYBRID MODELI NG ---

The models used in energy and environmental asgessare sometimes classified as
top-down, as opposed to bottom-up, in structudisénction that refers to the way they
represent technological options. A top-down magels an aggregate representation of
how producers and consumers can substitute nompemguts for energy inputs, or
relatively energy-intensive goods for less energgnsive goods. Often, these tradeoffs
are represented by aggregate production functiobg atility functions that describe
consumers’ willingness and technical ability to stithite among goods. The bottom-up
approach begins with explicit technological opticausd fuel substitution or changes in
efficiency occur as a result of a discrete chamngenfone specific technology to another.
The bottom-up approach has the advantage of beleg@represent explicitly the
combination of outputs, inputs, and emissions pésgyof capital equipment used to
provide consumer services (e.g., a vehicle modblLidding design) or to perform a
particular step in energy supply (e.g., a coadfipewerplant or wind turbine). However,
a limited number of technologies are typically ura#d, which may not well represent the
full set of possible options that exist in practi@dso, in a pure bottom-up approach, the
demands for particular energy services are oftamacterized as fixed (unresponsive to
price), and the prices of inputs such as cap#dloll, energy and materials are exogenous.
On the other hand, the top-down approach explioibdels demand responsiveness and
input prices, which usually require the use of oardus functions to model at least some
parts of the available technology set. The disathge of the latter approach is that
production functions of this form will poorly rement switch points from one technology
to another—as from one form of electric generatmanother, or from gasoline to
biomass blends as vehicle fuel. In practice, @ majority of models in use today,
including those applied in this study, are hybimdtat they include substantial
technological detail in some sectors and more agdeerepresentations in others.

--- END BOX ---

Other areas shown in the table where there ardisamt differences among the models
are in energy conversion—from fossil fuels or reabl@ sources to electricity, and from
solid fossil fuels or biomass to liquid fuels oisgdn the IGSM, discrete energy
technologies are represented as energy supplyrsecotained within the input-output
structure of the economy. Those sources of fuadsedectricity that now dominate
supply are represented as production functions thigshsame basic structure as the other
sectors of the economy. Technologies that may layge role in the future (e.g., power
plants with carbon capture and storage or oil fetrale) are introduced using this same
structure, calibrated to current engineering edtiaf required inputs. They are subject
to economy-wide productivity improvements (e.godg land, and energy productivity),
whose effect on cost depends on the share of eatdr fin the technology production
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function. MERGE and MiniCAM characterize energygly technologies in terms of
discrete technologies. In MERGE, technologicalriovements are captured by allowing
for the introduction of more advanced technologiefsiture periods; in MiniCAM, the
cost and performance of technologies are assumietprove over time and new
technologies become available in the future. Sindifferences among the models hold
for other conversion technologies, such as coafigaison or liquefaction or liquids

from biomass.

The entry into the market of new sources and teegls of production by region are
determined endogenously in all three models anérmt&pn the relative costs of supply.
It should be emphasized that the models do noiattplrepresent the research and
development (R&D) process and how it leads to teethchange through, for example,
public and private R&D, spillovers from innovationother economic sectors, and
learning-by-doing. A number of recent efforts h&deen made to incorporate such
processes and their effects as an endogenous cempafmodeling exercises.
However, generally these studies have not beeneapal models of the complexity
needed to meet the requirements of this scenaoitupt.

Because of the differences in structure among thresiels, there is no simple
technology-by-technology comparison of performasice cost across particular sources
of supply or technical options. Not only do speaifions differ somewhat in the base
year, but costs and performance evolve over tintffarent ways, for example, because
of changes in input prices in the IGSM model orgammus assumptions about
technological progress in MERGE or MiniCAM.

The influence of differing technology specificatsoand assumptions is evident in the
results shown in Chapters 3 and 4, with severthese features being particularly
notable. In the absence of any greenhouse gasypoibtor fuel is drawn ever more
heavily from high-emitting sources—for example,foillm shale comes in under IGSM’s
resource and technology assumptions, but liqumis ftoal enter in MERGE and
MiniCAM. When stabilization conditions are imposatl models show carbon capture
and storage taking a key role over the study perMdclear power contributes heavily in
MERGE and in MiniCAM, whereas the potential roletlois technology is overridden in
the IGSM results by a scenario assumption of mpalitiestraints on expansion. Finally,
although differences in emissions in the no-poficgnario contribute to variation in the
projected difficulty of achieving stabilization tatnative assumptions about rates of
technical change in supply technologies also plpsoaninent role.

2.2.6. Land Use and Land Use Change

The models used in this study were developed ailyinvith a focus on energy and
fossil carbon emissions. The integration of theetgrial biosphere, including human
activity, into the climate system is less highlyweeped. Each model represents the
global carbon cycle, including exchanges with ttreasphere of natural vegetation and
soils, the effects of human land-use and respdonseasrbon policy, and feedbacks to
global climate. But none represents all of thesssjble responses and interactions, and
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the level of detail varies substantially amongrimdels. For example, they differ in the
handling of natural vegetation and soils and inrtfesponses to C{roncentration and
changed climate. Furthermore, land-use practegs, (ow- or no-till agriculture, or
biomass production) and changes in land use @fgrestation, reforestation, or
deforestation) that influence GHG emissions ands#gpiestration of carbon in terrestrial
systems are handled at different levels of defaileed, improved two-way linking of
global economic and climate analysis with modelplofsical land use (land use
responding to climate and economic pressures aokihtate response changes in the
terrestrial biosphere) is the subject of ongoirggeech in these modeling groups.

In IGSM, land is an input to agriculture, biomassduction, and wind/solar energy
production. Agriculture is a single sector thagegates crops, livestock, and forestry.
Biomass energy production is modeled as a sepseater, which competes with
agriculture for land. Markets for agricultural gtsoand biomass energy are international,
and demand for these products determines the gfriesad in each region and its
allocation among uses. In other sectors, retuwrrspital include returns to land, but the
land component is not explicitly identified. Antipogenic emissions of GHGs
(importantly including CHand NO) are estimated within the IGSM model as functions
of agricultural activity and assumed levels of toap deforestation. The response of
terrestrial vegetation and soils to climate chaage CQ increase is captured in the
Earth system component of the model, which provaddstailed treatment of
biogeochemical and land-surface properties of $éeg systems. However, the
biogeography of natural ecosystems and human asgsms unchanged over the
simulation period, with the area of cropland fixedhe pattern of the early 1990s. By
this procedure, the emissions associated with dsfation are included in the year the
clearing occurs, but the associated land use isaroécted to reflect the replacement
activity. IGSM does not simulate carbon; pricetndd changes in carbon sequestration
(e.g., reforestation, tillage) and change amond-ase types in EPPA is not fed to the
terrestrial biosphere component of the IGSM.

The version of MERGE used here incorporates a aktgirestrial biosphere across all
scenarios. That is, it is assumed that the nete@€hange with the atmosphere by
natural ecosystems and managed systems—the latteding agriculture, deforestation,
afforestation, reforestation and other land-usexgha—sums to zero.

MiniCAM includes a model that allocates the landaain a region among various
components of human use and unmanaged land—witigekan allocation over time in
relation to income, technology and prices—and estithe resulting G&missions (or
sinks) that result. Land conditions and associataeisions are parameterized for a set
of regional sub-aggregates. The supply of prinaapycultural production (four food
crop types, pasture, wood, and commercial biomassinulated regionally with
competition for a finite land resource based onaverage profit rate for each good
potentially produced in a region. In stabilizatesenarios, the value of carbon stored in
the land is added to this profit, based on theay@icarbon content of different land uses
in each region. This allows carbon mitigation pi@s to explicitly extend into land and
agricultural markets. The model is solved by d¢tepa global market for primary

June 26, 2006 2-10



OCoO~NOOUIDE WNPE

CCSP Product 2.1, Part A Draft for Public Comment

agricultural goods and regional markets for pastliee biomass market is cleared with
demand for biomass from the energy component ofnth@el. Exogenous assumptions
are made for the rate of intrinsic increase in@gtural productivity although net
productivity can decrease in the case of expar@i@gricultural lands into less
productive areas (Sands and Leimbach 2003). Ungeahand can be converted to
agro-forestry, which in general results in net;@missions from tropical regions in the
early decades. Emissions of non-G&HGs are tied to relevant drivers, for example,
with CH, from ruminant animals related to beef productidhiniCAM thus treats the
effects on carbon emissions of gross changes thdaa (e.g., from forests to biomass
production) using an average emission factor fehswonversion. The pricing of carbon
stocks in the model provides a counterbalancedeasing demand for biomass crops in
stabilization scenarios.

2.2.7. Emissions of CQ and Non-CO, Greenhouse Gases

In all three models, the main source of &issions is fossil fuel combustion, which is
computed on the basis of the carbon content of eatite underlying resources: oil,
natural gas, and coal. Special adjustments are moagccount for emissions associated
with the additional processing required to coneedl, tar sands, and shale sources into
products equivalent to those from conventional Qther industrial C@emissions also
are included, primarily from cement production.

As required for this study, all three models alsdude representations of emissions and
abatement of Cl N,O, HFCs, PFCs, and $fplus other substances not considered in
this study). The models use somewhat different@aahes to represent abatement of the
non-CQ GHGs. The IGSM includes the emissions and abatepussibilities directly in
the production functions of the sectors that aspoasible for emissions of the different
gases. Abatement possibilities are representediibstitution elasticities (i.e., the degree
to which one factor of production can be substddte another) in a nested structure that
encompasses gas emissions and other inputs, berkata reflect bottom-up studies of
abatement potential. This construction is paratiehe representation of fossil fuels in
production functions, where abatement potentialrislarly represented by the
substitution elasticity between fossil fuels anldentinputs, with the specific set of
substitutions governed by the nest structure. Abate opportunities vary by sector and
region.

In MERGE, methane emissions from natural gas usdéeat directly to the level of
natural gas consumption, with the emissions rateedsing over time to represent
reduced leakage during the transportation procssi-energy sources of GH\,0O,

HFCs, PFCs, and Skare based largely on the guidelines provided byghergy

Modeling Forum (EMF) Study No. 21 on Multi-Gas Migition and Climate Change
(Weyant and de la Chesnaye 2005). The EMF develbpseline projections from 2000
through 2020. For all gases buiONand CQ, the baseline for beyond 2020 was derived
by extrapolation of these estimates. Abatemerttfoostions for these two gases are
also based on EMF 21, which provided estimateh@fbatement potential for each gas
in each of 11 cost categories in 2010. These af@tecost curves are directly
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incorporated in the model and extrapolated aftdl0Z0llowing the baseline. There is
also an allowance for technical advances in abatemesr time.

MiniCAM calculates emissions of GHN,O, and seven categories of industrial sources
for HFCFCs, HFCs, PFCs, andg3plus other substances not considered in this/stud
Emissions are determined for over 30 sectors, dietufossil fuel production,
transformation, and combustion; industrial proceskad use and land-use change; and
urban emissions. For details, see Smith (2005)Sanih and Wigley (2006). Emissions
are proportional to driving factors appropriate éach sector, with emissions factors in
many sectors decreasing over time according to@me-driven logistic formulation.
Marginal abatement cost (MAC) curves from the EMFeXercise are applied, including
shifts in the curves for methane due to changesiaral gas prices. Any “below zero”
reductions in MAC curves are assumed to applyeévréference scenario.

2.3. Earth Systems Component

The earth system components of the models servempute the response of the
atmosphere, ocean, and terrestrial biosphere teseanis and increasing concentrations
of GHGs and other substances. Representatioresé throcesses, including the carbon
cycle (see Box 2.2), is necessary to determineseoms paths consistent with
stabilization because these systems determine ¢tragvdach of these substances remains
in the atmosphere and how it interacts in the micatibn of the Earth’s radiation
balance. Each of the models includes such physleahical-biological components, but
differs from the other models in the level of deilacorporated. The most elaborated
Earth system components are found in the IGSM (Bolket al. 2005), which falls in a
class of models classified aarth System Mdels of htermediate @mplexity, or

EMICs (Claussen et al. 2002) These are modeldahdtetween the full three-
dimensional atmosphere-ocean general circulationets AOGCMs) and energy
balance models with a box model of the carbon cy€lee Earth system components of
MERGE and MiniCAM fall in the class of energy batafcarbon cycle box models.
Table 2.1 shows how each of the models treat @iffecomponents of the Earth systems.

--- BOX 2.2: THE CARBON CYCLE ---

Although an approximate atmospheric “lifetime” @rsetimes calculated for GQthe

term is potentially misleading because it impliesttCQ put into the atmosphere by
human activity always declines over time by sonablstprocess, such as that associated
with radioactive materials. In fact, the calcutht®ncentration of C&s not related to

any mechanism of destruction, or even to the lenfthme an individual molecule

spends in the atmosphere, because i€©onstantly exchanged between the atmosphere
and the surface layer of the ocean and with veigaetainstead, it is more appropriate to
think about how the quantity of carbon that thetiEaontains is partitioned between
stocks of in-ground fossil resources, the atmospfreainly as C¢), surface vegetation
and soils, and the surface and deep layers ofdbamo When stored G@ released into
the atmosphere, either from fossil or terrestralrses, atmospheric concentrations
increase, leading to disequilibrium with the ocesmd more carbon is taken up than is
cycled back. For land processes, vegetation gravéy be enhanced by increases in
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atmospheric C@ and this change could augment the stock of cairbgagetation and
soils. As a result of the ocean and terrestritdkg only about half of the carbon
currently emitted remains in the atmosphere. Bigtlarge removal only occurs because
current levels of emissions lead to substantiaqlidibrium between atmosphere and
ocean. Lower emissions would lead to less upt@&katmospheric concentrations come
into balance with the ocean and interact with #reestrial system. Rising temperatures
themselves will reduce uptake by the ocean, anldafidct terrestrial vegetation uptake,
processes that the models in this study variowglyesent.

An important policy implication of these carbon-&y/processes as they affect
stabilization scenarios is that stabilization ofi€sions at anything like today’s level will
not lead to stabilization of atmospheric concerdrat. CQ concentrations were
increasing in the 1990s at just over 3 ppmv per,\@aannual increase of 0.8 percent.
Thus, even if societies were able to stabilize siois at current levels, atmospheric
concentrations of CQwould continue to rise. As long as emissions egddée rate of
uptake, even very stringent abatement will onlywslbe rate of increase.

--- END BOX ---

The IGSM has explicit spatial detail, resolving #imosphere into multiple layers and by
latitude, and includes a terrestrial vegetation eh@dth multiple vegetation types that

are also spatially resolved. A version of the IG&Nh a full three-dimensional ocean
model was used for this study, and it includes temrafure dependent uptake of carbon.
The IGSM models atmospheric chemistry, resolvedusgply for urban (i.e., heavily
polluted) and background conditions. Processdsbae carbon into or out of the
ocean and vegetation are modeled explicitly. G886 models natural emissions of
CH4 and NO, which are weather/climate-dependent. The miodkides a radiation

code that computes the net effect of atmosphenceamtrations of the GHGs studied in
the scenarios considered below. Also includediéngiobal forcing is the effect of
changing ozone levels, which result from proje@gdssions of methane and non-GHGs,
such as NQand volatile organic hydrocarbons.

MERGE's physical Earth system component is embedudéte intertemporal

optimization framework, thus allowing solution af aptimal allocation of resources
through time, accounting for damages related toatié change, or optimizing the
allocation of resources with regard to other caists such as concentrations,
temperature, or radiative forcing. In this stuttg second of these capabilities is applied,
with a constraint on radiative forcing (see ChagerIn contrast, the IGSM and

MiniCAM Earth system models are driven by emissiaasimulated by the economic
components. In that regard, they are simulatiatiger than optimization models.

The carbon cycle in MERGE relates emissions to eotrations using a convolution
ocean carbon-cycle model and assuming a neutrspbére (i.e., no net G@xchange).
It is a reduced-form carbon cycle model developethier-Reimer and Hasselmann
(1987). Carbon emissions are divided into fivessts, each with different atmospheric
lifetimes. The behavior of the model compares falty with atmospheric
concentrations provided in the IPCC’s Third AssemsiniReport (2001) when the same
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SRES scenarios of emissions are simulated in thegeh{dlakicenovic et al. 2000).
MERGE models the radiative effects of GHGs usirgti@ships consistent with
summaries by the IPCC, and applies the median aldarsing from Wigley and Raper
(2001). The aggregate effect is obtained by sumriiagadiative forcing effect of each
gas.

MiniCAM uses the MAGICC model (Wigley and Raper 20Q002) as its biophysical
component. MAGICC is an energy-balance climate ehtitht simulates the energy
inputs and outputs of key components of the clinsgigem (sun, atmosphere, land
surface, ocean) with parameterizations of dynamocgsses such as ocean circulations.
It operates by taking anthropogenic emissions fileenother MiniCAM components,
converting these to global average concentratifmmggaseous emissions), then
determining anthropogenic radiative forcing relatio pre-industrial conditions, and
finally computing global mean temperature changiése carbon cycle is modeled with
both terrestrial and ocean components: the telaeéstbmponent includes GO

fertilization and temperature feedbacks; the oa@amponent is a modified version of the
Maier-Reimer and Hasselmann (1987) model thatialdades temperature effects on
COyuptake. Net land-use change emissions from thé\N's land-use change
component are fed into MAGICC so that the globaboa cycle is consistent with the
amount of natural vegetation. Reactive gaseslagidinteractions are modeled on a
global-mean basis using equations derived fromltestiglobal atmospheric chemistry
models (Wigley and Raper 2002).

In MiniCAM, global mean radiative forcing for GOCH,, and NO are determined from
GHG concentrations using analytic approximatioRercings for other GHGs are taken
to be proportional to concentrations. Forcingsa@rosols (for sulfur dioxide and for
black and organic carbon) are taken to be propmatito emissions. Indirect forcing
effects, such as the effect of £bh stratospheric water vapor, are also includenen
radiative forcing, global mean temperature chargesietermined by a multiple box
model with an upwelling-diffusion ocean componehhe climate sensitivity is specified
as an exogenous parameter. MAGICC's ability toadpce the global mean
temperature change results of atmosphere-oceamageireulation models has been
demonstrated (Cubasch et al. 2001, Raper and Gregond.).

We note here that while the models are all capabd®mputing climate change effects
these effects not part of the Prospectus and aictzinge variables are not reported in
this study. As noted in Chapter 1 such computatrequire making a suite of
assumptions about interactions between atmospitaeli@tive forcing and climate
systems, most of which remain highly uncertainistheans that the three models
employed in this exercise are not fully closed.tiNew exceptions, these three models
do not include the consequences of such feedb&egtefis temperature on heating and
cooling degree days, local climate change on aljui@l productivity, a CQfertilization
effect on agricultural productivity (though a gfertilization effect is included in the
terrestrial carbon cycle models employed by IGSM BiniCAM), climate effects of
water availability for applications ranging fromoprgrowing to power plant cooling. We
leave such improvements to future research.
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Table 2.1 Characteristics of the Integrated Assement Models

Feature IGSM & EPPA MiniCAM MERGE
economics component
Regions 16 14 9
Time Horizon, Time Steps| 2100, 5-year steps 2095ehr steps 2200, 10-year steps

Model Structure

General Equilibrium

Partial Equilibm

General Equilibrium

Solution

Recursive Dynamic

Recursive Dynamic

Ireiemporal
Optimization

Final Energy Demand
Sectors in Each Region

Households, private
transportation, commercial
transportation, service
sector, agriculture, energy
intensive industries, other
industry

Buildings, transportation,
industry (including
agriculture)

A single non-energy
production sector

Capital Turnover

Five vintages of capital
with a depreciation rate

Vintages with constant
deprecation rate for all
electricity-sector capital,
capital structure not
explicitly modeled in other|
sectors

A “putty clay” approach
wherein the input-output
coefficients for each
cohort are optimally
adjusted to the future
trajectory of prices at the
time of investment

Goods in International
Trade

All energy and non-energy
goods, emissions permits

Qil, coal, natural gas,
biomass, agricultural
goods, emissions permits

Energy, energy intensive
industry goods, emissions
permits, representative
tradeable good.

Emissions C@ CH,, N,O, HFCs, CO,, CH,, N,O, CO, NO¥, | CO,, CH,;, NL,O, long-lived
PFCs, Sk CO, NOx, SO, NMVOCs, BC, OC, F-gases, short-lived F-
SOx, NMVOCs, BC, OC, | HFC245fa, HFC134a, gases, SOx
NH3 HFC125, HFC143a, SF
C,Fs, CRy
Land use Agriculture (crops, Agriculture (crops, Reduced-form emissions
livestock, forests), biomass pasture, forests) & from land-use. No explicit
land use, land use for biomass land use and land use sector. Assume
wind/solar unmanaged land. The no net terrestrial emissions
agriculture-land-use of CO,
module directly
determines land-use
change emissions and
terrestrial carbon stocks.
Population Exogenous Exogenous Exogenous
GDP Growth Exogenous productivity | Exogenous productivity Exogenous productivity

growth assumptions for
labor, energy, land;
exogenous labor force
growth determined from
population growth;
endogenous capital growth
through savings and
investment

growth assumptions for
labor; exogenous labor
force growth based on
population demographics

growth assumptions for
labor, energy; exogenous
labor force growth
determined from
population growth;
endogenous capital growth
through savings and
investment

Energy Efficiency Change

Exogenous

Exogenous

Ptiopat the rate of
GDP growth in each
region
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Energy Resources

Qil (including tar sands)
shale oil, gas, coal,
wind/solar, land (biomass
hydro, nuclear fuel

Conventional oil,
unconventional oll
(including tar sands and
shale oil), gas, coal, wind,
solar, biomass
(waste/residues, & crops),
hydro, nuclear fuel
including a full
representation of the
nuclear fuel cycle.

Conventional oil,
unconventional oil (coal-
based synthetics, tar sang
and shale oil), gas, coal,
wind, solar, biomass,
hydro, nuclear fuel

Electricity Technologies

Conventional fossil (coal
gas, oil); nuclear, hydro,
natural gas combined
cycle w/ & w/o capture,
integrated coal gasification)
with capture, wind/solar,
biomass

Conventional fossil (coal,
gas, oil) w/ & w/o capture;
IGCCs w/ & w/o capture;
natural gas combined
cycle (NGCC) w/ & w/o
capture; Gen Il, lll, and IV
reactors and associated
fuel cycles, hydro, wind,
solar, biomass (traditional
& modern commercial)

Conventional fossil (coal,
gas, oil); nuclear, hydro,
natural gas combined
cycle integrated coal
gasification with capture,
wind, solar, biomass, fuel
cells

Conversion Technologies

Qil refining, coal
gasification, bio-liquids

Qil refining, natural gas
processing, natural gas to
liquids conversion, coal,
and biomass conversion, 1
synthetic liquids and
gases. Hydrogen
production using liquids,
natural gas, coal, biomass
electrolysis including
direct production from
wind and solar, and
nuclear thermal
conversion.

Qil refining, coal

gasification and

liquefaction, bio-liquids,
D electrolysis

Atmosphere- Ocean

2-Dimensional
Atmosphere w/ a 3
Dimensional Ocean
General Circulation
Model, resolved at 20
minute time steps, 4°
latitude, 4 surface types,
12 vertical layers in the
atmosphere.

Global multi-box energy
balance model with
upwelling-diffusion ocean
heat transport.

Parameterized ocean
thermal lag.

Carbon Cycle

Biogeochemical models
terrestrial and ocean
processes, depend on
climate/atmospheric
conditions with 35
terrestrial ecosystem type

f Globally balanced carbon-
cycle with separate ocean
and terrestrial component
with terrestrial response tg
land-use changes

Convolution ocean carbon
cycle model assuming a
, heutral biosphere

Natural Emissions

CKIN,O,weather/climate
dependent as part of
biogeochemical process
models

Fixed natural emissions
over time

Fixed natural emissions
over time

Atmospheric fate of
GHGs, pollutants

Process models of
atmospheric chemistry
resolved for urban &
background conditions

Reduced form models for
reactive gases and their
interactions

Single box models with
fixed decay rates. No
consideration of reactive
gases

Radiation Code

Radiation code accountif
for all significant GHGs
and aerosols

gReduced form, top of the
atmosphere forcing
including indirect forcing
effects

Reduced form, top of the
atmosphere forcing
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3. REFERENCE SCENARIOS

3. REFERENCE SCENARIOS ...ttt ieeeeeeiiriirrrrereereeeeeeeaaaeeaaaaaasesnnnnnns 1
I 2% I 11 Yo [§ Tox 1o [P O U P PP PP PPPPPRPPR 1
3.2, SOCIO-ECONOMIC ASSUMPLIONS .....uvvvveetmmmmmmn e e e eeeeeeeeeiiiiiniiae s e e e e e e e e e e e eeeeas 3
3.3. Energy Use, Prices, and TechnNology ....ccccceeerrrreiiiiiiiiiieeeeeeeeeeeeeeeviiiiiees 7

3.3.1. The Evolving Structure of ENergy USE .. cvveeeiiiiiiiiiiiiiiiieeeeeeeeeeee 7
3.3.2.  Trends in FUEI PIICES .....cooiiiiiiii ettt 10
3.3.3. Electricity Production and Technology ..........cccoooviiiiiiiiiiiiiiiiiiiiiiinnns 12
3.3.4. NON-EIeCtriC ENErgy USE ........ciiiiiicceeeeeiiee e 12
3.4. Land Use and Land-Use Change ........coccceeeeeiiiiiinn e 13
3.5. Emissions, Concentrations, and Radiative BQrei............ccceevvvvvvvvinicnnnnnnn. 15
3.5.1. Greenhouse Gas EMISSIONS............cummmmmmsaeeseeeeeeeaeeeeeeeeeeeensennnnnnn LB
3.5.2.  The Carbon Cycle: Net Ocean and Terresix@lUptake ..................... 19
3.5.3. Greenhouse Gas CoNCeNtratioNS ......ccccccoevvviiiiiiiieiiiiiie e 20
3.5.4. Radiative Forcing from Greenhouse GaSeS . ccoeveeeeeeeeeeeereeereinnnnns 21
3.6, REMEIENCES ...t ee e e 22

Reference scenarios for all three models show fsogmit growth in energy use
and continued reliance on fossil fuels, leadingmancrease in C@emissions
3% times the present level by 2100. When combwtadncreases in the non-
CO, greenhouse gases and net uptake by the oceareardttial biosphere, the
result is radiative forcing of 4 to 6 Wrabove the current level, which is 2.2
W/nf above pre-industrial.

3.1. Introduction

This chapter introduces the reference scenariosloleed by the three modeling groups.
These scenarios are starting points, not predstiddy the nature of their construction,
they are not intended to be accurate forecast&xample, they assume that in the post-
2012 period, existing measures to address clinfeiege expire and are never renewed
or replaced—an unlikely occurrence. Rather, treyetbeen developed as points of
departure to highlight the implications for eneemd other human activities of the
stabilization of radiative forcing. Each of the deting teams could have created a range
of other plausible reference scenarios by varyssymptions about rates of economic
growth, the cost and availability of alternativeesgy options, assumptions about non-
climate environmental regulations, and so forth.

Other than to standardize reporting conventionsgradnhouse gas (GHG) emissions
mitigation policies (or lack thereof), the threedrbng teams developed their reference
scenarios independently and as each judged mosi@apie. Based on this
independence, there are a variety of reasons whgriiant aspects of the reference
scenarios should be expected to differ among theeiing teams.
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As noted in Chapter 2, the three models were dpeelon the basis of somewhat
different original design objectives. They diffar(a) their inclusiveness, (b) their
specifications of key aspects of economic structane (c) their choice of values for key
parameters. These independent choices lead ayehtf characterizations of the
underlying economic and physical systems that thesgels represent.

Moreover, even if the models were identical in stoe, the independent choice of key
assumptions should lead to differences among sosnafFor example, as will be
discussed, the reference scenarios differ in gpecification of the technical details of
virtually every aspect of the future global enesggtem, ranging from the cost and
availability of oil and natural gas to the prospgeictr nuclear power. These differences
can profoundly affect future reference emissiorgsthie nature and cost of stabilization
regimes.

Finally, the modeling teams did not attempt to hamime assumptions about non-climate-
related policies. Such differences matter botthéreference and stabilization scenarios.
For example, the MiniCAM reference assumes a lagffect of methane emission-
control technologies deployed for economic reasahs;h results in lower reference
scenario methane emissions than the other mo&etsilarly, the IGSM modeling team
assumed that non-climate policies would limit te@ldyment of nuclear power, while

the MERGE and MiniCAM models assumed that nucleavgy would be allowed to
participate in energy markets on the basis of gneogt alone.

The variation in modeling approach and assumpi®ose of the strengths of this
exercise, for the resulting differences acrossages can help shed light on the
implications of differing assumptions about how kesces may evolve over time; it also
provides three independent starting points for wamation of stabilization goals.

Although there are many reasons to expect thahtiee reference scenarios would be
different, it is worth noting that the modeling tesmet periodically during the
development of the scenarios to review progresd@eachange information. Thus,
while not adhering to any formal protocol of stamtization, the three reference
scenarios are not entirely independent either.

A reference scenario is uncertain, a fact thatisfplly obvious to those who produce
scenarios and hardly news to anyone who has thaegioiusly about the wide range of
possible futures. Thus, it should be further erspeal that the three reference scenarios
were not designed in an attempt to span the fafieaof potential future conditions or to
shed light on the probability of the occurrencéutiire events. That is a much more
ambitious undertaking than the one reported h8mmne aspects of the uncertainty of
potential future reference scenarios of fossil are industrial C@emissions are
discussed later in this chapter.

The remainder of this chapter describes the referenenarios developed by the three
modeling teams. The approach of this chapter vgaidk forward from underlying
drivers to implications for radiative forcing; Chiap4 then works backwards, imposing
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the stabilization levels on radiative forcing amxglering the impacts. Section 3.2 begins
with a summary of the underlying socio-economiaagstions, most notably for
population and economic growth. Section 3.3 disesishe evolution of the global
energy system over the twenty-first century indbsence of additional GHG controls
and discusses the associated prices of fuels.efi&gy sector is the largest but not the
only source of anthropogenic GHG emissions. Afspartant is the net uptake or release
of CO, by the oceans and the terrestrial biosphere.id®e8t4 shows how the three
models handle this aspect of the interaction of &umarctivity with natural Earth systems.
Section 3.5 then shows the estimates of anthropogemssions, taking into account
both the energy sector and other sectors, suchracsibure and various industrial
activities. The section draws together all themg@ous components to present reference
scenarios of the consequences of anthropogenisemssand the processes of LO
uptake and non-C{as destruction for the ultimate focus of the stadsnospheric
concentrations and global radiative forcing.

3.2. Socio-Economic Assumptions

GHGs are a product of modern life. Population g&se and economic activity
are major determinants of the scale of human aawiand ultimately of
anthropogenic GHG emissions. The reference scesarie similar in that both
population and economic activity are assumed tdinae to grow substantially
to the end of the century. Global population isjpcted to rise from 6 billion
people in the year 2000 to between 8.6 and 9.®bifjeople in 2100 in the three
reference scenarios. Developed nations are assumeahtinue to expand their
economies at historical rates, and some, but nptlaveloping nations are
assumed to make significant progress toward impretandards of living.

Reference scenarios are grounded in a larger deploigrand economic story. Each
uses population as the basis for developing estsnaftthe scale and composition of
economic activity for each region. For populatassumptions, the IGSM modeling team
adopted one U.N. projection for the period 2000€(03nited Nations 2001) and then
extended this projection to 2100 using informafimm a longer-term U.N. study

(United Nations 2000). The MiniCAM assumptions based on a median scenario by
the United Nations (United Nations 2005) and a &filium Assessment Techno-Garden
Scenario from the International Institute for AgoliSystems Analysis (O’'Neal 2005).
Near-term population assumptions for MERGE commftbe Energy Information
Administration’s International Energy Outlook. @vbke remainder of the century,
regional populations converge toward a set of ltrg: equilibrium levels with some
countries reaching these levels earlier than others

Table 3.1. Population by Region across Models, 200D

Regional populations are given in Table 3.1. Pdprancreases substantially across the
reference scenarios by the end of the centuryinbubne of the scenarios does
population exponential growth continue unabateastf the population growth occurs
in the next four to five decades in all three scesa By 2050, more than 75% of all the
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change between the year 2000 and 2100 has occukrddmographic transition from
high birth and death rates to low death rates apdteally to low birth rates is a feature
of most demographic projections, reflecting assuongtthat birth rates will decline to
replacement levels or below. For some countries) kates are already below
replacement levels, and just maintaining thesddew#l result in population decline for
these countries. An uncertainty in demographinages is whether a transition to less
than replacement levels is a more or less permdeatire of those countries where it
has occurred and whether such a pattern will beatep in other countries.

The differences between the scenarios lie in nigatthis pattern. The MiniCAM
reference scenario exhibits a peak in global pajuaround the year 2070 at slightly
more than 9 billion people, after which the popolatdeclines to 8.6 billion. MERGE
and IGSM, on the other hand, both employ demogcagtenarios in which global
population stabilizes but does not decline durlig tentury. Across the scenarios, by
the year 2100 populations range from 8.6 to 9léhipeople, an increase of 42 to 64%
from the 6 billion people on Earth in 2000. Takenotal, the difference between the
demographic scenarios is relatively small: thefediby only 3% in 2030 and by less
than 10% until after 2080.

Figure 3.1.  World and U.S. Population across Refeécenarios

The variance in population among the models istgrdar the U.S. than for the globe.
The U.S. population, in the right panel of Figurg, 3ncreases from about 280 million in
the year 2000 to between 335 million and 425 mmlly 2100 among the three reference
scenarios. Interestingly, although the MiniCAM lggd population is lowest of the three
scenarios in 2100, it is the highest for the UT&e higher U.S. population in MiniCAM
compared to the other models can be traced taréiffeassumptions about net migration.

As discussed in Chapter 2, gross domestic prod:ioP(, while ostensibly an output of
all three of the participating models, is in faatgely determined by assumptions about
labor productivity and labor force growth, whicleanodel inputs. None of the three
modeling teams began with a GDP goal and derivedagenput factors that would
generate that level of activity. Rather, each nindéeam began with assessments about
potential growth rates in labor productivity antdaforce and used these, through
differing mechanisms, to compute GDP. In MiniCAllshor productivity and labor force
growth are the main drivers of GDP growth. In MEBRE&nd IGSM, savings and
investment and productivity growth in other fact(@gy., materials, land, and energy)
variously contribute as well. All three modelsiderabor force growth from the
underlying assumptions about population.

The alternative scenarios of population and praditgtgrowth lead to differences
among the three reference scenarios in U.S. GDRtlyras shown in Figure 3.2. There
is relatively little difference among the thregéidories through the year 2020. After
2020, however, a large divergence develops, wiHdtvest scenario (MERGE) having
roughly half of that of the highest scenario (IGSb)the end of the century. The IGSM
labor productivity growth assumptions for the Ua®re the highest of the three and its
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U.S. population was also relatively high, as seeffigure 3.1 The relatively lower labor
productivity growth assumptions used in the MER@GH ®iniCAM reference scenarios
lead to lower levels of GDP. The lower populatggowth assumptions employed in the
MERGE reference scenario give it the lowest GDRll@v2100.

Figure 3.2.  U.S. Economic Growth across Referemem&ios

Table 3.2 shows GDP across regions in the thregaete scenarios. The absolute levels
of GDP increase are the result of relatively srddferences in rates of per capita growth.
Although difficulties arise in comparisons of gréwmacross countries (see Box 3.1), the
growth rates underlying these scenarios are ugefathpared with historical experience.
Table 3.3 presents long-term growth rates frommstracted data showing that
consistent rapid growth is a phenomenon of indaistation, starting in the 1800s in
North America and Europe and gradually spreadirgher areas of the world. By the
end of the period 1950 to 1973, it appeared treaptienomenon of rapid growth had
taken hold in all major regions of the world. k973, it has been less clear to what
degree that conclusion holds. Growth slowed inlth£0s in most regions, the important
exceptions being China, India, and several SouthEast Asian economies. In Africa,
Latin America, Eastern Europe, and the former Sdvreon, growth slowed in this

period to rates more associated with pre-indudirags.

Table 3.2. Reference GDP for Key Regions
Table 3.3. Historical Annual Average Per CapitaRaBrowth

--- BOX 3.1: Exchange Rates and Comparisons of Reicome among Countries ---
Models used in this type of exercise typically eg@nt the economy in real terms,
following the common assumption that inflation anathange-rate changes are purely
monetary phenomena that do not have real effdidie. models include none of the
phenomena that govern exchange rate determinatsbs@cannot project changes.
However, modeling international trade in goods nexgueither an exchange rate or a
common currency. Rather than separately modelagn@s in native currencies and use
a fixed exchange to convert currencies for tralde giguivalent and simpler approach is
to convert all regions to a common currency at agemarket exchange rates (MER) for
the base year of the model.

At the same time, it is widely recognized that gsmarket exchange rates to compare
countries can have peculiar implications. In histd data, country A might start with a
larger GDP than country B when converted to a commorency using that year’s
exchange rates, and grow faster in real termsBhaet could later have a lower GDP
than B using exchange rates in that year. Thiadmical result can occur if A’s
currency depreciated relative to B’s. Depreciadod appreciation of currencies by 20
to 50% over just a few years is common, and s@xiaple is not extreme. Interest in
making cross-country comparisons that are not stibgpesuch apparent peculiarities has
led to development of indices of international piagsing power. A widely used index is
purchasing power parity (PPP), whose developmestspansored by the World Bank.
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PPP-type indices have the advantage of being nt@ibéesover time and are thought to
better reflect relative living standards among d¢daes than MER. Thus, research that
draws comparisons among countries to understanel@@went and growth has found it
preferable to use PPP-type indices rather than MElRough the empirical foundation
for the indices has been improving, the theorytli@m remains incomplete, and thus
there is a limited basis on which changes in PPFbegorojected into the future. Some
hypothesize that differences close as real incaaps garrow, but the evidence for this
outcome is weak, in part due to data limitations.

Controversy regarding the use of MER arose arohaed®&pecial Report on Emissions
Scenarios (SRES) produced by the IPCC (NakiceramicSwart, 2001)because they
were reported to model economic convergence amoumgtiges, yet reported results in
MER. Assessing convergence implies a cross-cowatmyparison, but that would only
be strictly meaningful if MER measures were coeddbr a country’s real international
purchasing power. In developing the scenarioshisrexercise, there were no specific
assumptions made regarding convergence. Grow#peots and other parameters for
the world’s economies were assessed relative todia historical performance. The
models are parameterized and simulated in MERyiasst consistent with modeling of
trade in goods. To the extent GDP estimates anaged, readers are strongly cautioned
against making international comparisons; for exaemgven global GDP for an historical
period will differ if different years exchange ratare used.

-- END BOX --

With this historical experience as background,difierences among the models in per
capita income growth can be explained. With resfmethe developed countries, the
IGSM growth rate for the U.S. is about the averfagéNorth America for the period
1950-2000. The MiniCAM reference scenario assuanesnstant labor productivity
growth rate for the U.S., which is consistent watist World War Il historical patterns,
and combines that with demographic trends thatideln aging population pattern.
When the constant labor productivity growth assuompis combined with demographic
maturation, the result is a lower future rate avgth of GDP compared to history. U.S.
GDP growth rates in the MERGE reference scenadsanilar to those of the MiniCAM
reference scenario.

GDP growth patterns for Western Europe and Japaagianilar to one another within
reference scenarios, but vary across models. GB&Ireference scenario follows the
post World War Il trend in per capita GDP growtht MiniCAM and MERGE

anticipate a break from the trend, that is, witlvdo growth in GDP as a consequence of
changes in underlying demographic trends. The @M demographic scenario

exhibits rapidly aging populations and a conseqgdentine in average labor force
participation, which, combined with a long-termntan labor productivity growth

(similar to that of the U.S.), yields lower growthGDP compared to the IGSM reference
scenario. The MERGE GDP growth pattern is sintdathat of MiniCAM.

The scenarios for developing regions show greatireinces from historical experience.
Notably, all three modeling groups show consisggatvth in many non-OECD regions
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at rates experienced by “industrializing” countriésowever, growth rates are not
homogeneous. There is consistently more optimisall ithree reference scenarios
regarding the prospects for China and India thamefigions such as Latin America and
Africa. The IGSM results for non-OECD regions shemmewhat less growth compared
to the MiniCAM and MERGE scenarios. These are qurs set of judgments about
growth prospects from each group and are not irtenol be expressions of what the
groups view as desirable growth rates. Clearlysenapid growth in developing
countries, if evenly distributed among income guuld be the basis for improving
the outlook for people in these areas.

3.3. Energy Use, Prices, and Technology

Global primary energy consumption expands dramésicaser the century in all
three reference scenarios, growing to between 3atahes its 2000 level of
roughly 400 EJ. This growth is the net result odage of forces, including
rising economic activity, increasing efficiencyeoiergy use, and changes in
energy consumption patterns. Growth in per-capitargy consumption occurs
despite a continuous decline in the energy intgradieconomic activity. This
improving energy intensity reflects, in part, asptions of substantial
technological change in all three reference scepsri

Fossil fuels provided almost 90% of the energy Bujpthe year 2000 and
remain the dominant energy source in all three ades throughout the twenty-
first century, despite a phase-out of conventigraioleum resources. In all
three reference scenarios, a range of alternatbgsif resources is available to
supply the bulk of the world’s increasing demandefeergy. Differing among the
scenarios, however, is the mix of fossil fuelse BISM reference scenario has
relatively more oil, and this oil is derived frorade; the MERGE scenario has
relatively more coal, with a substantial amountled increase used to produce
liquid fuels; and the MiniCAM scenario has relativenore natural gas.

In all three cases, the production from non-folgdl resources grows
substantially in comparison to today’s levels, feiag levels roughly 65 to 150%
of the total global level of energy consumptio2@®0. The scenarios differ in
the mix of non-fossil resources that emerges.llireterence scenarios, however,
the growth in non-fossil fuel use does not foréstabstantial growth in fossil fuel
consumption.

3.3.1. The Evolving Structure of Energy Use

Energy production is closely associated with emorssiof GHGs, particularly CO
because of the dominant role of fossil fuels. Feg8L3 shows global primary energy use
over the century and its composition by fuel typéhie three reference scenarios. Not
surprisingly, given the assumptions about econaroevth, all of the reference scenarios
show substantial growth in primary energy use: fapproximately 400 EJ/y in the year
2000 to between 1300 EJ/y and 1550 EJ/y by theoétids century. The result of a

June 26, 2006 3-7



OCoO~NOOUIE WNPE

CCSP Product 2.1, Part A Draft for Public Comment

combination of the population growth and the depalents in energy structure is a
pattern of rising energy consumption per capitahasvn in Figure 3.4. All three models
project a growing per capita use, with the MiniCAlklbbwing the greatest increase over
time in the global total, and the IGSM model shayihe least change. For the U.S.,
because of differences in population scenariosganath rates, the relative ranking of
these growth rates is changed, with MERGE showhegtreatest increase and MiniCAM
the least.

Figure 3.3.  Global Primary Energy Use by Fuel aziRsference Scenarios

Figure 3.4.  Global and U.S. Primary Energy Consumng®er Capita across
Reference Scenarios

The growth in total and per capita primary energgstmption arises despite substantial
improvements in energy technology assumed in edktlscenarios. Figure 3.5 displays
the ratio of U.S. energy to GDP (energy intensitynputed for each of the three
reference scenarios. The ratio declines througth@utentury in all three reference
scenarios. These patterns are a continuatioreadxperience of energy-intensive change
in recent decades in the U.S., and a similar patpplies across other regions in the
three models. The important point here is thatehiegerence scenarios already
incorporate substantial technological improvemeihtsthe year 2100, each dollar of real
GDP can be produced with only half the energy useke year 2000 in the MERGE
reference scenario, and only 30% of the energygn®&SM and MiniCAM reference
scenarios.

Figure 3.5.  U.S. Primary Energy Intensity: Consuompper Dollar of GDP
across Reference Scenarios

As shown later in this chapter, this decline in UdSsil fuel and industrial CO
emissions intensity is insufficient to keep U.Sat& O, emissions from rising. Without
these assumed improvements in energy technologyeVver, energy demands and U.S.
fossil fuel and industrial C£emissions would be substantially higher in thenafice
scenarios. These same forces are at work in cegeons as well. Improvements in
energy-related technologies and shifts in the sacbmmposition of national economies
play an important role in limiting the growth ofssll fuel use and C{emissions in all
three reference scenarios.

For the global total, as for the U.S., energy comstion over the century remains
dominated by fossil fuels. In this sense, thedlseenarios tell a consistent story about
future global energy, and all three run counteéhtview that the world is running out of
fossil fuels. Although reserves and resourcesafentional oil and gas are limited in

all three reference scenarios, the same cannatitd@scoal and unconventional liquids
and gases. All three reference scenarios prdjattin the absence of constraints on
GHG emissions, the world economy will move fromreat conventional fossil resources
to increased exploitation of the extensive (if moostly) global resources of heavy oils,
tar sands, and shale oil, and to synfuels derik@a toal. The three scenarios project
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different visions of the ultimate mix of these steg. The IGSM reference scenario
exhibits a relatively higher share of oil produatigncluding unconventional oil); the
MERGE reference scenario exhibits a relatively argtpal share; and the MiniCAM
projects a higher share for natural gas.

The relative contribution of oil to primary energypply differs across the reference
scenarios, but all three include a decline in theres of conventional oil. Thus, these
scenarios represent three variations on a therapesfyy transition precipitated by
limited availability of conventional oil and contiad expansion of final demands for
liquid fuels, mainly to fuel passenger and freigahsport.

In the IGSM reference scenario, limits on the akility of conventional oil resources
lead to the development of technologies that aagessnventional oll, i.e., oil sands,
heavy oils, and shale oil. These resources age kand impose no meaningful constraint
on production during the twenty-first century. Bhdespite the fact that production costs
are higher than for conventional oil, total oil guztion (conventional plus shale)
expands throughout the century although oil asragry energy source declines as a
share of total energy with the passage of time.

The transition plays out differently in the MERG&arence scenario. Although it begins
the same way (that is, the transition is initidtgdimits on conventional oil resources),
declining production of conventional oil leads igher oil prices and makes alternative
fuels, especially those derived from coal liquatatteconomically competitive. Thus,
there is a transition away from conventional oildaas) and a corresponding expansion
of coal production. The large difference betweddRGE and IGSM on primary oil thus
reflects the role of coal liquefaction rather tleafundamentally different scenario of the
need for liquid fuels.

The MiniCAM reference scenario depicts yet a tipogdsible transition. Again, it begins
with limited conventional oil resources leadinghigher oil prices. And, just as in the
IGSM reference scenario, the MiniCAM reference seenhas higher oil prices leading
to the development and deployment of technolodiiasdccess unconventional oil, such
as oil sands, heavy oils, and shale oils. Howaetsalso leads to expanded production of
natural gas and (just as in the MERGE scenariexpanded production of coal to
produce synthetic liquids.

Figure 3.3also reflects assumptions about the availabilitppefcost alternatives to
conventional fossil fuels. In all three scenarimm®)-fossil supplies increase both their
absolute and relative roles in providing energthtoglobal economy, with their share
growing to between 20 and 40% of total supply b§@1The growth is substantial. In
IGSM, the scenario with the lowest consumptionafifiossil resources, the magnitude
of total consumption of these resources in 21@5% the size of the total global primary
energy production in 2000, which is a 350% incraagbe level of production of non-
fossil energy. In MERGE, the scenario with thehieist contribution from non-fossil
resources, total consumption from these resourc2&00 is 150% of total primary
energy consumption in 2000. Despite this growth,dontinued availability of relatively
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low-cost fossil energy supplies, combined with aoumed improvements in the efficiency
with which they are used, results in fossil endiggyns remaining competitive
throughout the century.

The three reference scenarios tell different ssaai@out non-fossil energy (much of
which is covered below in the discussion of eledirigeneration). The IGSM reference
scenario assumes political limits on the expanesiamuclear power, so it grows only to
about 50 percent above of the 2000 level by 2H@wever, growing demands for
energy and for liquid fuels in particular lead he development and expansion of
bioenergy, both absolutely and as percentage alf poimary energy. Other non-biomass
renewable energy forms are assumed to lose theipetitive edge to competing
technologies.

In contrast, the MERGE scenario assumes that ageeeration of nuclear technology
becomes available and that societies do not lisiiniarket penetration, so the share of
nuclear power in the economy grows with time. ddiion, renewable energy forms,
both commercial biomass and other forms such ad aml solar, expand production
during the century.

The MiniCAM reference scenario also assumes thadiity of a new generation of
nuclear energy technology that is both cost-cortipetand unrestrained by public

policy. Nuclear power, therefore, increases maskere although not to the extent found
in the MERGE scenario. Non-biomass renewable grargplies become increasingly
competitive as well. In MiniCAM, bioenergy prodimt expansion in the reference
scenario is limited to the use of recycled wastekralatively little commercial biomass
farming.

The three scenarios for the U.S. are similar imattar to the global ones, as also shown
in Figure 3.3. The transition from inexpensive abdndant conventional oil to
alternative sources of liquid fuels and electricffects energy markets and patterns in
the U.S. However, energy demands grow somewha siowly in the U.S. than in the
world in general. As with the world total, the Ughergy system remains dominated by
fossil fuels in all three reference scenarios. {fussil energy forms expand their markets
both absolutely and as a fraction of total primamgrgy in the MERGE and MiniCAM
reference scenarios, but do not overtake fossiggres the major provider of primary
energy. Inthe IGSM reference scenario, non-fassrgy use remains roughly constant
and, thus, declines as a fraction of total primeargrgy consumption. This result follows
from a combination of assumptions about the s@weéptability of expanded nuclear
energy use and assessments about the relativarmbgerformance of competitors to
fossil fuels.

3.3.2. Trends in Fuel Prices
From the late nineteenth century until the 197Gs]dvoil prices (in year 2004 dollars)

ranged between $15 and $20 per barrel. Figurpldts the experience from 1947
forward and clearly shows the big price increasgbé 1970s and early 1980s as a result
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of disruptions in the Middle East. In inflationjasted terms, prices declined to the
earlier levels of $15 to $20 in the latter haltloé 1980s and 1990s. The period 2000 to
2005 has again seen rising prices of oil and dtbe=il energy sources. Adding the past
few years of data to the series suggests the plitysiih a long-term trend toward rising
prices. Depletion alone would suggest rising @icecause of a combination of rents
associated with a limited resource and the exhausii easily recoverable grades of oil.
Global demand continues to grow, putting increagirggsure on supply. Opposing these
forces toward higher prices has been improvingrteldyy that reduces the cost of
recovering known deposits and facilitates discoery that makes recovery of
previously unrecoverable deposits economical.

Figure 3.6.  Long-Term Historical Crude Oil Prices

The models employ time steps of 5 to 15 years (3emter 2) so that numbers for a
given year should be interpreted as a multi-yearaye and, thus, are not set up to
project short-term variability in prices. The letegm trends they project are thus best
seen as multi-year averages.

The three scenarios paint similar but by no medestical pictures of future energy
prices. Figure 3.7 shows mine-mouth coal prickestecity producer prices, natural gas
producer prices for the U.S., and the world oiteri The scenarios by each model for all
four energy markets — oil, natural gas, coal aedtgkity — are shaped by the supply of
and demand for these commodities. They also &econnected because users of fuels
can substitute one fuel for another, and thus highees in one fuel market will tend to
increase demand for and the price of other fu@is markets are driven by the rising cost
of conventional oil and a burgeoning demand fauniticfuels to provide transportation
and other energy services. This demand can bénrmaetariety of ways in the three
models. In addition to limited conventional oitceirce grades, there also are grades of
oil, currently considered to be “unconventionahat are available in quantities that put
no meaningful limit on oil supply although they anere costly than conventional oil
supplies. Other supply options include liquidsivia from natural gas, coal, and/or
biological resources. These options are also mxpensive than conventional oil. The
oil price scenarios in the three models are thagdlult of the interplay between
increasing the demands for liquid fuels, the atdédechnology, and the availability of
liquids derived from these other sources.

Figure 3.7. Indices of Energy Prices across Reter&tenarios

Natural gas prices tell a similar story. Estimatkthe ultimately recoverable natural gas
resource vary, as does the cost structure of #muree, and this drives differences
among the models. Like the demand for oil, the @w®hfor natural gas grows, driven by
increasing population and per capita incomes. Akethe price of oil, the price of gas
tends to be driven higher in the transition fromxipensive, abundant conventional
resources to less easily accessible grades oésloeirce and to substitutes, such as gas
derived from coal or biological sources. The d#f® degrees and rates of escalation
reflect different technology assumptions in the¢hreference scenarios.
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Coal prices do not rise as fast as oil and nagaalprices in any of the three reference
scenarios. The reason is the abundance of thees@mlrce base. The different patterns
of coal price movement with time in the three sceEsareflect differences in assumptions
about the rate of resource depletion and techncddgnprovement in extraction. In the
MERGE reference scenario the race is won by tecgychnd in the IGSM reference
scenario by depletion of the highest quality resewgrades; in the MiniCAM scenario,
however, the race is a draw.

The stability of electricity prices compared witih@and natural gas prices is a reflection
of the variety of technologies and of fuels avdaaio produce electricity and their
improvement over time, and the fact that fuel & jpne component of the cost of
electricity. The fraction of electricity produceg coal is largest, and the fraction from
oil and natural gas is approximately one-quarteheftotal. Nuclear power and
renewable power provide significant shares of tptaler generation.

3.3.3. Electricity Production and Technology

The production of electricity results in more f6$30, emissions than any other activity
in the economy. Figure 3.8 shows electricity piaun — in units of electrical output,
not units of energy input — by generation typehi@ t).S. and the world. (For the world,
total production necessarily equals consumptiors. donsumption exceeds production,
however, because it is a net importer from Canadiag three scenarios exhibit a
steadily increasing production of electricity inthhéhe U.S. and the world although the
scale and generation mix differ among them. Afiidea growing role for coal.
Interestingly, the three show a similar use of @odhe global economy despite almost a
factor-of-two difference in coal use in the U.Sor¢ has a major role for oil.

Figure 3.8.  Global and U. S. Electricity ProductmnSource across
Reference Scenarios

There are, however, major differences across theasos in the use of other energy
forms. The IGSM scenario is dominated by coal,chtdaccounts for more than half of
all power production by the end of the twenty-ficehtury, a result consistent with its
limited growth in nuclear power. In contrast, MERGE scenario assumes that nuclear
energy penetrates the market based on econommrpenice, and non-biomass
renewable energy gains market share. Limits inmhgas lead to a peak and decline in
gas use in the first half of the century. The MIAM scenario shows yet another
possible development in power generation. Althocwgl supplies the largest share of
power, natural gas is relatively abundant and plesia significant portion, as do nuclear
and non-biomass renewable energy forms.

3.3.4. Non-Electric Energy Use

Figure 3.9 shows the reference scenario non-etesiergy use, and Figure 3.10 shows
the energy loss from conversion from fuel to eleitir. Note that Figure 3.8 shows
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electricity production resulting from a specifieefunot the energy content of the fuel
used to produce the energy. The difference betweetwo measures is conversion
losses. In Figure 3.10, the energy loss in theemmon from fuel to electricity is shown
to be 28.1 Quads in the year 2000 (1 Quad is équaD55 EJ) for the U.S., while the
energy content of the electricity is 12.3 Quadsergy not going into power generation
goes directly to final uses.

Figure 3.9.  Global and U.S. Primary Energy Consuimedon-Electric
Applications across Reference Scenarios

Figure 3.10. U.S. Energy Flow Diagram and Non-&ieal Energy Use for the
Year 2000

In the future, other transformation sectors mayb&eimportant and fundamentally
change energy-flow patterns. As already discudbedyotential exists for coal and
commercial biomass to be converted to liquids aaskg—a technology thus far
implemented only at a small scale. Furthermorelsfand electricity may be transformed
into hydrogen, creating fundamentally new branafdke system. Like electricity,
these new branches will have conversion losseshars® losses can be important. As a
result, it is important to realize that future saeos of non-electric use, shown in Figure
3.9, can involve significant conversion losses froon-electric fuel transformations.
Currently almost all conversion losses are in elgty so that non-electricity fuel use is
almost completely final energy use. This is paftady important to keep in mind when
examining non-electric energy use in the MERGErefee scenario, in which coal and
biomass goes into liquefaction and gasificatiom{gda To a lesser extent, these
conversions are also present in the MiniCAM andNE®enarios. Also, in the
MiniCAM and MERGE reference scenarios, some nuaeargy appears in non-
electricity uses to produce hydrogen. In the IG&M MiniCAM scenarios, oil use is the
largest single non-electric energy use, refleciirggpntinuing growth in demand for
liquids by the transportation sectors. In the MER®@ference scenario, increasingly
expensive conventional oil is supplanted by coalddiquids. This phenomenon also
has implications for energy intensity in that imypements in end-use energy intensity
can be offset in part by losses in converting prinfaels to end-use liquids or gases.

3.4. Land Use and Land-Use Change

The three reference scenarios take different apgrea to emissions from land
use and land-use change. The MERGE reference soessumes that the
biosphere makes no net contribution to the carbaec IGSM and MiniCAM
assume that the net contribution of the terrestoiaphere is to remove carbon
from the atmosphere, which results from the cowaikng forces of land-use
change emissions from deforestation and other huewtinities and the net
uptake from unmanaged systems.

All of the modeling groups consider the productudrbiofuels for energy. Both IGSM
and MiniCAM take account of the competition for smaland resources. MERGE takes
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the availability of biofuels as an exogenous inpaged on extra-model analysis.
Production of these crops is displayed in Figuld 3.The IGSM and MiniCAM figures
are based on somewhat different definitions, whictount for the difference in 2000.
IGSM reports only the production of modern enerngyps grown explicitly for their
energy content and sold in a formal market. MinMCAccounts for traditional biofuels
production, waste and residue-derived biofuels,emetgy crops grown explicitly for
their energy content. The waste-derived fuels atcaiways pass through formal
markets, as occurs in the pulp and paper indudtigmwvood waste is used for its energy
content.

Figure 3.11. Global and U.S. Production of Biomassrgy across Reference
Scenarios

Apparent differences among the models thus nebd tmnsidered in light of this
differential accounting. The MiniCAM results wiknd to be significantly higher,
especially in early years, because it is accourtadjtional biofuels explicitly whereas
the other models are not. For example, MiniCAMIdgp no commercial biomass
production in the U.S. in the form of energy crgpswn explicitly for their energy
content in the reference scenario. The IGSM refaxesgenario exhibits a growing
production of biofuels beginning after the year @02 levels similar to those in the
MERGE case. The IGSM deployment is driven prinydsy a real-world oil price that in
the year 2100 is 4.5 times the price in the ye@020dn contrast, MiniCAM, with its
lower long-term world oil price, provides insufferit incentive to grow bio-crops in the
reference scenario. However, MiniCAM does utibzeincreasing share of the
potentially recoverable bio-waste as a source efgn

Land use has implications for the carbon cycle e WGSM applies its component
Terrestrial Ecosystem Model with a prescribed sgerad land-use, and this land-use
pattern is employed in all scenarios. Thus, inlG8M scenarios, commercial biomass
production must compete with other agriculturahaies for cultivated land, but the
extent of cultivated land does not change from agerio scenario. Because the IGSM
net flux of land-use change is fixed, changes éét flux of carbon to the atmosphere
reflect the behavior of the terrestrial ecosystemesponse to changes in £0
fertilization and climatic effects that are consetewithin IGSM’s Earth-system
component. Taken together, these effects ledueto¢gative net emissions from the
terrestrial ecosystem shown in Figure 3.12, whmhtrasts with the neutral biosphere
assumed by the MERGE model.

Figure 3.12. Global Net Emissions of &fiom Terrestrial Systems Including
Net Deforestation across Reference Scenarios

MiniCAM uses the terrestrial carbon cycle modeMAGICC (Wigley 1993) to
determine the aggregate net carbon flux to the syppimere. However, unlike either IGSM
or MERGE, MiniCAM determines the level of terreatremissions as an output from an
integrated agriculture/land-use module rather #mthe product of a terrestrial model
with fixed land use. Thus, MiniCAM exhibits thensa types of CQfertilization effects
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as the IGSM, but it also represents interactiotden the agriculture sector and the
distribution of natural terrestrial carbon stocks.

3.5. Emissions, Concentrations, and Radiative Forcing

The growth in the global economy that is assumebemreference scenarios and
the changes in the composition of the global ensygyem lead to growing
emissions of GHGs over the century. Fossil fudl@ment emissions more than
triple over the study period in the reference scasa With growing emissions,
GHG concentrations are projected to rise substdiytiaver the twenty-first
century, withCO; rising to more than twice the year 2000 level (2-tb 3 times
the pre-industrial concentration). Increases ie ttoncentrations of the naD©,
GHGs are less dramatic but substantial nonetheld$® increase in radiative
forcing ranges from 6.5 to 8.5 Wiiinom the year 2000 level with the n@®,
GHGs accounting for about 20 to 30% of the instartaus forcing in 2100.

Moderating the effect on the atmosphere of anthgepec CQ emissions is the
net uptake by the ocean and the terrestrial biosphés atmospheric GQrows
in the reference scenarios, the rate of net uptakthe ocean increases as well.
Also, mainly through the effects of £€rtilization, increasing atmospheric
levels of CQ@spur plant growth and net carbon uptake by theetgrial
biosphere. Differences in scenarios of these &fiadhese models are in part a
reflection of variation among their sub-modelsta# tarbon cycle.

3.5.1. Greenhouse Gas Emissions
3.5.1.1. Calculating Greenhouse Gas Emissions

Emissions of C@are the sum of emissions from each of the diffefesl types, and, for
each type, emissions are the product of a fueliipeenissions coefficient and the total
combustion of that fuel. Exceptions to this treaitoccur if a fossil fuel is used in a
non-energy application (e.g., as a feedstock fastm), in which case an adjustment is
made to the accounts, or if the carbon is captanetistored in isolation from the
atmosphere. All three of the models assume thiadnldy of carbon-capture/storage
technologies and treat the leakage from such stamagero during the study period. The
capture and storage of G@cur costs additional to the generation processhey are

not undertaken in the reference scenarios.

Although bioenergy such as wood, organic waste stiraav are hydrocarbons like the
fossil fuels (only much younger), they are treasdf their use had no net carbon release
to the atmosphere. Of course, any fossil fuelsl us¢heir cultivation, processing,
transport, and refining are accounted for. Nucéeda non-biomass renewables, such as
wind, solar, and hydroelectric power, have no dif&0, emissions and are given a zero
coefficient. Like bioenergy, emissions associatéti the construction and operation of
facilities are accounted with the associated engjtsource.
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The calculation of net emission from terrestriad®stems, including land-use change, is
more complicated, and each model employs its oalmigue. The IGSM model
employs the Terrestrial Ecosystem Model, which ssate-of-the-art terrestrial carbon-
cycle model with a detailed, geographically disagated representation of terrestrial
ecosystems and associated stocks and flows of carthe land. The IGSM scenario,
therefore, incorporates fluxes to the atmosphegedsgiamic response of managed and
unmanaged terrestrial systems to the changes ilithate and atmospheric

composition.

MiniCAM builds its net terrestrial carbon flux bymming both emissions from changes
in the stocks of carbon from land-use change aatmtiwvith human activities and the
natural system response, represented in the redagederrestrial carbon module of
MAGICC. As noted above, the MiniCAM model emplaysimpler reduced-form
representation of terrestrial carbon reservoirsfangs; however, its scenario is fully
integrated with its agriculture and land-use mogdwleich in turn is directly linked to
energy and economic activity in the energy portbthe model.

Fossil fuel CQ emissions are relatively simple to calculate amedfally endogenous to

all three models, but non-G@GHG emissions are more difficult. G@®missions are
determined by energy use, which in turn is systeraly coupled to the rest of the
economy. In contrast, non-GGHGs often have some more narrowly defined human
activity with which they are associated, e.g.,uiBe of solvents, which does not
necessarily move in a well-defined relationshiphwiite rest of the economy. Non-€0O
GHGs can also be associated with highly variablssions coefficients, as, for example,
in the case with methane release from incompletebcstion. Emissions of other GHGs
are thus developed using a variety of techniquiesome instances, emissions are
determined by endogenously computing some speficropogenic activity, for
example, ruminant livestock herds, along with & of the core elements of the
scenario and applying an emissions coefficienietdythe scenario’s reference emission.
In other instances, a scenario is developed “off“liand is computationally independent
of the model although directly linked to the refeze scenario. Details on these
approaches are included in the earlier referenapéns that document these models.

3.5.1.2. Reference Scenarios of Fossil Fuel G&missions

All three reference scenarios foresee a transitmm conventional oil production to
some other source of liquid fuels, based primaiyother fossil sources, either
unconventional liquids or coal. As a consequenadon-to-energy ratios cease their
historic pattern of decline, as can be seen inrei@ul3. While the particulars of each
model differ, none shows a dramatic reduction mboa intensity over this century.

Figure 3.13. Global and U.S. G&missions from Fossil Fuel Consumption and
Industrial Sources Relative to Primary Energy Comstion across
Reference Scenarios
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Substantial increases in total energy use withriitlie decline in carbon intensity
(Figure 3.13) lead to the substantial increas&3dp emissions per capita (Figure 3.14)
and in global totals (Figure 3.15). Emissions @L@om fossil fuel use and industrial
processes increase from roughly 7 GtCly to betv2@eand 24 GtC/y by 2100. This set
of emissions is higher than in many earlier studigsh as 1S92a, where emissions were
20 GtCly (Leggett et al. 1992). The model scersaai@ closer in their emissions
estimates to the higher scenarios in the IPCC &pRBeport on Emissions Scenarios
(Nakicenovic and Swart 2000), particularly thosduded under the headings Alf and
A2.

Figure 3.14 World and U.S. G&missions per Capita across Reference
Scenarios

Figure 3.15 Global and U.S. Emissions of@Mm Fossil Fuels and Industrial
Sources across Reference Scenarios

These three scenarios display a larger share afseans growth outside of the Annex |
nations (the developed nations of the Organizadboiizconomic Cooperation and
Development [OECD], plus Eastern Europe and theéorSoviet Uniof) as shown in
Figure 3.16. Annex | emissions are highest andAmmex | emissions lowest in the
IGSM reference. At least in part, this is becanfsievo assumptions underlying the
IGSM scenarios. First, the demand for liquidsasssied by expanding production of
unconventional oil, which has relatively high cambamissions at the point of production.
The US, with major resources of shale oil, switcines) being an oil importer to an
exporter but is responsible for G@missions associated with shale oil production.
Second, assumed rates of productivity growth inrAonex | nations are lower in the
IGSM scenario than in those of the other two madels

Figure 3.16. Global Emissions of Fossil Fuel ardubtrial CQ by Annex |
and Non-Annex | Countries across Reference Scenario

In contrast, the MERGE scenario assumes that lgeene primarily from coal, a fuel
that is more broadly distributed around the wohlaint unconventional oils. MERGE also
exhibits higher rates of labor productivity in then-Annex | nations than the IGSM
reference scenario. Finally, MERGE has a greaployment of nuclear generation,
leading to generally lower carbon-to-energy ratiesrall. These three features combine
to produce lower Annex | emissions and higher nom&x | emissions than in the IGSM
reference scenario.

! Annex | is defined in the Framework ConventionGimate Change (FCCC). However, since the FCCC
entered into force, the Soviet Union has broken Aip.a consequence, some of the republics of ttmadio
Soviet Union are now considered developing natams do not have the same obligations as the Russian
Federation under the FCCC. Thus, strictly spegkimgaggregations employed by the three modeling
teams may not precisely align with the presentifgamtof the world’s nations. However, the quaatiite
implications of these differences are relativelydest.
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The MiniCAM reference scenario has Annex | emissisimilar to those of MERGE, but
higher non-Annex | fossil fuel and industrial €@missions, at least in part because
MiniCAM has an aggregate carbon-to-energy ratio tises steadily over time.

The range of global fossil fuel and industrial £g€nissions across the three reference
scenarios is relatively narrow compared with theeautainty inherent in such scenarios.
While it is beyond the scope of this exercise todiet a formal uncertainty or error
analysis, both higher and lower emissions trajéesazould be constructed.

There are at least two approaches to developiegsilde context in which view these
scenarios. One is to compare them with othersymed by analysts who have taken on
the same or a largely similar task. The literatumeemissions scenarios is populated by
hundreds of scenarios of future fossil fuel andustdal CQ emissions. Figure 3.17
gives some sense of what earlier efforts have medialthough they should be used with
care. First, many were developed at earlier tism@smay be significantly at variance
with events as they have already unfolded. Alsceffort was undertaken in this
collection to weight scenarios for the quality ofderlying analysis. Scenarios for which
no underlying trajectories of population or GDP available are mixed in with efforts
that incorporate the combined wisdom of a largente&interdisciplinary researchers
working over the course of years. Moreover, itas clear that the observations are
independent. The clustering of year 2100 fos®il &nd industrial C®emissions around
20 PgCly (20 GtCly) in both the pre- and post-IPR@d Assessment Report (TAR)
time-frames coincides closely with the IPCC IS9@ansirio (Leggett et al. 1992). Many
later scenarios were simply tuned to it, and sahaténdependent assessments. For these
reasons and others, looking to the open literataneprovide some information, but that
information is limited and blurred.

Figure 3.17. Global Fossil Fuel and Industrial @arEmissions: Historical
Development and Scenarios

Another approach to provide a context is systemataertainty analysis. There have
now been many such analyses, including efforts bgdNaus and Yohe (1983), Reilly et
al. (1987), Manne and Richels (1994), Scott et28100), and Webster et al. (2002).These
studies contain many valuable lessons and insigkas the purposes of this exercise, one
useful outcome is an impression of the positioarof one scenario within the window of
futures that might pass a test of plausibility.s@useful is the way that the distribution

of outcomes is skewed upwards—an expected outcdme wne considers that many
model inputs, and indeed emissions themselvegomsrained to be greater than zero.
Naturally, these uncertainty calculations preskairtown problems as well (Webster
2003).

3.5.1.3. Future Scenarios of Anthropogenic CH and N,O Emissions
The range of emissions for Gldnd NO is wider than for Cg) as can be see in Figure

3.18. The MERGE and MiniCAM base-year emissiomssamilar. In the IGSM
reference scenario, methane emissions are higltlee ipear 2000 than in the other two,
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reflecting an independent assessment of histegitadsions and uncertainty in the
scientific literature regarding even historic enugs. Note that the IGSM has a
correspondingly lower natural methane source (fvegtiands, termites, etc.) that is not
shown in Figure 3.18, balancing the observed cdanaton change, rate of oxidation,
and natural and anthropogenic sources.

Figure 3.18. Global ClHand NO Emissions across Reference Scenarios

Both IGSM and MERGE exhibit steadily growing meteamissions throughout the
twenty-first century as a consequence of the grafthethane-producing activities such
as ruminant livestock herds, natural gas use, amdfills. Unlike CQ, for which the
combustion of fossil fuels leads inevitably to esioss without capture and storage,
slight changes in activities can substantially csdemissions of the non-GQases

(Reilly et al. 2003). The MiniCAM reference scepaassumes that despite the
expansion of human activities traditionally asstedavith methane production,
emissions control technologies will be deployethia reference scenario in response to
local environmental controls. This leads the MIRN reference scenario to exhibit a
peak and decline in CHemissions in the reference scenario.

3.5.1.4. Future Scenarios of Anthropogenic F-Gas Emissions

A set of industrial products that act as GHGs armalmned under the term “F-

gases,” which refers to a compound that is commdhdm, fluorine. Several are
replacements for the chlorofluorcarbons that haaenlphased out under the Montreal
Protocol. They are usefully divided into two grsup group of hydroflurocarbons
(HFCs), most of which are shorter-lived, and thegliived perfluorocarbons (PFCs) and
sulfur hexafluoride (S§. Figure 3.19 presents the reference scenandbdége gases.
IGSM and MiniCAM show strong growth in the shortdd species, while MERGE
projects about half as much growth over the centlitye models also differ in their
expectations for the long-lived gases. PFCs aed irssemiconductor production and
are emitted as a byproduct of aluminum smeltingy ttean be avoided relatively cheaply.
Emissions from the main use of Sk electric switchgear can easily be abated by
recycling to minimize venting to the atmospherénc8 these long-lived gases can be
avoided, IGSM and MiniCAM project limited growth@v in the absence of climate
policy. However, MERGE sees a strong increaseedrin part by its growing electric
sector.

Figure 3.19  Global Emissions of Short-Lived and gdrived F-Gases across
Reference Scenarios

3.5.2. The Carbon Cycle: Net Ocean and Terrestrial CQ Uptake

The stock of carbon in the atmosphere at any tseiermined from an initial
concentration of Cg) to which is added anthropogenic emissions frossifduel and
industrial sources, and from which is subtractedd®@ transfer from the atmosphere to
the ocean and terrestrial systems. These threegses are differently represented in the
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three models, yet their results show a remarkabiyta relationship between cumulative
fossil fuel and C@concentrations in the atmosphere.

The reference scenarios display increasing ocetakef CQ, shown in Figure 3.20 for
MiniCAM and IGSM. Ocean uptake reflects model nadbms that become
increasingly active as G@ccumulates in the atmosphere. The IGSM refersoeeario
has the least active ocean, reflecting a threequbsmeal representation that displays less
uptake as water temperatures anc &®els in its surface layer rise, partly as a Itesiu
slow mixing into the deep ocean. MiniCAM show®sd pronounced slowing of ocean
uptake.

Figure 3.20. C@Uptake from Oceans across Reference Scenarios

As discussed above, the net transfer of @&m the atmosphere to terrestrial systems
includes many processes such as deforestationt{\ttainsfers carbon from the land to
the atmosphere), uptake from forest re-growth,thedet effects of atmospheric €O
and climate conditions on vegetation. As notetleraMERGE employs a neutral
biosphere: by assumption its net uptake is zerb pribcesses that store carbon, assumed
to just offset those that release it. IGSM andiAM employ active terrestrial
biospheres, which on balance remove carbon fronattnesphere, as shown in Figure
3.12. Both the MiniCAM and the IGSM reference sr@ws display the net effects of
deforestation, which declines in the second hathefcentury, combined with terrestrial
processes that accumulate carbon in existing tealeeservoirs. The IGSM reference
scenario also includes feedback effects of changlintate.

3.5.3. Greenhouse Gas Concentrations

Radiative forcing is related to the concentratioh&HGs in the atmosphere and not their
annual emissions rates. The relationship betweesstons and concentrations of GHGs
is discussed in Box 3.2. The concentration of gjéisat reside in the atmosphere for long
periods of time, decades to millennia, is thus notweely related to cumulative
emissions than to annual emissions. In partictis,is true for C@ the gas responsible
for the largest contribution to radiative forcinghis relationship can be seen for 00
Figure 3.21, where cumulative emissions over the@e€000 to 2100, from both the
reference scenario and the four stabilization stesiaare plotted against the €O
concentration in the year 2100. The resulting gaobughly linear and similar across the
models, despite the fact that the underlying preegshat govern the relationship
between emissions and concentrations are far noong@lex, involving both terrestrial

and ocean non-linear processes, and are represéfiezdntly in the three modeling
systems. This basic linear relationship also htwdether long-lived gases such agN
and Sk and the long-lived F-gases.

Figure 3.21. Relationship between Cumulative, E@issions from Fossil Fuel
Combustion and Industrial Sources, 2000-2100, anab&pheric
Concentrations across All Scenarios
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GHG concentrations rise substantially in all threference scenarios. As shown in
Figure 3.22, C@concentrations increase from 370 ppmv in year 20®mewhere in

the range of 700 to 875 ppmv in 2100. The pre-siw concentration of COvas
approximately 280 ppmv. While all three refereacenarios display the same increasing
pattern, by the year 2100 there is a differencappiroximately 175 ppmv among the
three scenarios. This difference has implicatfonsadiative forcing and emissions
mitigation (discussed in Chapter 4).

Figure 3.22. Atmospheric Concentrations of COH,, N,O, and F-gases
across the Reference Scenarios

Projected increases in the concentrations of tmeCG©, GHGs are substantial even
though they vary across the models. The MiniCARMmence concentrations of Gldnd
N,O are on the low end of the range, reflecting agdioms discussed above about use of
methane for energy. The IGSM reference scenadegts the highest concentration
levels for all of the substances. The differenoainly reflect the anthropogenic
emissions of the three reference scenarios alththeghalso result in part from the way
each model treats natural emissions and sinkfiéogases. IGSM includes climate and
atmospheric feedbacks to natural systems, whidht@nesult in an increase in natural
emissions of Ckland NO. Also, increases in other pollutants generahgthen the
lifetime of CH, in IGSM because the other pollutants deplete tihsphere of the
hydroxyl radical (OH), which is the removal mectsamifor CH,. These feedbacks tend
to amplify the difference in anthropogenic emissiexhibited by the models.

The projected concentrations of the short-lived lang-lived F-gases are also presented
in Figure 3.22. MERGE projects slightly higher sgions than IGSM for the short-lived
gases, with the roles of the two models reversetholong-lived species. These
differences then appear in the relative estimatéseoresulting atmospheric
concentrations. Indeed, for the long-lived spea@een a very small addition to
emissions in the period 2020 to 2080 leads the I@8Mentration to rise far above that
projected by MERGE over a 100-year time horizon.

3.5.4. Radiative Forcing from Greenhouse Gases

Contributions to radiative forcing are a combinataj the abundance of the gas in the
atmosphere and its heat-trapping potential (radiaificiency). Of the directly released
anthropogenic gases, @3 the most abundant, measured in parts per miltlte others
are measured in parts per billion. However, tieoGHGs are about 24 times (§Ho
200 times (NO), to thousands of times (§FPFCs) more radiatively efficient than €O
Thus, what they lack in abundance they make uprigrart, with radiative efficiency.
However, among these substances; GQtill the main contributor to increased radiati
forcing from pre-industrial times and is projectedemain so by all three models.

The three models display essentially the sameoaktiip between GHG concentrations
and radiative forcing. However, the three refeeesienarios also all exhibit higher
radiative forcing, growing from 2.2 W/no between 6.6 and 8.6 W/tbetween the
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years 2000 and 2100. (See Chapter 4 for a dismus$ithe consequences of limiting
radiative forcing.) Given that radiative forciraygets are fixed at four different levels in
the stabilization scenarios, the differences canglications that will reverberate
throughout the analysis.

All three reference scenarios show that the redatontribution of CQwill increase in

the future, as shown in Figure 3.23. From pre-gtidal times to the present, the non-
CO, gases examined here contribute about 32% of tireaed forcing. In the IGSM
reference scenario, the contribution of the non-G&ses falls slightly to about 26% by
2100. The MiniCAM reference scenario includesditidditional increase in forcing for
non-CQ gases, largely as a result of assumptions regatdencontrol of methane
emissions for non-climate reasons, and thus hasdhare falling to about 18% by 2100.
The MERGE reference scenario is intermediate, thighnon-CQ contribution falling to
about 24%.

Figure 3.23. Radiative Forcing by Gas across Rete&r&cenarios

From the results above it can be seen that the tieference scenarios contain many
large-scale similarities. All have expanding glodaergy systems, all remain dominated
by fossil fuel use throughout the twenty-first aewt all generate increasing
concentrations of GHGs, and all produce substaimiaéases in radiative forcing. Yet
these scenarios differ in many of details, rangiogn demographics to labor

productivity growth rates to the composition of eyyesupply to treatment of the carbon
cycle. These scenario differences shed light gromant points of uncertainty that arise
for the future. In Chapter 4, they will also bes¢o have important implications for the
technological response to limits on radiative fogei
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Table 3.1. Population by Region across Models, 20@2.00(millions)

IGSM Population by Region (million)

2000 2020 2040 2060 2080 2100
USA 283 334 379 396 395 393
Western Europe 390 388 369 331 302 289
Japan 127 126 116 113 118 119
Former Soviet Union 291 278 260 243 234 230
Eastern Europe 97 91 83 74 67 64
China 1282 1454 1500 1429 1365 1334
India 1009 1291 1503 1610 1635 1644
Africa 793 1230 1749 2163 2390 2500
Latin America 419 538 627 678 701 713
Rest of the World 1366 1848 2269 2521 2614 26492
MERGE Population by Region (millions)
Region 2000 2020 2040 2060 2080 2100
US.A 276 335 335 335 335 335
Western Europe 390 397 397 397 397 397
Japan 127 126 126 126 126 126
Eastern Europe | 414 393 393 393 393 393
Former Soviet Union
China 1275 1429 1478 1493 1498 1499
India 1017 1312 1427 1472 1489 1496
Africa
Latin America 2566 3538 4209 4677 5003 5228
Rest of World
MiniCAM Population by Region (millions)
Region 2000 2020 2040 2060 2080 2100
US.A 283 334 371 396 412 426
Western Europe 457 486 481 456 421 399
Japan 127 127 121 113 103 95
Eastern Europe 124 119 111 100 87 80
Former Soviet Union 283 284 283 275 261 253
China 1385 1578 1591 1506 1407 1293
India 1010 1312 1472 1513 1443 130(
Africa 802 1197 1521 1763 1893 1881
Latin America 525 670 786 869 929 952
Rest of World 1055 1454 1779 1976 2017 191B
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Table 3.2. Reference GDP for Key Regions (trillionsf 2000 U.S. $, MER), 2000-2100This
table reports GDP for all regions of the globe, &xtounts for inconsistency in regional
aggregations across models. Note that while resgane generally comparable, slight differences
exist in regional coverage, particularly in aggtegagions. (Note that IGSM is in 1997%)

IGSM GDP by Region (trillions of 1997 U.S. $, MER)

2000 2020 2040 2060 2080 210(

USA 9.1 16.9 29.3 44.4 59.8 76.4
Western Europe 9.2 15.8 27.0 41.5 57.p 74)2
Japan 4.4 7.5 13.8 21.8 30.0 38.¢
Former Soviet Union 0.6 1.4 2.9 4.8 7.2 10.?
Eastern Europe 0.3 0.6 1.2 2.1 3.3 4.9
China 1.2 3.3 6.9 12.8 19.9 28.9
India 0.5 1.1 2.0 3.3 5.2 8.0
Africa 0.6 1.3 2.0 3.3 5.0 7.4
Latin America 1.6 3.0 6.3 11.5 18.0 25.9
Rest of the World 4.4 8.6 14.9 23.9 35.3 49.p
MERGE GDP by Region (trillions of 2000 U.S. $, MER)

Region 2000 2020 2040 2060 2080 210p
U.S.A 9.8 16.1 21.0 26.8 33.1 39.6
Western Europe 9.8 14.4 19.9 26.9 35.0 43]6
Japan 4.6 6.0 7.7 9.6 11.7 13.9
Eastern Europe 1.0 1.9 36 6.6 12.0 20.4
Former Soviet Union

China 1.2 3.1 7.4 17.3 38.5 78.7
India 0.5 1.5 3.6 8.3 18.5 39.2
Africa

Latin America 5.2 12.4 24.5 45.3 79.8 135.3
Rest of World
MiniCAM GDP by Region (trillions of 2000 U.S. $, Mg

2000 2020 2040 2060 2080 210(

USA 9.9 15.1 21.2 29.0 39.1 53.0
Western Europe 11.4 14.8 17.8 21.4 25.90 31|6
Japan 4.4 5.4 6.5 7.9 9.4 11.]
Former Soviet Union 0.6 1.3 2.3 3.9 6.2 9.8
Eastern Europe 0.4 0.6 1.1 1.9 3.1 5.3
China 1.3 4.1 10.0 17.9 29.5 43.1
India 0.6 2.0 5.8 12.8 23.4 38.4
Africa 0.7 1.3 2.2 4.1 8.0 14.2
Latin America 2.0 3.3 5.1 9.0 16.3 27.4
Rest of the World 3.8 7.5 14.2 25.1 40.7% 60.8
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Table 3.3. Historical Annual Average Per Capita GIP Growth Rates

1500- 1820- 1870- 1913- 1950- 1973-

1820 1870 1913 1950 1973 2001
North America 0.34 1.41 1.81 1.56 2.45 1.84
Western Europe 0.14 0.98 1.33 0.76 4.05 1.88
Japan 0.09 0.19 1.48 0.88 8.06 2.14
Eastern Europe 0.10 0.63 1.39 0.60 3.81 0.68
Former U.S.SR 0.10 0.63 1.06 1.76 3.35 -0.96
Africa 0.00 0.35 0.57 0.92 2.00 0.19
Latin America 0.16 -0.03 1.82 1.43 2.58 0.91
China 0.00 -0.25 0.10 -0.62 2.86 5.32
India -0.01 0.00 0.54 -0.22 1.40 3.01
Other Asia 0.01 0.19 0.74 0.13 3.51 2.42
World 0.05 0.54 1.30 0.88 2.92 141
Source: Maddison, 2001
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Figure 3.1. World and U.S. Population across Refenee Scenarios.Assumed growth in

global and U.S. population is similar among the¢hmodels. The global population level in
2100 spans a range from about 8.5 to 10 billiohe ©.S. population level in 2100 spans a range
from about 350 to 425 million.
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Figure 3.2. U.S. Economic Growth across Reference&arios. U.S. economic growth is
driven in part by labor force growth, and in paytassumptions about productivity growth of
labor and other factors such as by savings angdiment. Projected annual average growth
rates are 1.4% for MERGE, 1.7% for MiniCAM, and%.@or IGSM. By comparison, U.S. real
GDP grew at an annual average rate of 3.4% fromd-P22®4 (Economic Report of the
President, CEA 2005).
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Figure 3.3. Global Primary Energy by Fuel across Rierence Scenarios (EJ/y) Global total
primary energy use is projected in the referenagadav by 3.5 to 4 times, while U.S. primary
energy use is projected to grow by 2 to 2.5 timesssil fuels remain a major source. Note that
oil includes that derived from tar sands and staaié, that coal use includes that used to produce

synthetic liquid and gaseous fuels.
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Figure 3.4. Global and U.S. Primary Energy Consumpbn per Capita across Reference
Scenarios (gigajoules per capita) All three models project growing per capita agenergy

for the world as whole and for the U.S. Howeveereafter 100 years of growth, global per
capita energy use is projected to be about %2 ofuhent U.S. level.
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Figure 3.5. U.S. Primary Energy Intensity: Consumpion per Dollar of GDP across
Reference Scenarios (Index, Year 2000 Ratio = 1.0Ynited States total primary energy

consumption per dollar of GDP is projected to amwni to decline. Recent experience is a rate of

decline of about 14% per decade. IGSM projectteaf decline of about 12%, MiniCAM
about 8%, and MERGE about 6.5% per decade.
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Figure 3.6. Long-term Historical Crude Oil Prices Crude oil prices have historically been
highly variable, but over the period 1947-2004 ¢happeared to be a slight upward trend.
(Figure courtesy of James Williams, WTRG Economics)
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Figure 3.7. Indices of Energy Prices across Referea Scenarios (Indexed to 2000 =.1)
Projected energy prices through 2100, indexed &02000=1.0, show a wide range among the
models but generally show a rising trend relatovescent decadal averages. MERGE price
projections are intermediate—by 2100 the crud@ide is about that observed in 2005 (3 times
the 2000 level). MiniCAM generally projects theviest prices, with the projected crude oil
price about 2.5 times 2000 levels in 2100, someWwkktw the level reached in 2005. IGSM
projects the highest prices, which for crude otbwd be about 50 to 60% higher in 2100 than
the price level of 2005.
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Figure 3.8. Global and U.S. Electricity Productionby Source across Reference Scenarios
(EJly). Global and U.S. electricity production show d¢oaéd reliance on coal, especially in the
IGSM projections, which limits nuclear productioedause of policy and siting issues. MERGE
and MiniCAM find that nuclear is economically contiige; they also project a larger role for

other non-carbon sources and greater use of @i¢gioverall compared with IGSM.
Differences among the models for the world are onéd in differences for the U.S.
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Figure 3.9. Global and U.S. Primary Energy Consumeth Non-Electric Applications across
Reference Scenarios (EJ/y)Non-electric energy use also remains heavily déest on fossil
fuels with some penetration of biomass energym&ty energy is reported here, and the
resurgence of coal in the projections is becausts ofse to produce synthetic liquids or gas.
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Figure 3.10. U.S. Energy Flow Diagram and Non-Eleatal Energy Use for the Year 2000.
Primary energy is transformed into different enecgyriers that can easily be used for specific
applications (e.g., space conditioning, light, amethanical energy), but in the process losses
occur. Of the 98.5 quads of primary energy usetienJ.S. in the year 2000, only an estimated
34.3 quads were actually useful. Each of the nsode¢d in the study represents such
conversion processes. Assumptions about efficienpyovements in conversion and end-use
are one of the reasons why energy intensity peaidof GDP is projected to fall.
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Figure 3.11. Global and U.S. Production of Biomadsnergy across Reference Scenarios

(EJly). The MiniCAM scenario includes traditional as st commercial biomass and thus
shows significant use in 2000. IGSM and MERGE exbf model only commercial biomass
energy beyond that already used. Globally, botBNtGand MERGE show more biomass than
does MiniCAM toward the end of the century. In goocases, biomass is reported as a liquid

fuel equivalent so that the total biomass productiould be 2.5 to 3 times this level, accounting

for conversion losses.
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Figure 3.12. Global Net Emissions of Cofrom Terrestrial Systems Including Net
Deforestation across Reference Scenarios (GtC/y¥lobal net emissions of G&om

terrestrial systems, including net deforestatitwoys that MiniCAM and IGSM have a slight net
sink in 2000 that grows over time due to reducddréstation and carbon dioxide fertilization of
plants. MERGE assumes a neutral terrestrial syste
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Figure 3.13. Global and U.S C@QEmissions from Fossil Fuel Combustion and Industsl
Sources Relative to Primary Energy Consumption (Gt@exajoule). CGO; intensity of energy
use shows relatively little change in all three mlsdreflecting the fact that fossil fuels remain
important sources of energy. Potential reductiortee CQ intensity of energy from more
carbon-free or low-carbon energy sources is offget move to more carbon-intensive shale oil
or synthetics from coal.
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Figure 3.14. World and U.S. CQ Emissions per Capita across Reference Scenarios ¢iic
Tonnes per Capita). All three models project growing per capita foésél and industrial C®
emissions for the world as a whole and for the UHBwever even after 100 years of growth,
global per capita CQemissions are slightly less than %2 of the curteft level in the three
scenarios.
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Figure 3.15. Global Emissions of C@from Fossil Fuels and Industrial Sources (C@from
land use change excluded) across Reference Scenaii@tC/y). In the absence of climate
policy, all three models project increases in glamissions of C@from fossil fuel combustion
and other industrial sources, mainly cement pradoctBy 2100, reference emissions reach
nearly 25 GtC. Note that G@rom land-use change is excluded from this figure.
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Figure 3.16. Global Emissions of Fossil Fuel and tlustrial CO, by Annex | and Non-

Annex | Countries across Reference Scenarios (GtQ/\fEmissions of fossil fuel and industrial
CO; in the reference scenarios show Non-Annex | emnssexceeding Annex | emissions for all
three models by 2030 or earlier. MERGE and MiniCANMbw continued relative rapid growth

in emissions in Non-Annex | regions after thattlsat their emissions are on the order of twice
the level of Annex | by 2100. IGSM does not shamtmued divergence, due in part to
relatively slower economic growth in Non-Annex giens and faster growth in Annex | than the
other models. IGSM also shows increased emisgimAsnex | as those nations become
producers and exporters of shale oil, tar sandbssgnthetic fuels from coal.
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Figure 3.17. Global Fossil Fuel and Industrial Carlon Emissions: Historical Development
and Scenarios (GtC/y).The 284 non-intervention scenarios published lee2®01 are included
in the figure as the gray-shaded range. The “sgaghees are an additional 55 non-
intervention scenarios published since 2001. Teical bars on the right-hand side indicate
the ranges for scenarios since 2001 (labeled “pAR non-intervention”) and for those
published up to 2001 (“TAR+preTAR non-interventipn'Sources: Nakicenovic et al. (1998),
Morita and Lee (1998) and http://www-cger.nies jgfager-
el/db/enterprise/scenario/scenario_index_e.html, and
http://ilasa.ac.at/Research/TNT/WEB/scenario_da@lbdm!]
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Figure 3.18. Global CH, and N,O Emissions across Reference Scenarios (Mtonnesl/y).
Projections of global anthropogenic emissions of, @l NO vary widely among the models.
There is uncertainty in year 2000 ¢émissions, with IGSM ascribing more of the emissito
human activity and less to natural sources. Defiees in projections reflect, to a large extent,
different assumptions about whether current enmssrates will be reduced significantly for
other reasons, for example, whether higher nagasiprices will stimulate capture of Cfér

use as a fuel.
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Figure 3.19.Global Emissions of Short-Lived and Long-Lived F-Gaes (ktonnes/y) Global
Emissions of High HFCs and others (PFCs angldggregated)
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Figure 3.20. CQ Uptake from Oceans across Reference Scenarios (GyCEXxpressed in
Terms of Net Emissions).The ocean is a major sink for @OIn general, as concentrations rise,
the ocean sink rises, but the IGSM results thdtideca three-dimensional ocean suggest less
uptake and, after some point, little further inse& uptake even though concentrations are
rising. The MiniCAM results show some slowing @ean uptake although not as pronounced.
Overall uptake is greater even though concentrat{see Figure 3.20) for MiniCAM are
somewhat lower than for the IGSM.

-2.0
-4.0 -

| =———IGSM_REF

GTCl/Year
. &
o

o
=}

100 —MERGE_REF

—=MINICAM_REF

-12.0
2000 2020 2040 2060 2080 2100
Year

Figure 3.21.Relationship between Cumulative CQ Emissions from Fossil Fuel

Combustion and Industrial Sources, 2000-2100, andtfospheric Concentrations of CQ
across All Scenarios.The relationship between cumulative carbon emissand atmospheric
concentration shows that, despite differences m the carbon cycle is handled in each model,
the models have a very similar response in ternt®otentration level for a given level of
cumulative emissions, as all models lie on essgntissingle line. (Note that the cumulative
emissions do not include emissions from land uskel@md-use change.)
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Figure 3.22.Atmospheric Concentrations of CQ, CHy4, N,O, and F-gases across the
Reference Scenarios (Units Vary). Differences in concentrations for @H,, and NO

across the three models’ reference projectionsgedlifferences in emissions and treatment of
removal processes. By 2100, projected, C@ncentrations range from about 700 to 900 ppmv;
projected CH concentrations range from 2000 to 4000 ppbv; ptegeNO concentrations

range from about 380 to 500 ppbv.
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Figure 3.23. Radiative Forcing by Gas across Refaree Scenarios (W/rf). The
contributions of different greenhouse gases tceia®ed radiative forcing through 2100 show

CO, accounting for more than 80% of the increasedrigrirom preindustrial for all three
models. The total increase ranges from aboutds85 W/nf above pre-industrial levels.
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4.4. Implications for Energy Use, Industry, and Are@ogy..............evvvviiiiniennnnn. 10
4.4.1. Changes in Global Energy USE ... 10
4.4.2. Changes in Global Electric Power GeneratiQn...............cccevvvvvvveennnnns 12
4.4.3. Changes in Energy Patterns in the UniteteSta..............ceoeevvviiiviinnnne 14
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Stabilizing radiative forcing at levels ranging fmo3.4 to 6.7 W/frabove pre-
industrial levels (Level 1 to Level 4) implies sfgant changes to the world’s
energy, agriculture, land-use, and economic systetasive to a reference
scenario that does not include long-term radiafimeing targets. Such limits
would shape technology deployment throughout theucg and have important
economic consequences, but, as these scenarisisalie, there are many
pathways to the same end.

4.1. Introduction

In Chapter 3, each modeling team developed scenafilmng-term greenhouse gas
(GHG) emissions associated with changes in keyaoancharacteristics, such as
demographics and technology. This chapter deschiber such developments might be
modified in response to limits to changes in radeaforcing. It illustrates that society’s
response to a stabilization goal can take manyspagfiecting factors shaping the
reference scenario and the availability and peréorce of emission-reducing
technologies. It should be emphasized that thaseblkeen no international agreement on
a desired stabilization target; the four levelslyred below and detailed in Table 4.1
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were chosen for illustrative purposes only. Theflect neither a preference nor a
recommendation. However, they correspond roughfeur of the frequently analyzed
levels of CQ concentrations.

Table 4.1. Long-Term Radiative Forcing Limits bylStization Level and
Corresponding Approximate G@oncentration Levels

Control of GHG emissions requires changes in tbballenergy, economic, agriculture,
and land-use system. In all the control cases# assumed that forcing levels would not
be allowed to overshoot the targets along the fmalibng-term stabilization. Given this
assumption, each modeling group had to make fudéeisions regarding the means of
limitation. Section 4.2 compares the approachdbeethree modeling teams. Section 4.3
shows the effect of the three strategies on GHGs&ons, concentrations, and radiative
forcing. The implications for global and U.S. eneemd industrial systems are explored
in Section 4.4 and for agriculture and land-usengkan Section 4.5. Section 4.6
discusses economic consequences of measures ¢vathe various stabilization levels.

4.2. Stabilizing Radiative Forcing: Model Implementations

Some features of scenario construction were coateihamong the three modeling
groups and others were left to their discretiamthree areas, a common set of
approaches was adopted:

» Reference scenario climate policies (Sectionl}.2.

» The timing of participation in stabilization segios (Section 4.2.2)

» Policy instrument assumptions in stabilizatioararios (Section 4.2.3).
In two areas the teams employed different appr@ache

» The timing of CQ emissions mitigation (Section 4.2.4)

* Non-CQ emissions mitigation (Section 4.2.5).

42.1. Reference Scenario Climate Policies

Each group assumed that, as in the reference sugetiar U.S. will achieve its goal of
reducing GHG emissions intensity (the ratio of Gei@issions to GDP) by 18% in the
period to 2012 although implementation of this geas left to the judgment of each
group. Also, the Kyoto Protocol participants wassumed to achieve their commitments
through the first commitment period, 2008 to 2012the reference scenario, these
policies were modeled as not continuing after 20th2the stabilization scenarios, these
initial period policies were superseded by the tgrgn control strategies imposed by
each group.

4.2.2. Timing of Participation in Stabilization Scenarios

There has been no international agreement on sieeddevel at which to stabilize
radiative forcing or the path to such a goal, sahere any consensus about the relative
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sharing of burdens other than a general call fonfimon but differentiated
responsibilities” by the United Nations Framewordn@ention on Climate Change
(United Nations, 1992). For the stabilization sao@ws, it was assumed that policies to
limit the change in radiative forcing would be dpgdlglobally, as directed by the
Prospectus. Although it seems unlikely that allridaes would simultaneously join such
a global agreement, and the economic implicatidrssabilization would be greater with
less-than-universal participation, the assumptia &ll countries participate provides a
useful benchmark. Indeed, analyses using alteenatirden sharing schemes suggest
that the costs can be an order of magnitude higtiteout the involvement of non-Annex
B emitters.

4.2.3. Policy Instrument Assumptions in Stabilization Scearios

Note that the issue of economic efficiency appdiess space and across time. All three
models assume an economically efficient allocatibreductions among nations in each
time period, that is, across space. Thus, eactehoaditrols GHG emissions in all

regions and across all sectors of the economy pwps$ing a single price for each GHG at
any point in time. That set of prices is the s@o®ss all regions and sectors. As will be
discussed in detail in Section 4.5, the priceshaoissions for the individual GHGs were
different for each model. The implied ability tocess emissions reduction opportunities
wherever they are cheapest is sometimes referrasl ‘‘where flexibility” (Richels et al.
1996).

4.2.4. Timing of CO, Emissions Mitigation

The cost of limiting radiative forcing to any givevel depends importantly on the
timing of the associated emissions mitigation. $tabilization goal of the Framework
Convention is incompletely defined. Neither the RC&r subsequent agreements
specify the level of stabilization, how to balameductions in the near-term against
reductions later, or how to address the multiplesgances that contribute to radiative
forcing. There is a strong economic argumentnmégation costs will be lower if
abatement efforts start slowly and then progressiaanp up, particularly for C©O
Distributing emissions mitigation over time, sublattlarger efforts are undertaken later,
reduces the current cost as a consequence of factsas discounting, the preservation
of energy-using capital stock over its naturaltiifee, and the potential for the
development of increasingly cost-effective techgas.

What constitutes such a cost-effective “slow stddapends on the concentration target
and the ability of economies to make strong redustiater. While 100 years is a very
long time-horizon for economic projections, it st hong enough to fully evaluate
stabilization goals. In most instances, the seaesare only approaching stabilization in
2100. Concentrations are below the targets afidisiing, but the rate of increase is
slowing substantially. Long-run stabilization regs that any emissions be completely
offset by uptake/destruction of the gas. Becaugsamw and terrestrial uptake of £©
subject to saturation and system inertia, at lesghe CQ concentration limits
considered in this analysis, emissions need to pedisubsequently decline during the
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twenty-first century. In the very long term (mamyndreds to thousands of years),
emissions must decline to virtually zero for any, @0ncentration to be maintained.
Thus, while there is some flexibility availablettee modelers in the inter-temporal
allocation of emissions, that flexibility is inhetéy constrained by the carbon cycle.
Given that anthropogenic G@missions rise with time in all three of the unstoained
reference scenarios, the stringency ohb,@@issions mitigation also increases steadily
with time.

The models differ in the way they determine thdif@f emissions reduction and how
the different GHGs contribute to meeting radiafimeing targets. A major reason for
the difference was the nature of the models. MERGED inter-temporal optimization
model and is able to set a radiative forcing taeget solve for the cost-minimizing
allocation of abatement across gases and over tintlus offers insights regarding the
optimal path of emissions abatement. A positigealint rate will lead to a gradual
phase-in of reductions, and the tradeoff amonggy@sendogenously calculated, based
on the contribution each makes toward the long-tgoal (Manne and Richels 2001).
Given the stabilization target, the changing re&prices of gases over time can be
interpreted as an optimal trading index for theegabat combines economic
considerations with modeled physical considerat{@fetime and radiative forcing).
The resulting relative weights are different frdmoge derived using Global Warming
Potential (GWP) indices, which are based purelploysical considerations (see IPCC
2001). Furthermore, economically efficient indi¢esthe relative importance of GHG
emissions mitigation will vary over time and acrpsdicy regimes.

IGSM and MiniCAM are simulation models and do notlegenously solve for optimal
allocations over time and by type of gas. Howetregir choice of price path over time
takes account of insights from economic principlet lead to a pattern similar to that
computed by MERGE. The pattern was anticipateBdxgk and Wan (1996) using a
simple optimizing model with a carbon cycle andHntelling (1931) in a simpler
context.

The MiniCAM team set the rate of increase in thegyof carbon equal to the rate of
interest plus the average rate of removal of caftmm the atmosphere by natural
systems. This approach follows Peck and Wan (1888 )yields a resulting carbon price
path qualitatively similar to that obtained by MiERGE team. This carbon price path
insures that the present discounted marginal ddsivong one tonne of carbon less in the
atmosphere during one period in the future is éxd#lce same regardless of whether the
removal takes place today or one period later. Wharginal costs are equal over time,
there is no way that total costs can be reducendiing emissions mitigation either
earlier or later.

As with MERGE, the exponential increase in the@o€ CQ continues until such time

as radiative forcing is stabilized. Thereafter phiee is set by the carbon cycle. That s,
once radiative forcing has risen to its stabilizatievel, additional C&®can only enter the
atmosphere to the extent that natural processesvieit) otherwise C@radiative forcing
would be increasing. This is relevant in the Lelvstabilization scenario and, to a lesser
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extent, in the Level 2 stabilization scenario. Hwer, it is not present in the Level 3 or
Level 4 scenarios because stabilization is nothe@aintil after the end of the twenty-
first century.

The IGSM uses an iterative process in which a cafize is set rising at an annual
discount rate of 4% and the resulting 8@ncentration and total radiative forcing over
the century are estimated. The initial carboneoiscthen adjusted to achieve the required
concentrations and forcing. Thus, the rate ofdase in the CQprice paths is identical
for all stabilization scenarios, but the initialwa of carbon is different. The lower the
concentration of C@allowed, the higher the initial price. The indigpehind this
approach is that an entity faced with a carbon tcamt and a decision to abate now or
later would compare the expected return on thaeatent investment with the rate of
return elsewhere in the economy. If the carbocepwere rising more rapidly than the
rate of return, abatement investments would yidiigaer return than those elsewhere in
the economy, so that the entity would thus investenin abatement now (and possibly
bank emissions permits to use them later). Bys#iee logic, an increase in the carbon
price lower than the rate of return would lead teaision to postpone abatement. It
would lead to a tighter carbon constraint and &adigarbon price in the future. Thus,
this approach is intended to be consistent witragket solution that would allocate
reductions through time.

4.2.5. Non-CO, Emissions Mitigation

Like CQO,, the contribution of non-C{greenhouse gases to radiative forcing depends on
their concentrations. However, these gases asedated in the atmosphere over time

so that the relationship between emissions anderdrations is different from that for

CO,, as are the sources of emissions and opportufatiebatement. Each of the three
modeling teams used its own approach to model togitrol. As noted above, the
MERGE modeling team employed an inter-temporalrogition approach. The price of
each GHG was determined so as to minimize the lsoasd of limiting radiative forcing

to each level. Thus, the price of each gas wastaahacross regions at any point in

time, but varied over time so as to minimize theiaacost of achieving each level.

The MiniCAM team tied non-COGHG prices to the price of G@sing the GWPs of the
gases. This procedure has been adopted by parties Kyoto Protocol and applied in
the definition of the U.S. emissions intensity golbSM used the same approach as
MiniCAM to determine the prices for HFCs, PFCs, &k, pegging the prices to that of
CO, using GWP coefficients. For Glnd NO, however, independent emission
stabilization levels were set for each gas in G8M because GWPs poorly represent the
full effects of CH and emissions trading at GWP rates leads to prabie defining

what stabilization means when ¢bind NO are involved (Sarofim et al. 2005). The
relatively near-term stabilization for Glpecified in the IGSM analysis implies that
near-term reductions in climate change result onemic benefit. This approach is
consistent with a view that there are risks assediaith lesser amounts of radiative
forcing. This is quite different than the MERGEpapach, where any value of abatement
derives only from the extent to which it contritaite avoiding the long-term
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stabilization level. In that approach, early abetat of short-lived species like GHave
very little consequence for a target that will betreached for many decades, and the
optimized result places little value on abatingrstiged species until the target is
approached. Without a full analysis of the ecorefiiects of climate change that
occurs along these different stabilization pathesé two approaches provide some
bounds on possible reasonable paths for nop-@I@G stabilization, with the MiniCAM
result representing an intermediate approach.

4.3. Stabilization Implications for Radiative Forcing, Greenhouse Gas
Concentrations, and Emissions

Despite significantly different levels of radiatifigecing in their reference
scenarios the modeling teams reported very sintéegls of radiative forcing
relative to pre-industrial levels for the year 21i@0all four stabilization
scenarios. Nevertheless, the teams produced izt@iioin scenarios with different
combinations of GHG concentrations. Differencegaar 2100 CQ
concentrations could be as much as 75 ppmv, and240 fossil fueCO,
emissions could vary by up to 8 GtC/year. Of n@tegsnodels that had high
CO, concentrations for a given stabilization level Hadier concentrations and
emissions of non-CQYreenhouse gases. These differences in stailizedsults
highlight the fact that there are many differentipaays to stabilizing radiative
forcing..

As a result of the economic assumptions imposédarsolutions, all of the modeling
teams produced results in which the reduction irsgimns below reference levels was
much smaller in the period between 2000 and 20&0 bietween 2050 and 2100. All of
the stabilization scenarios were characterized pgak and decline in global GO
emissions in the twenty-first century.

4.3.1. Implications for Radiative Forcing

Given that all were constrained by the same atmargptargets, the modeling teams
reported very similar levels of radiative forcirgjative to pre-industrial levels for the
year 2100 although the time-scale for stabilizagapeeds the 2100 horizon of the
analysis. Table 4.2 shows the long-term targedllamad the level of radiative forcing
reported by each of the three modeling teams ity¢lae 2100. All the teams
successfully constrained radiative forcing notxoeed target levels. A minor exception
is that for Level 1 for which the IGSM team’s apyiroation reports a slightly higher
radiative forcing level than the long-term targ&he implication of this slightly higher
radiative forcing is that the IGSM Level 1 scendras less non-emitting technology and
lower economic costs than would be the case ittmstraint were met precisely. In
general, the differences between the long-ternetaagd the modeled radiative forcing
levels are smaller for Levels 1 and 2 than for Il&Beand 4 because the latter allow a
greater accumulation of GHGs in the atmosphere dloalcevels 1 and 2. For Levels 3
and 4 each modeling team required radiative fortinge below the long-term limits in
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2100 to allow for subsequent emissions to fall gedig toward levels required for
stabilization.

Table 4.2. Radiative Forcing in the Year 2100 axi®senarios

The radiative forcing stabilization paths for theese models are shown in Figure 4.1.
Even though they reflect different criteria usedllocate abatement over time, the paths
are very similar. The radiative forcing path isrdpnated by forcing associated with €O
concentrations, which in turn are driven by cumuégtnot annual, emissions. Thus,
even fairly different time-profiles of CQemissions can yield relatively little difference i
concentrations and radiative forcing.

Figure 4.1. Total Radiative Forcing by Year across Scenarios

Although their totals are similar, the GHG compiasitof radiative forcing is different
among the three modeling teams. Figure 4.2 phetvteakdown among gases in 2100
for the reference scenario along with all four Bizdition levels. Forcing is dominated

by CQ;, for all modeling teams at all target levels, thdre are variations among models.
For example, the MiniCAM scenario has larger cdmiions from CQand lower
contributions from Chklthan the other modeling teams. Conversely, th&RME

scenarios have higher contributions from&Hrd lower contributions from C@elative

to the other modeling teams. In the case of ttierlahe tighter the target, the greater the
reduction in CH. This is because the price of Ci¢lative to CQ increases with the
proximity to the goal.

Figure 4.2.  Total Radiative Forcing by Gas in 2h0fbss Scenarios
4.3.2. Implications for Greenhouse Gas Concentrations

The relative GHG composition of radiative forcing@ss models in any scenario reflects
differences in concentrations of the GHGs. Thosststent with the higher GQole in
Figure 4.1andFigure 4.2, the C&oncentrations projected by MiniCAM are
systematically higher than for the other modeliegns, as plotted iRigure 4.3, and its
methane and YD concentrations are systematically lower in Figure(see also Figure
4.21). Differences in the gas concentrations antbaghree models reflect differences
in the way the models make tradeoffs among ga#ésieshces in assumed mitigation
opportunities for non-CEGHGs compared to GO MiniCAM assumes that methane
abatement technologies are available that lealdateenent even when the value of
emissions is zero, thus leading to a lower metlegmnissions trajectory than either
MERGE or IGSM. Further methane emissions mitigaiginduced in MiniCAM as the
price on methane emissions rises.

Figure 4.3. CQ@Concentrations across Scenarios

Figure 4.4.  CHConcentrations across Scenarios
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Tradeoffs among GHG emissions mitigation opportasitead to differences in year
2100 CQ concentrations associated with the four targeti$e(gze Table 4.3). All three
models yield C@concentrations that are close to the referenagevak the Level 4
scenario. While the MiniCAM value slightly excedtie reference C{xoncentration in
2100, the C@concentration is falling, as can be seen in FiguBe

Table 4.3. C@Concentrations in the Year 2100 across Scenarios

Approximate stabilization of C{concentrations for Levels 1 and 2 occur by 210Gifo
three models, but for Levels 3 and 4 concentratayasstill increasing although at a
slowing rate. An important implication of the tipaths is that substantial emissions
reductions would be required after 2100. Sometantlein the next century, all the
stabilization paths would require emissions levearly as low as that for Level 1.
Higher stabilization targets do not change the neatfi long-term changes in emissions
required in the global economy; they only delay whiee abatement must be achieved.

Natural removal processes are uncertain, and ttusrtainty is reflected in differences in
results from three modeling teams, as shown inrEigub. The IGSM model projects
that the rate of uptake will reach a limit at vergh concentrations under the reference
scenario (Figure 3.20), and all models show oceaake to be reduced at the more
stringent stabilization levels because the ratgptdike is strongly influenced by the €0
concentration in the atmosphere. The IGSM uptakgsgematically smaller than shown
in the MERGE and MiniCAM models. As a consequetioe,|IGSM control scenarios
must achieve lower anthropogenic emissions fomaparable C@Qconcentration. All
three ocean-uptake regimes are within the pres@gierof carbon-cycle uncertainty,
which points up the importance of improved underditag of carbon-cycle processes for
future stabilization investigations.

Figure 4.5.  Ocean CQUptake across Scenarios
4.3.3. Implications for Greenhouse Gas Emissions
4.3.3.1. Implications for Global CO, Emissions

For the Level 1 target, global G@missions begin declining nearly immediately in al
three modeling efforts (see Figure 4.6). The qair#tis so tight that there is relatively
little latitude for variation. Only in the secohdlf of the century do some modest
differences emerge among the scenarios.

Figure 4.6.  Fossil Fuel and Industrial €Emissions across Scenarios

All three modeling teams show continued emissiansvth throughout the first half of
the twenty-first century for Level 4, the looseshstraint. Near-term variation in
emissions largely reflects differences in the rfiee scenarios. Importantly, global
emissions peak before the end of the twenty-festury and begin a long-term decline
for all three groups.

June 26, 2006 4-8



O©CoOoO~NOOUID WNBE

CCSP Product 2.1, Part A Draft for Public Comment

The scenarios of all three teams exhibit more eomsseduction in the second half of
the twenty-first century than in the first half, rasted earlier, so the mitigation challenge
grows with time. The precise timing and degredeyarture from the reference scenario
depend on many aspects of the scenarios and omealdi’s representation of Earth
system properties, including the radiative fordingt, the carbon cycle, atmospheric
chemistry, the character of technology options dwee, the reference scenario £O
emissions path, the non-climate policy environmtrd,rate of discount, and the climate
policy environment. For Level 4, more than 85%wfissions mitigation occurs in the
second half of the twenty-first century in the so@ws developed here. For Level 1,
where the limit is the tightest and near-term naitiign most urgent, more than 75% of the
emissions mitigation occurs in the second halhefdentury.

All three of the modeling teams constructed refeeescenarios in which Non-Annex 1
emissions were a larger fraction of the globalltotaéhe future than at present (see
Figure 3.16). Because the stabilization scenaiedased on the assumption that all
regions of the world face the same price of GHGssmans and have access to the same
general set of technologies for mitigation, theulésg distribution of emissions
mitigation between Annex | and Non-Annex | regigieserally reflects the distribution
of reference scenario emissions among them. Senwddiative forcing is restricted to
Level |, all three models find that more than tdlthe emissions mitigation occurs in
Non-Annex | regions by 2050 because more thandfiakference-case emissions occur
in Non-Annex | regions. Note that abatement ocesefsarately from, and mostly
independent of, the distribution of the economicdien of reduction, if the global policy
is specified so that a common carbon price occuadliregions at any one time.

4.3.3.2. Implications for Non-CO;, Greenhouse Gas Emissions

The stabilization properties of the non-£§eenhouse gases differ due to their lifetimes
(as determined by chemical reactions in the atmargphabatement technologies, and
natural sources. Methane has a relatively shettrhe, and anthropogenic sources are a
big part of methane emissions. If anthropogenitssions are kept constant, an
approximate equilibrium between oxidation and emisswill be established relatively
quickly and concentrations will stabilize. The samtrue for the relatively short-lived
HFCs.

Emissions under stabilization are systematicallyelothe more stringent the target, as
can be seen in Figure 4.7. The MiniCAM modelirgnte with its relatively lower
reference scenario, has the lowesty@hhissions in stabilization scenarios. The assumed
policy environment for Chicontrol is also important. Despite the fact titat IGSM
modeling team has higher reference,@rhissions than MERGE, the latter group’s
scenarios have the higher emissions under stdimiizaThe reason is that the MERGE
inter-temporal optimization leads to a low relatprece for CH emissions in the near-
term, which grows rapidly relative to GQvhereas IGSM controls GHmissions

through quantitative limits.
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Figure 4.7.  CHEmissions across Scenarios

The very long-lived gases are nearly indestructiid, thus, for stabilization their
emissions must be very near zero. Assessmentstéraent possibilities, as represented
in these models, show that it is possible, at nreasie cost, for this to be achieved, as
seen in the 2100 results in Figure 4.2. Whiledha® useful substances, their emissions
are not as difficult to abate as those from fomsédrgy.

N>O is more problematic. A major anthropogenic seusdrom use of fertilizer for
agricultural crops—an essential use. Moreovenatsrral sources are important, and they
are augmented by terrestrial changes associatectivitate change. It is fortunate that
N2O is not a major contributor to radiative forcingchuse the technologies and
strategies needed to achieve its stabilizatiomat@bvious at this time. Nevertheless,
differences in the control of /O are observed across models, as revealed in Fg8ire

Figure 4.8.  NO Emissions across Scenarios
4.4. Implications for Energy Use, Industry, and Technolgy

Stabilization of radiative forcing at the levelsaexined in this study will require
substantial changes in the global energy systeahjding some combination of
improvements in energy efficiency, the substitubiolow-emission or non-
emitting energy supplies for fossil fuels, the oaptand storage of COand
reductions in end-use energy consumption.

44.1. Changes in Global Energy Use

The degree and timing of change in the global gnsygtem depends on the level at
which radiative forcing is stabilized. Figure 4eports the reference scenario from
Chapter 3 and then adds a plot of the net chamgige ivarious primary energy
sources for each stabilization level. While défleces in the reference scenarios
developed by each of the three modeling teamsolelifferent patterns of response,
some important similarities emerged. The lowerrdhative forcing limit, the larger
the change in the global energy system relatitkeéaeference scenario; moreover,
the scale of this change is larger, the furthey the future the scenario looks. Also,
significant fossil fuel use continues in all fotalsilization scenarios. This pattern
can be seen in Figure 4,Mhich shows the same case as Figure 4.9 butnrstef
total energy consumption.

Figure 4.9.  Change in Global Primary Energy by Rwebss Scenarios,
Stabilization Scenarios Relative to Reference Stema

Figure 4.10. Global Primary Energy by Fuel acrossn@rios

Although atmospheric stabilization would take awaych of the growth potential of coal
over the century, all three models project coafjagda expand under stabilization Levels
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2, 3, and 4. However, under the most stringegetaiLevel 1, the global coal industry
declines in the first half of the century beforeaeering by 2100 to levels of production
somewhat larger than today.

Oil and natural gas also continue as contributtstial energy over the century although
at the tighter limits on radiative forcing, theygrogressively squeezed out of the mix.
One reason that fossil fuels continue to be utllidespite constraints on GHG emissions
is that CCS technologies are available. Figur@ 4Hows that as the carbon values rise,
CCS technology takes on an increasing market staeetion 4.4.2 addresses this
pattern, as well as the contribution of non-bionrasgwable energy forms in greater
detail.

Changes in the global energy system in responesertstraints on radiative forcing
reflect an interplay between technology options redassumptions that shaped the
reference scenarios. For example, the MERGE merassumes a relatively limited
ability to access unconventional oil and gas resssiand the evolution of a system that
increasingly employs coal as a feedstock for tlegpction of liquids, gases, and
electricity. Because there is little oil and gagshe system, fossil G&missions come
predominantly from coal. Against this backgrouaaonstraint on radiative forcing
results in reductions in coal use and end-use grengsumption. As the price of carbon
rises, nuclear and non-biomass renewable energyfand CCS augment the response.

The IGSM reference scenario assumes greater aNigylalh unconventional oil and gas
than in the MERGE scenarios. Thus, the stabibrasicenarios involve less reduction in
coal use but a larger decline in oil and gas thahe MERGE scenarios. To produce
liquid fuels for the transportation sector, the NE810del responds to a constraint on
radiative forcing by growing biomass energy cropthkearlier and more extensively than
in the reference scenario. Also, the IGSM modejqmts larger reductions in energy
demand than either of the other two models. Thei®AM model produces the smallest
reductions in energy consumption of any of the nindegroups. The imposition of
constraints on radiative forcing leads to reduciomoil, gas, and coal, as do the other
models, but also involves considerable expansiaruofear and renewable supplies. The
largest supply response is in commercial bio-derfuels. Commercial bio-derived

fuels are largely limited to traditional and biosterecycling in the reference scenario,
leaving a level of bio-derived energy in the yed0Q@ similar to those of the other two
modeling teams. As the price on £@es, bio-energy becomes increasingly attractive.
As will be discussed in Section 4.5, the expansiathe commercial biomass industry to
produce hundreds of EJ of energy per year haséatmins for crop prices, land-use,
land-use emissions, and unmanaged ecosystemséhaft @ncern.

The relative role of nuclear differs in each of theee analyses. The MERGE reference
scenario deploys the largest amount of nuclear paveatributing 231 EJ/y of primary
energy in the year 2100. In the Level 1 stabiicmascenario, deployment expands to
306 EJ/y of primary energy in 2100. Nuclear poimethe MiniCAM reference scenario
produces 129 EJ/y in the year 2100, which in theelL& stabilization scenario expands
to more than 234 EJ/y of primary energy in the \&40. The IGSM scenarios show
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little change in nuclear power generation amongsthbilization scenarios or compared
with the reference, reflecting the assumption thetiear levels reflected policy decisions
regarding nuclear siting, safety, and proliferatioat are unaffected by climate policy.
None of the scenarios report a detailed technobbgyacterization, implications for
uranium and thorium resources, or information graoeessing and disposal that would
accompany continued expansion of the nuclear ingustowever, some models, such as
MiniCAM, include explicit descriptions of the nuelefuel cycle.

Reductions in total energy demand play an imporntaletin all of the stabilization
scenarios. Inthe IGSM stabilization scenarios, ihthe largest single change in the
global energy system. While not as dramatic deercase of the IGSM stabilization
scenarios, MERGE and MiniCAM stabilization scensr@bso exhibit changes in energy
demand under stabilization. As will be discusse8euwtion 4.6, the difference in the
change in energy use among the models in resporssaliilization policies reflects
differences in the resulting carbon prices whiah substantially higher for the IGSM. In
all three models, carbon price differences arecédld in the user prices of energy.
Carbon prices, in turn, reflect technological asgtioms about both supply of alternative
energy and the responsiveness of users to chapgoes.

4.4.2. Changes in Global Electric Power Generation

The three models project substantial changes otrality-generation technologies as a
result of stabilization but relatively little cham@n electricity demand. Electricity price
increases as a result of climate policy are smedlative to those for direct fuel use
because the fuel input, while important, is onlyt j@h the cost of electricity supply to the
consumer. Also, the long-term cost of transitignio low and non-carbon-emitting
sources in electricity production is relatively di@mathan in the remaining sectors taken
as an average.

There are substantial differences in the scaldatfay power generation across the three
reference scenarios, as shown in ChaptardBrepeated at the top of Figure 4.11. Power
generation increases from about 50 EJ/y in the 38@0 to between 229 EJ/y (IGSM) to
458 EJly (MiniCAM) by 2100. In all three referers@enarios, electricity becomes an
increasingly important component of the global ggesystem, fueled by growing
guantities of fossil fuels. Despite differencesha relative contribution of different fuel
modes across the three reference scenarios, éstal fuel use rises from about 30 EJ/y
in 2000 to between 170 EJ/y and 270 EJ/y in 2IMtus, the larger difference in total
power generation reflects large differences indégloyment of non-fossil energy forms:
biofuels, nuclear power, fuel cells, and other resiges such as wind, geothermal, and
solar power.

Figure 4.11. Global Electricity Generation by Faetoss Scenarios

Figure 4.12. Changes in Global Electricity by Faeloss Stabilization
Scenarios , Relative to Reference Scenarios
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The imposition of radiative forcing limits dramatity changes the electricity sector. The
IGSM model responds to the stabilization scenayiogducing the use of coal and oll
relative to the reference scenario, expanding époyment of gas and coal with CCS,
and reducing demand. However, at low carbon predsstitution of natural gas for coal
occurs in the IGSM scenarios. MERGE reduces theotisoal in power generation,
while expanding the use of non-biomass renewabldsaal with CCS. The MiniCAM
model reduces the use of coal without CCS, andredgdeployment of oil, gas, and coal
with CCS technology. In addition, nuclear and fommass renewable energy
technologies capture a larger share of the marvkethe less-stringent levels of
stabilization, i.e., Levels 3 and 4, additionalfbels are deployed in power generation,
and total power generation declines. At the manegent stabilization levels,
commercial bio-fuels are diverted to the transpgmmesector, and use actually declines
relative to the reference.

All modeling groups assumed that £€€vuld be captured and stored in secure
repositories, and in all cases CCS becomes a ta@e-activity. Annual capture
guantities are shown in Table 4.4. It is always ohthe largest single changes in the
power-generation system in response to stabilizatioadiative forcing, as can be seen
in Figure 4.12. As with mitigation in general, C&tarts relatively modestly in all the
scenarios, but grows to large levels. The totaiasfe over the century is recorded in
Table 4.5spanning a range from 27 GtC to 92 GtC for Levahd 160 GtC to 328 GtC
for Level 1. The modeling groups made no atterpeport either location of storage
sites for CQ or the nature of the storage reservoirs, but teesrarios are within the
range of the estimates of global geologic resemvapacity.

Table 4.4. Global Annual CCCapture and Storage in 2030, 2050, and 2100
for Four Stabilization Levels

Table 4.5. Global Cumulative G@apture and Storage in 2050 and 2100 for
Four Stabilization Levels

Deployment rates in the models depend on a vaoietircumstances, including capture
cost, new plant construction versus retrofittingdwisting plants, the scale of power
generation, the price of fuel inputs, the costafpeting technologies, and the level of
the CQ price. ltis clear that the constraints on radetorcing considered in these
scenarios are sufficiently stringent that, if C&%wailable at a cost and performance
similar to that considered in these scenariospitld be a crucial component of future
power generation.

Yet capture technology is hardly ordinary. Geotogjorage is largely confined to
experimental sites or enhanced oil and gas recovEngre are as yet no clearly defined
institutions or accounting systems to reward sechriology in emissions control
agreements, and long-term liability for stored ®1@s not been determined. All of these
issues and more must be resolved before CCS cepldylon the scale envisioned in
these stabilization scenarios. If CCS were unatéel the effect on cost would be
adverse. These scenarios tend to favor CCS butethdéncy could easily change with
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different assumptions about nuclear power thateslewithin the range of uncertainty
about future costs. Nuclear power carries withsties of long term storage or disposal
of nuclear materials and proliferation concernfug, either are viable options but both
involve regulatory and public acceptance issuelsseit CCS and nuclear fission, these
models would need to deploy other emissions abateapgtions that would potentially
be more costly, or would need to envision largakiteroughs in the cost, performance,
and reliability of other technologies. This stuths not attempted to quantify the
increase in costs or the reorganization of thegngystem in stabilization scenarios
without CCS. This sensitivity is an important itémthe agenda of future research.

CCS is not the only technology that is advantagestabilization scenarios. Renewable
energy technologies clearly benefit, and their dgplent expands in both the MERGE
and MiniCAM scenarios. Nuclear power also obtam®st advantage in stabilization
scenarios and experiences increased deploymetityparly in the MiniCAM

stabilization scenarios. The fact that no cleam&r emerges from among the suite of
non-fossil power-generating technologies reflelesdifferences among the modeling
teams regarding expectations for future technofmgyormance, market and non-market
factors affecting deployment, and the ultimate sgvef future emissions mitigation
regimes.

4.4.3. Changes in Energy Patterns in the United States

Changes for the U.S. are similar to those obseimetthe world in general. This pattern
reflects the facts that the mitigation policy igplemented globally, there are
international markets in fuels, each model makestrazhnologies globally available
over time, and the U.S. is roughly a quarter ofvtloeld total.

Energy-system changes are modest for stabilizagwel 4, as shown in Figure 4.13, but
even with this loose constraint, significant changegin upon implementation of the
stabilization policy (the first period shown is 2)2n the IGSM. At more stringent
stabilization levels, the changes are more subatatd begin with initiation of the
policy in all three models. With Level 1 stabilizen, the U.S. energy system net
changes range from 11 to almost 26 EJ per yedd20.2 These changes are net
reductions and do not reflect other changes irctimeposition of the energy system.

Figure 4.13. Change in U.S. Primary Energy by Febss Stabilization
Scenarios, Relative to Reference Scenarios

Near-term changes in the U.S. energy system are ownplex than in the long term.
While oil consumption always declines at higheboartax rates for all the modeling
teams and all stabilization regimes, near-term ghain oil consumption can be
ambiguous at lower tax rates. There is no ambigegarding the effect on coal
consumption, which declines relative to the refeeescenario in all stabilization
scenarios for all models in all time periods. $amy, total energy consumption declines
along all scenarios. While nuclear power, comnatitmiomass, and other renewable
energy forms are advantaged, and at least onewof #iways deploys to a greater extent
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in stabilization scenarios than in the referen@nado, the particular form and timing of
expanded development varies from model to model.

The three models exhibit different responses rafigdifferences in underlying
reference scenarios and technology assumptions.lafgest change in the U.S. energy
system for the IGSM modeling team is always theicéidn in total energy consumption
augmented by an expansion in the use of commdicalass fuels and deployment of
CCS at higher carbon tax rates. Similarly, thgdat change in the MERGE model is the
reduction in total energy consumption augmenteddptoyment of CCS. Unlike the
IGSM stabilization scenarios, however, it augméinése changes with increased
deployment of nuclear power and renewable enenggdaather than commercial
biofuels. The MiniCAM model also exhibits reductsin total energy consumption and
increasingly deploys nuclear power, commercial l@ss) and other renewable energy
forms.

Figure 4.14. U.S. Primary Energy by Fuel acros1&ces

The adjustment of the U.S. electric sector to theowus stabilization levels shown in
Figure 4.15 is similar to the world totals in Figut.12.

Figure 4.15. Change in U.S. Electricity by Fuelossr Stabilization Scenarios,
Relative to Reference Scenarios

It is worth re-emphasizing that reductions in egezgnsumption are an important
component of response at all stabilization levelali scenarios reflecting a mix of three
responses:

» Substitution of technologies that produce the sanexgy service with lower
direct-plus-indirect carbon emissions,

» Changes in the composition of final goods and sesyishifting toward
consumption of goods and services with lower dipgs-indirect carbon
emissions, and

* Reductions in the consumption of energy services.

This report does not attempt to quantify the reeatontribution of each of these
responses. Each of the models has a differeintf $ethnology options, different
technology performance assumptions, and differardehstructures. Furthermore, no
well-defined protocol exists that can provide aquiei attribution among these three
general processes. We simply note that all threatawork.

4.5. Stabilization Implications for Agriculture, Land-Us e, and Terrestrial Carbon
The three modeling teams employ three differentagmhes to the production of

biofuels from land. Two of the modeling teams egga explicit agriculture-
land-use models to determine production of bioepergps. They found that
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stabilization scenarios lead to expanded deployréhtofuels relative to the
reference scenarios, with attendant implicationddnd use and land cover.

Similarly, all three modeling teams employ différapproaches to the treatment
of the terrestrial carbon cycle, ranging from a pis“neutral biosphere” model
to a state-of-the-art terrestrial carbon-cycle mbdi two of the models, a “CO
fertilization effect” plays a significant role. Astabilization levels become more
stringent, CQ concentrations decline and terrestrial carbon Wgaleclines, with
implications for emissions mitigation in the enesgygtor.

Despite the differences across the modeling tetneatments of the terrestrial
carbon cycle, aggregate behavior of the carboneydre similar, although this
similarity likely understates many of the deepecartainties of how terrestrial
systems will respond to environmental change and adicy incentives can be
designed to create incentives for abatement straseglated to land use and
land use change.

In stabilization regimes, the cost of fossil fuedes, providing an increasing motivation
for the production and transformation of bio-enem@gy shown in Figure 4.16. In the
IGSM modeling system, production begins earlier pratiuces a larger share of global
energy as the stabilization limit becomes moregant. Similarly, in the MiniCAM
scenarios, deployment begins earlier and produgiows larger the more stringent the
stabilization target. In the presence of lessigént stabilization limits, production of
bio-crops is lower in the MiniCAM scenarios than@SM. Production reaches higher
levels when stabilization limits are more stringentevels 1 and 2. These differences
between the models are not simply due to diffeteatments of agriculture and land use
but also reflect the full suite of technology arahlvior assumptions.

Although total land-areas allocated to bioenergpsrare not reported in these scenarios,
the extent of land area engaged in the producti@mergy becomes substantial. For
example, in the Level 1 stabilization scenarioghiergy corps are the largest activity
conducted on the land in the MiniCAM scenario. sTisipossible only if appropriate land
is available, which hinges on future productivitgieases for other crops and the
potential of bioenergy crops to be grown on lardd are less suited for food, pasture,
and forests. In the IGSM, demands on land fordgtsf cause land prices to increase
substantially as compared with the reference becatisompetition with other

agricultural demands.

Figure 4.16. Global and U.S. Commercial Biomassl®tton across Scenarios

Stabilization scenarios limit the rise in g&ncentrations and reduce the LLO
fertilization effect below that in the referencesario, which in turn leads to smaller
CO, uptake by the terrestrial biosphere. The effetanger and begins earlier the more
stringent the stabilization level. For examplgufe 4.17/hows that in the IGSM Level

4 scenario, the effect is largest in the post-20&@od and amounts to about 0.8 GtCly in
2100. The IGSM Level 1 scenario begins to deparkedly from the reference before
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2050, and the difference grows to approximatelyGO/y by 2100. The effect of the
diminished CQ fertilization effect is to require emissions métgpn in the energy-
economy system to be larger by the amount of tfierdnce between the reference
aggregate net terrestrial @0Optake and the uptake in the stabilization scenari

Figure 4.17. Net Terrestrial Carbon Flux to the Asphere across Scenarios

The MiniCAM model uses the terrestrial carbon-cyoledel of MAGICC as one
component to determine the aggregate net carbandlthe atmosphere. However,
unlike either the IGSM or the MERGE models, MiniCAlMtermines land-use change
emissions (e.g., deforestation) from an interadbietween the choice of land use and
associated carbon stocks and flows. Thus, econoconipetition among alternative
human activities, crops, pasture, managed forestsnergy crops, and unmanaged
ecosystems determine land use, which in turn (alatigits associated changes)
determines land-use change emissions. Thus, hptoas MiniCAM exhibit the same
types of CQ fertilization effects as IGSM, but also there significant interactions
between the agriculture sector and the unmanagesstieal carbon stocks in both the
reference and stabilization scenarios. MERGE raaistits neutral biosphere in the
stabilization scenarios.

One implication of the MiniCAM approach is that es$ a value is placed on terrestrial
carbon emissions as well as on fossil fuel emissistabilization scenarios can lead to
increased pressure to deforest. MiniCAM resul®red in Figuret.17assume that
both fossil fuel and terrestrial carbon are pric&thus, there is an economic incentive to
maintain and/or expand stocks of terrestrial cadmowell as an incentive to bring more
land under cultivation to grow bioenergy crops.riioa value exerts an important
counter-pressure to deforestation and other laed:shanges that generate increased
emissions.

To illustrate the importance of valuing terrestdatbon, especially in more stringent
stabilization scenarios, sensitivity cases wereusing MiniCAM in which no price was
applied to terrestrial carbon emissions. Thessigeity results showed dramatically
increased levels of land-use change emissions vemasstrial carbon was not valued.
The reason was that the value of carbon in theggrsrstem created an incentive to
expand bioenergy production. In turn, that expam$ed to increased demand for land
for biomass energy crops. But the resultant defation increased terrestrial @O
emissions, requiring even greater reductions isiféigsel CQ, emissions and even higher
prices on fossil fuel carbon. This increased thmand for bioenergy and led to even
more deforestation. Thus, without a value on &ria carbon, a vicious cycle can
emerge in which accelerated deforestation (whicuiecwhen terrestrial carbon is not
valued) leads to a higher emissions mitigation ireguent in the energy sector, which in
turn leads to higher carbon prices, and then timeneased demand for biomass fuels.
and thus, is a positive feedback to land-use changssions. The MiniCAM results
reported here assume a policy architecture thaepla value on terrestrial carbon,
avoiding the vicious cycle described above. Mosppsed policy architectures have not
envisioned such complete incentives for land usklamd use change (Reilly and
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Asadoorian, 2006). This sensitivity study illusésthe potential importance of this
aspect of effective policy design related to lasd.u

Despite the significant differences in the treattradrierrestrial systems in the three
models, it is interesting to recall from Figure@tBat the overall behavior of the three
carbon-cycle models is similar.

4.6. Economic Consequences of Stabilization

The price paths for C£and the other GHGs that are needed to achieve the
stabilization targets are of similar patterns acsdbe three models. However there
are substantial differences in the estimate ofntlagnitude of the effort needed.
Many factors contribute to the differences, butltrgest factors are differences
among reference scenarios (which determine theafitee needed reductions) and
variation in assumptions about technology develagmthat may be achieved by the
latter half of the century. For the most stringéetel 1, for example, carbon prices
in 2050 range from $500 to $1200 per ton, and i@@dange from $550 to several
thousand dollars, with the IGSM results producing higher end costs in all
scenarios.

The penalties on C{emissions have an influence on the producer poéésssil

fuels. For oil and coal the main effect is a falthe producer price, with the oil

price most affected. Effects on natural gas premesinfluenced as well, particularly
in the EPPA scenarios, where with less stringergdts gas prices increase due to
substitution toward gas. Electricity prices gerbrancrease because they reflect the
carbon allowance price but the increase is modetdtecause of the possibilities
substituting non-carbon, and lower carbon emittingls, and the fact that fuel cost
(inclusive of carbon price) is only one componetast. These effects are, of
course, on the producer price; the consumer prfoesll fuels (inclusive of the
carbon price) are higher under the stabilizatiorsarios.

The models estimated macroeconomic cost of thdizéion, measured as change
in Global World Product (GWP), mirror the results fcarbon prices, rising over
time and with the stringency of the constraintwith substantial differences among
the models with the ISGM producing considerabhhargcosts than the other models.
For example, the estimated reduction in GWP fobiitaation at Level 1 at mid-
century is about 1% for MiniCAM and MERGE to appnaately 5% for EPPA, a
difference mainly arising from the higher EPPA refece emissions. In 2100 on the
other hand the range is from 16% for EPPA to betwE® and 2% for the other two
models. This difference is principally a functmfrdivergent assumptions about
technology development, and the range is an ingigadf the limits to our knowledge
of technology advance a half-century and more ihéofuture.
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46.1. Variation in Carbon Prices across Models

All three modeling teams show that Level 1 requimesh higher carbon prices than the
other three stabilization levels, as can be seéiguare 4.18. All implemented prices or
constraints that provided economic incentives @@lemissions, and the instruments
used can be interpreted as the carbon value thatiibe consistent with either a
universal cap-and-trade system or a harmonizedna#x.

Figure 4.18. Carbon Prices across Stabilizatiom&uoes

The similarity of the price paths, rising over tinneflects the similarity of an economic
approach employed by the three modeling teamsysked in Section 4.2. The carbon
cycle requires all stabilization paths eventuallygach an emissions peak and thereafter
to reduce emissions to ever lower levels — a pattet tends to generate a rising carbon
price over time. Stabilization Levels 2, 3, and dwd eventually require emissions levels
in the post- 2100 period to fall to levels as lowawer than Level 1 stabilization

scenario emissions in 2100. Thus, stabilizatiooasicentrations at these higher levels
merely displaces the emissions limitation taskriret

The IGSM shows the highest marginal costs in alt &iabilization scenarios. Yet the
marginal abatement curves of the IGSM, MERGE, ami®AM models are very
similar for the 2050 period when plotted in ternipercentage reduction from reference,
seen in Figure 4.19. The models’ behaviors divardbe post-2050 period, reflecting
differences in long-term technology expectation®agihe three reference scenarios,
and this has repercussions for earlier periodse afiproximated forward-looking
behavior created by the carbon price path meansht@dGSM results anticipate less
significant technological breakthroughs and ovegratie incentives for abatement must
be higher throughout the century to achieve targghictions. With relatively low cost
abatement options after 2050, the MiniCAM carbangs are lower throughout the
century. The MERGE results are based on an ekficvard-looking response,
featuring technology assumptions more similar taiRIAM and showing similar lower
carbon prices throughout the century than in theNIG

Figure 4.19. Relationship between Carbon PriceRerdentage Abatement in
2050 and 2100

The reference scenario also plays an importaat vath the IGSM producing higher
CO, emissions in the middle of the century than theeotnodels, contributing to
cumulative CQ emissions that must be abated at some point {exaehktabilization
targets. The results also depend on other scecam@onents, such as interactions with
land-use emissions and non-£GHGs. Recall that the MiniCAM model has higher,CO
emissions and higher G@oncentrations in the stabilization scenarios thamother
models as a direct consequence of its estimatadoe substantial opportunities for
emissions mitigation opportunities in the non-G&HGs, in particular for Cll thus
leaving room under the forcing caps for a largetigbution from CQ.
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With a somewhat larger mitigation burden in the dedof the century, the IGSM
scenarios require larger percentage cuts in €flssions in 2050, thus moving IGSM
further up the mitigation supply schedule thandtieer two models. By 2100, the
marginal abatement curves show the IGSM abatirggrees/hat lower percentage but
generating much higher carbon prices. Thus, tsyghint the different technological
assumptions of the models dominate.

Prior to 2050, absolute differences in carbon praeross the scenarios are smaller than
in 2100 (see Table 4.6while relative differences are far larger. Ofeydhe carbon

price levels out in the most stringent case at $4@in MERGE. This result is a
function of an assumption in MERGE that at thi€@riactors in the economy can
purchase emissions rights in lieu of reducing teatissions further. This assumption
limits the level of emissions reduction in MERGEMat which is economically efficient
at $1000/tC. Note that MERGE still reaches thedldvradiative forcing target even
with this assumption.

Table 4.6. Carbon Prices in 2020, 2030, 2050, dfd 2Stabilization
Scenarios

46.2. Stabilization and Non-CO, Greenhouse Gases

Each of the three models employs a different agtroa the non-CQGHGs. After

CO,, CH, is the next largest component of reference scemadiative forcing. The three
models project different reference scenario emiss(&igure 3.18). The IGSM reference
scenario starts in the year 2000 at about 350 Ma@dyrises to more than 700 MtCly
(Figure 4.7), while the MERGE and MiniCAM modelgjioein the year 2000 with 300
MtCly in the year 2000. These are anthropogenihame emissions and the differences
reflect existing uncertainties in how much of tatethane emissions are from
anthropogenic and natural sources. MERGE €iissions grow to almost 600 MtCl/y in
the reference scenario. Like the MERGE referetieMiniCAM scenario begins with
emissions in the year 2000 at approximately 300/ytBut the MiniCAM reference
scenario is characterized by a peak in,@hhission at less than 400 MtCly, followed by
a decline to about 250 MtCly.

Each of the groups took a different approach trggthe price of Cil The MiniCAM
scenarios employ GWP coefficients, so the pric€ldf is simply the price of CO
multiplied by the GWP — a constant as seen in Eigu20.

Figure 4.20. Relative Prices of GHnd NO to Carbon across Stabilization
Scenarios

In contrast, the MERGE model determines the redgpirice of CH to carbon in the
inter-temporal optimization. The ratio of Gkb carbon prices begins very low although
it is higher the more stringent the stabilizatiaaly The relative price then rises at a
constant exponential rate of 9% per year in theeL2y 3, and 4 stabilization scenarios.
The Level 1 stabilization regime begins from a leigimitial price of CH and grows at
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8% per year until is approaches a ratio of betwgand 10 to 1, where it remains
relatively constant. These results are the prodiiah inter-temporal optimization for
which a constraint in the terminal value of radiatforcing is the only goal. Manne and
Richels (2001) have shown that different pattenespassible if other formulations of the
policy goal, such as limiting the rate of changeasfiative forcing, are taken into
account.

IGSM employs a third approach. Methane emissioadimited to a maximum value in
each stabilization scenario: Level 4 at 425 Mt@hgyel 3 at 385 MtCly; Level 2 at 350
MtCly; and Level 1 at 305 MtC/y. As a consequetice ratio of the price of CHo
carbon initially grows from one-tenth to a maximofrbetween 3 and 14 between the
years 2050 and 2080 and then declines thereafsgpréviously discussed, this reflects
an implicit assumption that places higher valueear term reductions in climate
change, and a long run requirement of stabilizatian eventually each substance must
be (approximately) independently stabilized.

As with CH,, reference emissions ob® vary across the three modeling groups (see
Figure 3.17). The IGSM reference trajectory roygtdubles from approximately 11
MtCly to approximately 25 MtC/y. In contrast, tEERGE and MiniCAM reference
scenarios are roughly constant over time.

The MERGE model also sets the price gO\as part of the inter-temporal optimization
process, as shown in Figure 4.20. Note that tlagive price trajectory has a value that
begins at roughly the level of the GWP-based nadgpirice used in the MiniCAM
scenarios and then rises, roughly linearly withetinThe relative price approximately
doubles in the Level 4 stabilization scenario, ibiimost constant in the Level 1
stabilization scenario. Thus, in the Level 1 scenthe relative price path of the
MERGE scenario and the MiniCAM scenarios are vijuhe same.

In contrast, IGSM stabilization sets a path toexgetermined BD concentration for
each stabilization level, and the complexity of pinee paths in Figure 4.20 shows the
difficulty of stabilizing the atmospheric level tifis gas. Natural emissions of@ are
calculated, which vary with the climate consequsrafestabilization. The main
anthropogenic source, agriculture, has a complicakationship with the rest of the
economy through the competition for land use.

The approaches employed here do not necessarilydaae stabilization of the
concentrations of these gases before the end diviirgy-first century, as concentrations
are still rising slowly in some cases but belowtrget (see Figure 4.3 and Figure 4.21).
How the longer term stabilization target was apphea was independently developed by
each modeling team.

Figure 4.21. BO Concentrations across Scenarios
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4.6.3. Stabilization and Energy Markets

The carbon price drives a wedge between the proguime of fuels and the cost to the
user. Table 4.7 provides an approximation of tfiahe relationship.

Table 4.7. Relationship Between a $100/ton Carkepnand Energy Prices

One of the clearest results to emerge from thelizialon scenarios is their depressive
effect on the world price of oil (Figure 4.22). led¥ stabilization scenarios have a
relatively modest effect on the oil price but taffect is stronger with the more stringent
the level of stabilization. The three models giiféerent degrees of oil price reduction,
which in turn depends on many factors, including ltkee supply of oil is characterized,
the carbon price, and the availability of subséitiechnologies for providing
transportation liquids, such as biofuels or hydroge

Figure 4.22. World Qil Price, Reference and Stahilon Scenarios

Figure 4.23. United States Mine-mouth Coal PricefeRence and Stabilization
Scenarios

Figure 4.24. United States Natural Gas ProducerséPReference and
Stabilization Scenarios

Figure 4.25. United States Electricity Price, Refere and Stabilization
Scenarios

Coal prices are similarly depressed in stabilizaoenarios (see Figure 4.23). The
effect is mitigated by two features: the assumaelability of CCS technology, which
allows the continued large-scale use of coal ingrayeneration in the presence of a
positive price of carbon, and a coal supply schethat is highly elastic. That is,
demand for coal can exhibit large increases oredesas without much change in price.

The impact on the natural gas producer price isesomplex (see Figure 4.24). Natural
gas has roughly one-half the carbon-to-energy dtemal. Thus, emissions can be
reduced without loss of available energy simplyshigstituting natural gas for coal or oil.
As a consequence, two effects on the natural gaguper price work in opposite
directions. First, as the price of carbon risesural gas tends to be substituted for other
fuels, increasing its demand. But natural gastgubss, such as electricity, bioenergy, or
energy-efficiency technologies, will tend to digmat from markets, as happens for the
more carbon-intensive fuels. Thus, depending ersttength of these two effects, the
producer price of gas can either rise or fall.

The natural gas price is most affected in the IGSabilization scenarios, reflecting the
greater substitution of natural gas for coal in Mc&abilization Levels 2, 3, and 4,
particularly in the pre-2050 period. At Level alsilization, natural gas use is reduced
over the entire period. On balance, the naturalpgie is less affected by stabilization in
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the MERGE and MiniCAM models when the substitutzomd conservation effects are
roughly offsetting. The different impacts on tleakprice reflect the different
characterization of supply. MERGE models coal $upp a constant marginal cost
supply technology; with no resource rents or défgmresource grades, so the price is
equal to the marginal cost in any period regardbéske production level. The IGSM
and MiniCAM include a resource characterizatiomadl that is graded and/or includes
resource rents and thus reduced demand leads ¢o ppwes. Thus, while the models
agree that stabilization will tend to depress aitgs, they show different pictures of the
effect on natural gas and coal prices.

While the price the sellers receive for oil andldeads to be either stable or depressed,
that is not the full cost of using the fuel.. Brg/@ay the market price, plus the value of
the carbon associated with the fuel, which is theepof carbon times the fuel's carbon-
to-energy ratio. That additional carbon cost Wwélreflected in the fuel buyer’s fuel price
if the carbon taxes, or required permits in a cag-@ade system, are placed upstream
with fuel producers. On the other hand, the aduellprice impact they see may be
similar to the producer price impact if carbonagulated downstream where the fuel is
used. In this case, fuel users would be able yofteel relatively inexpensively but would
pay a separate large price for necessary carbogehassociated with emissions.

The effect on the price of electricity is anotheambiguous result (see Figure 4.25).
Because power generators are fossil fuel consurtinergyrice of electricity contains the
implicit price of carbon in the fuels used for geat®n. All of the scenarios exhibit
upward pressure on electricity prices, and the rstrregent the stabilization level, the
greater the upward pressure. The pressure isatatigoy the fact that there are many
options available to electricity producers to lowetissions. These options include, for
example, the substitution of natural gas for ctied,use of CCS, the expanded use of
nuclear power, the use of bioenergy, and the exgrhnde of wind, hydro, and other
renewable energy sources.

46.4. Total Cost of Stabilization

Estimating the macroeconomic cost of stabilizatsonot a simple task either
conceptually or computationally. From an econopgcspective, cost is the value of the
loss in welfare associated with undertaking theliregl policy measures — or
equivalently, the value of activities that sociefijl not be able to undertake as a
consequence of pursuing stabilization? While thecept is easy enough to articulate,
defining an unambiguous measure is problematic. cveot directly observe
consumers’ preference functions, only the conswnpdecisions they face for a given
set of prices. One aspect of the difficulty thisil presents is demonstrated by Arrow’s
Impossibility Theorem (Arrow 1950) which holds tlzasocial welfare function only
exists if preferences among individuals are idetiSince we do not directly observe
preferences it is not clear that a well-definedalogelfare function exists, and in its
absence any measure of “cost” is a more or leggfaabry compromise.
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Stabilization is further complicated by the needd¢gregate the welfare of individuals
who have not yet been born and who may or mayhaespresent preferences. Even if
these problems were not difficult enough, econoro@shardly be thought to currently
be at a maximum of potential welfare. Pre-existimayket distortions impose costs on
the economy, and climate measures may interactthwim so as to reduce or exacerbate
their effects — creating a situation in which tlegywconcept of cost is unclear. Any
measure of global cost also runs into the furtmeblem of international purchasing
power comparisons discussed in previous chaptarally; climate change is not the only
problem involving the public good, and measuresddress other public goods (like
urban air quality) can either increase or decrease In order to create a metric to
report that is consistent and comparable acrosthtke modeling platforms, all of these
issues would have to be addressed in some way.

Beyond conceptual measurement issues, any measluding GDP, depends
importantly on features of the scenario such ag#iseimed participation by countries of
the world, the terms of the emissions limitatiogimee, assumed efficiencies of markets,
and technology availability — the latter includiegergy technologies, non-GQas
technologies, and related activities in non-enegptors, e.g., crop productivity that
strongly influences the availability and cost obgucing commercial biomass energy. In
almost every instance, scenarios of the type eggdlbere employ more or less idealized
representations of economic structure, politicgislen and policy implementation, i.e.,
conditions that likely do not well reflect the reabrld. The required simplifications tend
to lead to the lowest mitigation cost estimatessesiant with the assumed technology
availabilities.

Finally, making an estimate of global economic d¢bat reflects welfare would require
explicit consideration of how the burden of redotivas shared among countries, and
the welfare consequences of income effects on peersus wealthier societies. Of
course, if society were to produce and deploy ncost-effective technology options
than those assumed here, these costs could be |@vethe other hand, if society does
not deliver the cost and performance for the teldgies assumed in these scenarios,
costs could be higher.

While all of the above considerations have not kedansively investigated in the
literature, the implications of less than ideal iempentation has been investigated and
these analyses show that it could increase the safistantially. Richels et al. (1996)
showed that for a simple policy regime, eliminatingernational “where” and “when”
flexibility, while assuming perfect “where” flexility within countries, could potentially
raise costs by an order of magnitude comparedotdiey that employed “where” and
“when” flexibility in all mitigation activities. Rchels and Edmonds (1995) showed that
stabilizing CQ emissions could be twice as expensive as stalgliZi concentrations
and leave society with higher G@oncentrations. Babiker et al. (2000) similatpwed
that limits on “where” flexibility within countriesan substantially increase costs —
although employing “where” flexibility also can irease costs in the context of tax
distortions (Babiker et al., 2003a,b; Babiker et2004; Paltsev, et al., 2005)
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With that prologue, Figure 4.26 reports the chamig@éross World Product during the
twenty-first century in the year in which they ocooeasured at market exchange rates.
This information is also displayed in Table 4.&heTuse of market exchange rates is a
convenient choice given the formulations of the sies@mployed here, but as discussed
above and in Chapter 3 the approach has limitstgeeBox in Chapter 3). While change
in Gross World Product is not the intellectuallysheatisfying measure it serves as a
common reference point.

Figure 4.26. Global GWP Impacts of Stabilizationogs Stabilization Levels

Table 4.8. Percentage Change in Gross World Prod&tabilization
Scenarios

Overall, the models yield similar patterns in tlostaresults. For example, as the degree
of stringency in the radiative forcing target tighs costs go up: costs of Level 1 GWP
reductions always exceed Level 2 and so forth theamore, GWP reductions rise non-
linearly as the degree of stringency increases.d¥ew for any degree of stringency
significant variation is observed across the modelsese differences in turn can be
traced to differences in model assumptions. Whilas not possible to undertake the
intensive model inter-comparisons that would beessary to fully unravel the sources of
these differences, some insights are possible.

Up to mid-century differences in the model resates mainly attributable mainly to their
different reference case emissions. The IGSM eefm scenario reaches 18 GtCly in
2050 compared with 12 GtC/y for MERGE and 14 GtlofyMiniCAM (Figure 4.6).

With its higher reference emissions the IGSM mumstartake more stringent mitigation
than in either the corresponding MERGE or MiniCA&&sarios. This influence is
particularly important for the more ambitious stalation Levels, 1 and 2. Returning to
Figure 4.19, note that the relationship betweerptiee of carbon and the percentage
abatement relative to the reference scenario i1 208ery similar between the three
modeling teams. Given this result, it is likelytfahe required mitigation was of the
same relative magnitude, then the GWP costs waallthdre similar as well. But, the
degree of emissions mitigation is not the samecasts rise non-linearly with the
required reduction. The IGSM with its higher refgce emissions must reduce by 75%
while MERGE mitigates only 70% and MiniCAM by 66%.

In the post-2050 period, the relationship betweaarssions mitigation and the price of
carbon, shown in Figure 4.19, is less similar axths three models. For the year 2100
the relationship between carbon prices and pergergmissions mitigation in MiniCAM
and MERGE has shifted to the right relative t{#%0 positions while the IGSM
mapping has shifted to the left. Yet, the degfeenaissions mitigation required by the
three modeling teams is more similar in 2100 thavas in 2050. In fact, in 2100 the
percentage rate of emissions mitigation requiretheyy\GSM Level 1 case is smaller
than the percentage rate of emissions mitigatiqoired by either the MiniCAM or
MERGE models.
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In the post-2050 period, therefore, assumptionsiaénailable technology and the rate of
technological change are the major causes foriffexzehce in outlook. This variation is
most important in end-use sectors, buildings, itrguend transport. In power generation
all three models have essentially decarbonizedéyear 2100 (Figure 4.11), but not in
the end-use sectors where fossil fuels remain itapar As a second factor causing the
difference, electricity also plays a more importané in the MERGE and MiniCAM
scenarios than in the IGSM stabilization scenaftsis, the relative ease that all three
models display in removing carbon from power geti@nas especially helpful to the
MERGE and MiniCAM stabilization scenarios as end-applications rely more heavily
on electricity to deliver energy services in thesmlels. The variation in estimated cost
serves to underscore the importance of the ratelaadcter of technological change
over long periods of time, and the fundamental taggy regarding technology
developments more than half a century into theréutu
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Table 4.1.Long-Term Radiative Forcing Limits by
Stabilization Level and Corresponding Approximata,C
Concentration Levels

Long-Term Radiative
Forcing Limit Approximate
Stabilization| (Wm™ relative to pre-| 2100 CQ Limit
Level industrial) (ppmv)
Level 4 6.7 750
Level 3 5.8 650
Level 2 4.7 550
Level 1 3.4 450

Table 4.2. Radiative Forcing in the Year 2100 acgss Scenarios

Radiative Forcing in 2100
(Wm relative to pre-industrial)
Long-Term Radiative
Stabilization o) [ IGSM MERGE | MiniCAM
(Wm™ relative to pre-
Level . .
industrial)

Ref No Constraint 8.6 6.7 6.5
Level 4 6.7 6.1 6.1 6.0
Level 3 5.8 5.4 55 5.5
Level 2 4.7 4.4 4.6 4.5
Level 1 3.4 3.5 3.4 3.4
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Table 4.3. CQ Concentrations in the Year 2100 across Scenariogpgmv)

CO, Concentration in 2100 (ppmv)
Approximate Long-
e (52 IGSM MERGE | MiniCAM
Concentration
Level -
Limit (ppmv)

Ref - 875 717 762
Level 4 750 677 649 725
Level 3 650 614 590 673
Level 2 550 526 520 565
Level 1 450 451 426 463
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Table 4.4. Global Annual CQ Capture and Storage in 2030, 2050,
and 2100 for Four Stabilization Levels

Annual Global Carbon Capture and
Storage (PgCly)
Stabilizatio
n Level Year IGSM MERGE MiniCAM
2030 0.01 0.03 0.09
Level 4 2050 0.44 0.22 0.18
2100 4.12 2.48 0.95
2030 0.05 0.03 0.10
Level 3 2050 0.83 0.38 0.22
2100 4.52 3.66 3.03
2030 0.12 0.10 0.13
Level 2 2050 1.96 1.37 0.62
2100 4.97 4.40 6.47
2030 0.37 0.18 0.72
Level 1 2050 2.76 1.60 3.12
2100 4.44 3.38 7.77

Table 4.5. Global Cumulative CQ Capture and Storage in
2050 and 2100 for Four Stabilization Levels

Cumulative Global Carbon Capture
and Storage (PgC)
SEDIRE: IGSM | MERGE | MiniCAM
Level Year
Level 4 2050 4 3 4
2100 92 50 27
Level 3 2050 8 5 4
2100 153 118 58
Lavia| 2 2050 19 13 8
2100 208 199 179
Level 1 2050 37 17 42
2100 231 160 328
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Table 4.6. Carbon Prices in 2020, 2030, 2050, aBtl00, Stabilization Scenarios
2020 ($/tonne C)

2030 ($/tonne C)

Stabilization
Level IGSM MERGE | MiniCAM IGSM MERGE | MiniCAM
Level 4 $18 $1 $1 $26 $2 $2
Level 3 $30 $3 $4 $44 $5 $7
Level 2 $75 $8 $17 $112 $13 $29
Level 1 $259 $112 $94 $384 $196 $166
2050 ($/tonne C) 2100 ($/tonne C)
Stabilization
Level IGSM MERGE | MiniCAM IGSM MERGE | MiniCAM
Level 4 $58 $7 $6 $415 $72 $72
Level 3 $97 $14 $18 $686 $160 $217
Level 2 $245 $37 $99 $1,743 $440 $330
Level 1 $842 $589 $435 $6,053 $1,000 $676

Table 4.7. Relationship Between a $100/ton Carborax and Energy Prices

Base Cost Added Cost | Added Cost

Fuel ($1990) %) (%)

Crude Oil ($/bbl) $16.0 $12.2 76%

Gasoline ($/gal $0.98 $0.26 27%

Heating Oil ($/gal) $0.89 $0.29 33%

Wellhead Natural Gas ($/tc $1.81 $1.49 82%
Residential Natural Gas ($/to $5.87 $1.50 26%
Mine-mouth Coal ($/tsorr1]c)>r $23.0 $55.3 240%
Utility Coal ($/short ton) $33.5 $55.3 165%
Electricity (c/kwWh) 6.5 1.76 27%

Source: Bradley et al. (1991). [Good table. Raigrto 1990 prices, seems however, to be awfully
dated. Couldn’t we just replace Base cost with B##ta for e.g 2005, and then recomputed the
percentage—the added cost should not change be$a08aemains $100.
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Table 4.8. Percentage Change in Gross World Produm Stabilization Scenarios

Level 1

2020 2040 2060 2080 2100
IGSM 2.1% 4.1% 6.7% 10.1% 16.1%
MERGE 0.7% 1.4% 1.9% 1.8% 1.5%
MiniCAM 0.2% 0.7% 1.3% 1.3% 1.2%
Level 2

2020 2040 2060 2080 2100
IGSM 0.5% 1.2% 2.3% 3.9% 6.8%
MERGE 0.0% 0.1% 0.4% 0.6% 0.8%
MiniCAM 0.0% 0.1% 0.3% 0.5% 0.6%
Level 3

2020 2040 2060 2080 2100
IGSM 0.2% 0.4% 0.9% 1.8% 3.1%
MERGE 0.0% 0.0% 0.1% 0.2% 0.3%
MiniCAM 0.0% 0.0% 0.0% 0.1% 0.3%
Level 4

2020 2040 2060 2080 2100
IGSM 0.1% 0.2% 0.4% 0.9% 1.7%
MERGE 0.0% 0.0% 0.0% 0.1% 0.2%
MiniCAM 0.0% 0.0% 0.0% 0.0% 0.0%
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Figure 4.1. Total Radiative Forcing by Year acros$cenarios (W/nf). Results for radiative forcing
(W/m? increase from preindustrial) for the reference fur stabilization levels show differences
among the models for the reference case but eaBgimdientical results for all three models in eath
the stabilization scenarios reflecting their desifyfodels remain below the Levels 3 and 4 targets i

2100, allowing for a gradual approach to the talgptls in the following century.
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Figure 4.2. Total Radiative Forcing by Gas in 210@cross Scenarios (W/rrelative to
preindustrial). Results for radiative forcing in the year 2100 y&show CQ to be the main
contributor. Contributions from non-G@ases are relatively higher in the reference en@SM
results, and relatively lower for the MiniCAM retjlwith MERGE intermediate.
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Figure 4.3. CQ, Concentrations across Scenarios (ppmv)Atmospheric concentrations of G@nge
from about 715 ppmv to 875 ppmv in 2100 acrossiibdels, with no sign of slowing in the reference.
Radiative forcing targets were chosen so that @centration levels would be approximately 450,
550, 650, and 750 ppmv at stabilization for Le\iglg, 3, and 4, respectively. Some differencesrggmo
models occur because of the relative contributiootlver GHGs to meeting the radiative forcing tésge
and because for Levels 3 and 4 the models simutatgddual approach to the stabilization level that
will occur in the following century.
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Figure 4.4. CH, Concentrations across Scenarios (ppbv)There are larger differences among the
models for CH concentrations than for GOThese differences stem from different referescanarios,
abatement potentials, and methods of inter-gas agsgns that determined abatement levels.
MiniCAM used 100-year GWPs. MERGE endogenously&dlabatement as it contributed to the
stabilization target, leading to relatively littlalue for controlling CH until the target was approached
due to the gas’s relatively short lifetime. 1GS¥MElized CH concentrations independently, requiring
constant emissions.
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Figure 4.5. Ocean CQ Uptake across Scenarios (GtC/y)Oceans have taken up approximately one-
half of anthropogenic emissions of €€ince pre-industrial times. Thus, ocean behawitie future is

an important determinant of atmospheric concemtnati The three-dimensional ocean used for the
IGSM simulations shows the least ocean carbon epakl considerable slowing of carbon uptake even
in the reference when carbon concentrations areneong to rise. MERGE shows the largest uptake in
the reference, and greatest reduction from referenthe stabilization scenarios. MiniCAM resudte
intermediate.
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Figure 4.6.Fossil Fuel and Industrial CO, Emissions across Scenarios (GtC/y)Oceans have taken
up approximately one-half of anthropogenic emissiohCQ since pre-industrial times. Thus, ocean
behavior in the future is an important determirafratmospheric concentration$he three-dimensional
ocean used for the IGSM simulations show the leesan carbon uptake and considerable slowing of
carbon uptake even in the reference when carboteotrations are continuing to rise. MERGE shows
the largest uptake in the reference, and greadsiction from reference in the stabilization scersar
MiniCAM results are intermediate.
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Figure 4.7. CH, Emissions across Scenarios (MT Ciy). Emissions of anthropogenic GMary

widely among the models, reflective of uncertaiewgn in the current anthropogenic emissions. With
current concentrations and destruction rates velgtwell-known, the difference in current levels
means that IGSM ascribes relatively more to anthgepic sources and relatively less to natural ssurc
than do MERGE and MiniCAM. Wide differences insagos for the future reflect differing modeling
approaches, outlooks for activity levels that lemdbatement, and assessments of whether emissions
will be abated in the absence of climate policy.
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Figure 4.8. NO Emissions across Scenarios (MT XD/y). Anthropogeniemissions of BO in
stabilization scenarios show similarity among thedels despite a large difference in reference
emissions scenarios.

Level 4 Scenarios

Level 3 Scenarios

0T .. -IGSM_REF 0T . -IGSM_REF
25 | - -+ --MERGE_REF - 25 | - -+ --MERGE_REF -
i
- -+ - -MINICAM_REF e - - # - -MINICAM_REF L
= 20 e = 20 oo ®
g IGSM_Leveld 4 - - g IGSM_Level3 4, - --*
b R = e
. .o
§ 15 . g 15 - .
= = 4
= = 10 3
5 .
0 ; ‘ ‘ ; 0 ‘ ; ‘ ;
2000 2020 2040 2060 2080 2100 2000 2020 2040 2060 2080 2100
Year Year
Level 2 Scenarios Level 1 Scenarios
30 T IGSM_REF 0T e IGSM REF
25 - -+ - -MERGE_REF . 251 - -+ --MERGE_REF .
e
- - + - -MINICAM_REF s -+ - -MINICAM_REF e
- 201 o 5 201 oe®
5 IGSM_Level2 o -~ 5 IGSM_Levell 4 -°~
t - N t .- S
§157 o §15— ”,.--’
= SR = exmtaa UL S Te TP
i \
0 ; ; ; ; 0 ‘ ; ‘ ;
2000 2020 2040 2060 2080 2100 2000 2020 2040 2060 2080 2100
Year Year

June 26, 2006

4-40



CCSP Product 2.1, Part A Draft for Public Comment

THIS PAGE INTENTIONALLY LEFT BLANK

June 26, 2006 4-41



CCSP Product 2.1, Part A

Draft for Public Comment

Figure 4.9. Change in Global Primary Energy by Fukacross Stabilization Scenarios, Relative to Refence Scenarios (EJ/y):
Fuel-source changes from the reference to theligttimn scenarios show significant transformatodithe energy system for all three
models. The transformation can begin later undeilevels 3 and 4 targets, but would need to coatinto the following century. The
transformation includes reduction in energy usergased use of carbon-free sources of energy (smm¢her renewables, nuclear), and
addition of carbon capture and sequestration. cbiiribution of each varies among the models, céflg different assessments of the

economic viability, policy assumptions, and reseunaits.
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Figure 4.10. Global Primary Energy by Fuel across &narios (EJ/y). The transition to stabilization, reflected mostyuh the Level
1 scenario, means nearly complete phase-out af fasesuse unless carbon capture and sequestratiemployed. MiniCAM and
MERGE simulations suggest a 35- to 40-fold increasen-carbon fuels from present levels of proourct IGSM simulations indicate
more of the carbon reduction is met through denraddctions, with energy use cut by more than otiefizan reference in 2100.
Levels 2, 3, and 4 require progressively less foansation compared with the reference in the conuagtury, delaying these changes
until the following century (beyond the simulatibarizon).
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Figure 4.11. Global Electricity by Fuel across Scemios (EJ/y). Global electricity sources would need to be tramsém to meet
stabilization goals. Carbon capture and sequéstrate important in all three models; thus, wisib@l use is reduced, it remains an
important electricity fuel. Use of CCS is the maupply response in IGSM, in part because nucleaepwas limited due to
policy/safety concerns. Nuclear and renewablemtéy sources play a larger role in MERGE and MIIAM simulations.
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Figure 4.12. Changes in Global Electricity by Fuehcross Stabilization Scenarios, Relative to Referea Scenarios (EJ/y).There
are various electricity technology options thatlddae competitive in the future, and different asseents of their relative economic
viability, reliability, and resource availabilitgdd to considerably different scenarios for thédal@lectricity sector in reference and
stabilization scenarios across the models. IGSMikitions project relatively little change in tHearicity sector in the reference, with
continued reliance on coal. MERGE and MiniCAM gadjlarge transformations from current in the refiee. All 3 forecast large
changes from reference to meet the stabilizatiayets.
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Figure 4.13. Changes in U.S. Primary Energy by Fuelcross Stabilization Scenarios, Relative to Refaree Scenarios (EJ/y).
Scenarios for the United States energy system ueflEmence and the changes needed under the za#ibii scenarios involve
transformations similar to those reported for tlabgl system (Figure 4.10). One difference notiobs from these primary fuel data is

the transformation from conventional oil and gasyothetic fuel production derived from shale aitoal.

shale oil in the reference with some coal gasificetwhereas MERGE simulates synthetic liquid aasegus fuels derived from coal.
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Figure 4.14. U.S. Primary Energy by Fuel across Soarios (EJ/y). Simulated United States primary energy use undaefair
stabilization levels shows considerable differeac®wng the three models. MiniCAM shows the greatesrsity of supply
technologies, whereas IGSM tends to project donitvaimners” for different energy carriers. Whiatchnologies would win likely
depends on specific assumptions about cost anthbiiy of individual technologies—assumptionstthee highly uncertain. In terms of
R&D, then, a broad investment portfolio, includimgny different technologies, is likely needed.
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Figure 4.15. Change in U.S. Electricity by Fuel aoss Stabilization Scenarios, Relative to Referenc&cenarios (EJ/y) United States
electricity generation sources and technologiesneid to be substantially transformed to meetlstation targets. Carbon capture and
sequestration figure in all three models underiktabion scenarios, but the contribution of otseurces and technologies and the total
amount of electricity used differ substantially.
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Figure 4.16. Global and U.S. Commercial Biomass Pduoiction across ScenariosScenarios of the potential for commercial biomass
production for the world and the U.S. are simitamagnitude among the models although the respmfisemass production under the
stabilization targets differs. In MERGE, theraismaximum biomass potential that is achieved irréference case, and so no more is
forthcoming under the stabilization scenarios. M@3omass production increases relative to referdacLevels 2, 3, and 4, but little
additional increase occurs for Level 1 becauseofpetition for agricultural land. MiniCAM biomassmpetes with agricultural land,
but that competition does not place as strong & émproduction as for IGSM.

IGSM MERGE MiniCAM
[
o 450 450 450
© 400 400 400
-} IGSM_Levell MERGE_Levell MINICAM_Levell
o 350 1 IGSM_Level2 350 MERGE_Level2 350  —— MINICAM_Level?2
o = 300 °|GSM_Leveld ~ 300 X MERGE Level3 o 00| ¥ MINICAM_Level3
o — 5 —&—IGSM_Level4 5 —&— MERGE_Level4 5 —&—MINICAM_Level4
" 8 & 250 ==@=IGSM_REF & 250 | =S=MERGE_REF & 250 1 =@=MINICAM_REF
o o o
£>_ 3 200 A 3 200 - 3 200 -
S T T
e~ 5 150 5 150 | 5 150 |
O LIJ w w w
- 100 100 | 100 |
m
o 50 50 - 50 -
g 0 ‘ ; ‘ 0 ‘ ; ‘ 07 ; ; ; ‘ |
— 2000 2020 2040 2060 2080 2100 2000 2020 2040 2060 2080 2100 2000 2020 2040 2060 2080 2100
(D Year Year Year
c
o 80 80 80
5 70 4 IGSM_Levell 70 4 MERGE_Levell 70 4 MINICAM_Levell
-] IGSM_Level2 MERGE_Level2 —=—MINICAM_Level2
o | —¥—IGSM_Level3 | —%—MERGE_Level3 1 —%—MINICAM_Level3
o 60 60 60
= - ——IGSM_Leveld - —— MERGE_Level4 - —&— MINICAM_Leveld
O g § 50 - == |GSM_REF § 50 { ==E==MERGE_REF § 50 {  ==@==MINICAM_REF
n O |3 @ B
() (3] (3] 4
% t 2 40 2 40 2 40
S |2 =3 S
e n [E30 T 30 - T 30 4
o< |4« ] ]
ool 20 - 20 | 20 -
) 7 ] 10M
-) 0 ; ‘ : 0 ‘ : 07 : ; ‘ : |
2000 2020 2040 2060 2080 2100 2000 2020 2040 2060 2080 2100 2000 2020 2040 2060 2080 2100
Year Year Year
June 26, 2006 4-56



CCSP Product 2.1, Part A

Draft for Public Comment

Figure 4.17. Net Terrestrial Carbon Flux to the Atnosphere across Scenarios (GtC/y)Simulated
net terrestrial carbon flux to the atmosphere, unelierence and stabilization levels, as simulatethe
three models reflect differences in the model $tmas for processes that remain highly uncertain.
MERGE assumes a neutral biosphere. IGSM and MiM@#&nerally represent the land as a growing
carbon sink, with the exception of the Level 1 MIAM simulation, in which increased demand for

land for biomass production leads to conversioncartdon loss.
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Figure 4.18. Carbon Prices across Stabilization Saarios ($/tonne C). IGSM projects relatively higher carbon prices for alldks of
stabilization than the other models, exceeding $8@0by 2100 in the Level 1. The MERGE price iped at in the Level 1 scenario at
$1000 after 2070MiniCAM prices reach about $800/tC by 2100 undier tevel 1 targets. Given how the path of emissieauctions

were designed, near-term prices are driven by tice pequired at stabilization, dependent asanisiighly uncertain characterizations of
future technology options.
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Figure 4.19. Ratio of Relationship Between Carbonrize and Percentage Abatement in 2050 and
2100. The relationship between carbon price and percerdbgtement in 2050 and 2100 is similar
among the models in 2050 but diverges in 2100. M@pproaches an infeasibility for emissions

reductions greater than 80%, whereas MERGE and(dmi can achieve 90 and 95% reduction from
reference at prices of $1000 or below.
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Figure 4.20. Relative Prices of CilHland N,O to Carbon across Scenarios (Ckin log scale). Differences in the relative prices of ¢H
and NO to carbon reflect different model treatmentshig tradeoff. MiniCAM set the tradeoff at the £global warming potential, a
constant ratio. MERGE optimized the relative @rath respect to the long-run stabilization targ€&SM forced stabilization of each

gas independently. IGSM set emissions so thaterdretions of Chlwould stabilize and allowed the GHrice path to be determined by

changing abatement opportunities. GiveX®dNmissions from agriculture, the relative pricdNgD is very high, in part because
reference emissions were high. Lower referencesgomns of NO for MERGE and MiniCAM allowed them to achieveatlely low

emissions at lower JD prices.
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Figure 4.21. NO Concentrations across Scenarios (ppbv)Atmospheric concentrations ob@ range
from about 375 ppbv to 505 ppbv in 2100 acrossribdels and with concentrations continuing to rise
in the reference. Each modeling team employedfareint approach to emissions limitations ozOIN
leading to differences in concentrations betweerréfierence and stabilization cases. The largest

differences between reference and stabilizatioasascur in the IGSM results.
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Figure 4.22. World Oil Price, Reference and Stalitation Scenarios. World oil prices (producer prices) vary consideyahlthe

reference scenario, and reflect the highly unaenature of such scenarios, but all three model# shat policies to stabilize emissions
would depress olil prices relative to the refereneeoducer prices do not include any cost of cagEymits related to combustion and release
of carbon from petroleum products.
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Figure 4.23. United States Mine-mouth Coal PriceReference and Stabilization ScenariosUnited States mine-mouth coal price varies
in the reference across the models. IGSM and MiM@roject coal prices to be depressed by staltibnascenarios, whereas MERGE
projects no impact reflecting characterization @dlcsupply as an inexhaustible single grade suattliere is no rent associated with the
resource. Prices thus reflect the cost capitbriaand other inputs that are little affected logy $tabilization policy.
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Figure 4.24. United States Natural Gas Producer®rice, Reference and Stabilization ScenariodJnited States natural gas producers’
prices vary in the reference across the modelsiQANM and MERGE show little or no effect on the gage for stabilization scenarios.
IGSM projects that stabilization at Levels 2, 3d @nincrease the price of gas because of subetttidward gas and away from coal and oil.
Gas prices fall relative to reference for Levetdbdization because gas demand is depressed leechtie tight carbon constraint.
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Figure 4.25. United States Electricity Price, Refence and Stabilization ScenariosUnited States electricity prices as projected & th
reference range from little change (MiniCam) orrewseslight fall by 2100 (MERGE) to about a 50% ease from present levels (IGSM).
Fuel prices affect electricity prices, but imprayiefficiency of electricity is an offset tendingreduce electricity prices. IGSM and
MERGE show sharp increases in the near-term uhdsetstabilization scenarios that require sigmficeear-term action, reflecting
adjustment costs associated with fixed capital.
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Figure 4.26. Global GDP Impacts of Stabilization awss Stabilization Levels (percentage)
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5.1. Introduction

Emissions scenarios that describe future econoroiwty and energy use have been
important tools for understanding the long-term licggions for climate change. Such
scenarios have been part of U.S. and internatessdssments of climate change that
date back at least to the early 1980s. The prdcasss its roots back through numerous
other efforts, among others, efforts undertakethleyNational Academy of Science, the
IPCC, the CCTP, and non-governmental forums su¢heaknergy Modeling Forum.

Scenarios based on formal, computer-based models,as those used in this exercise,
can help to illustrate how key drivers such as eaain and population growth or policy
options lead to particular levels of greenhouse(G&$G) emissions. A main benefit of
using models such as these to simulate future gosna that they ensure basic
accounting identities and consistent applicatiobadfavioral assumptions. However,
model simulation is only one approach to scenagvetbpment, and models designed for
one set of purposes are not the most appropriate fior other purposes. The scenarios
developed here should thus be viewed as complenyeotather ways of thinking about
the future: e.g., formal uncertainty analyses, akstory lines, baselines for further
simulation, and analyses using other types of nsodéhe scenarios developed here must
also be seen as building on and contributing td @ad ongoing scenario development
work occurring elsewhere in the world and by otimexdeling groups.

The possible users of emissions scenarios are arahgiverse and include climate
modelers and the science community, those invalvegtional public policy

formulation, managers of Federal research progratate and local government officials
who face decisions that might be affected by clen@itange and mitigation measures,
and individual firms, farms, and members of theljgubSuch a diverse set of possible
users implies an equally diverse set of possibéelsdrom scenarios. No single scenario
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exercise can hope to satisfy all needs. Scenaalysis is most effective when scenario-
developers can work directly with users, and ihg@enarios lead to further “what if”’
guestions that can be answered with additional lsitions or by probing more deeply
into particular issues.

However, the Prospectus does not prescribe suciteractive approach with a focused
set of users. Instead, it focuses on creating afseenarios providing broad insights
into the energy, economic, and emissions implicatiof stabilization of GHGs. For the
issue of stabilization, these scenarios are amlimtfering to potential user communities
that, if successful, will generate further quessiamd more detailed analysis. The
outcome might be further scenario development fnomdels like those used here but as
likely will involve other modeling and analysis tegques.

This exercise focuses on a reference case andtalitization levels to provide
decision-makers the technical and economic impbaoatof different levels of future
GHG stabilization. What is described, then, ia@ge of possible long-term targets for
global climate policy. The stabilization levelgjuere a range of policy efforts and
urgencies, from relatively little deviation fromfeeence scenarios in this century to
major deviations from reference scenarios stamegrg soon. Although the Prospectus
did not mandate a formal treatment of likelihooduocertainty, formal uncertainty
analysis could be a useful follow-on or complempgnéxercise. Here, however, the
range of outcomes from the different modeling te&eips to illustrate, if incompletely,
the range of possibilities.

For this exercise, a “scenario” is an illustratafrfuture developments based on a model
of the economy and the Earth system, applying asjite set of model parameters and
providing a basis for future work. None of theareihce scenarios is the correct
“prediction” of the future; none could be said vk the highest probability of being
right. Nor is any single stabilization scenarie thost correct “prediction” of the
changes to energy and other systems that woulddchgred for stabilization. Indeed,
each scenario in this report is a “thought expenithiat helps illuminate the
implications of different long-term policy goal3he reference scenarios assume no
alteration in the policy path to 2100, no matteawmappens to the climate along the
way; the stabilization scenarios assume full glgzaticipation in addressing climate
change beginning by 2012.

5.2.  Summary of Scenario Results

The results of the scenario construction are pteden text and figures in Chapters 3
and 4, and here a summary is provided of someeaf kiey characteristics, some of the
magnitudes involved, and the assumptions thatdiera them.

5.2.1. Reference Scenarios

The difficulty in achieving any specified level afmospheric stabilization depends
heavily on the emissions that would occur otherwiige, the “no-climate-policy”
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reference strongly influences the stabilizatioresadf a no-policy world has cheap fossil
fuels and high economic growth, then dramatic ckarig the energy sector and other
parts of the economy may be required to stabiheeatmosphere. On the other hand, if
the reference case shows lower growth and emissamasperhaps increased exploitation
of non-fossil sources even in the absence of cirpaticy, then the effort will not be as
great.

Energy production, transformation, and consumpdgiencentral features in all of these
scenarios, although non-G@ases and changes in land use also make a sagific
contribution to net emissions. Demand for enenggr dhe coming century will be driven
by economic growth but will also be strongly infheed by the way that energy systems
respond to depletion of resources, changes ingraoed technology advance. The
projected demand for energy in developed countessins strong in all scenarios but is
even stronger in developing countries, where nm#liof people seek greater access to
commercial energy. These developments determaerthissions of GHGs, their
disposition, and the resulting change in radiatoreing under reference conditions.

The three reference scenarios show the implicatbtisis increasing demand and the
improved access to energy, with the ranges refig¢he variation in results from the
different models:

» Global primary energy production rises substangiall all three reference
scenarios, from about 400 EJ/y in 2000 to betwe90kand 1550 EJ/y in 2100.
U.S. primary energy production also grows substdlyti about 1%2 to 2% times
present levels by 2100. This growth occurs despitéinued improvements in
the efficiency of energy use and production. Ba@meple, the U.S. energy
intensity declines 50 to 70% between 2000 and 2100.

» All three reference scenarios include a gradualugtebn in the dependence on
conventional oil resources. However, in all threéerence scenarios, a range of
alternative fossil-based resources, such as syiethetls from coal and
unconventional oil resources (e.g., tar sandssbdles) are available and
become economically viable. Fossil fuels providiedost 90% of global energy
supply in the year 2000, and they remain the dontieaergy source in the three
reference scenarios throughout the twenty-firstwsn supplying between 60 and
80% of total primary energy in 2100.

* Non-fossil fuel energy use grows over the centuallithree reference scenarios.
The range of contributions in 2100 is from 250 &&00 EJ—between roughly
half to a level equivalent to total global energgpnsumption today. Even with
this growth, however, these sources never supftastl fuels although they
provide an increasing share of the total, partialyan the second half of the
century.

» Consistent with the characteristics of primary eqerglobal and U.S. electricity
production shows continued reliance on coal altHotlys contribution varies
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among the reference scenarios. The contributioreioéwables and nuclear
energy varies considerably in the different refeenases, depending on
resource availability, technology, and non-climptdicy considerations. For
example, global nuclear generation range from arease over current levels of
around 50%, if political considerations constrata growth, to an expansion by
more than an order of magnitude, assuming econdiyidaven growth.

Oil and natural gas prices are projected to riseatgh the century relative to
year 2000 levels, whereas coal and electricity ggicemain relatively stable.
The models used in the exercise were not designeabject short-term fuel price
spikes, such as those that occurred in the 1978sarly 1980s, and more
recently in 2005. Thus, the projected price treskisuld be interpreted as long-
term average price trends.

As a combined result of all these influences, eanssof CQ from fossil fuel
combustion and industrial processes increase frppreximately 7 GtCly in
2000 to between 22 and 24 GtCly in 2100; thatngwdere from three to three
and one-half times current levels.

The non-CQ greenhouse gases—gHN,O Sk, PFCs, and HFCs—are emitted from
various sources including agriculture, waste mameage, biomass burning, fossil fuel
production and consumption, and a number of indlsctivities:

Projected future global anthropogenic emission€bif, and NO vary widely
among the reference scenarios, ranging from fladeclining emissions to an
increase of 2 to 2% times present levels. Thd&reinces reflect alternative
views of technological opportunities and differassumptions about whether
current emissions rates will be reduced signifibafdar other reasons, such as air
pollution control and/or higher natural gas pricésat would further stimulate the
capture of CH emissions for its fuel value.

Projected increases in emissions from the globalggnsystem and other human
activities lead to higher atmospheric concentratiand radiative forcing. This increase
is moderated by natural biogeochemical removalgeses:

The ocean is a major sink for G@at generally increases as concentrations rise
early in the century. However, processes in theaaaan slow this rate of
increase at high concentrations late in the centufe scenarios have ocean
uptake in the range of 2-3 GtC/y in 2000, risingbmut 5-8 GtC/y by 2100.

Two of the three models include a sub-model oéxobange of COwith the
terrestrial biosphere, including the net uptakepbgnts and soils and the
emissions from deforestation, which is modeled swall annual net sink (less
than 1 Gt of carbon) in 2000, increasing to an aammet sink of 2 to 3 GtCly by
the end of the century. The third model assunes@net exchange. In part,
modeled changes reflect human activity (includirdgeline in deforestation),
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and, in part, it is the result of increased uptdkevegetation largely due to the
positive effect of CQOon plant growth. The range of estimates is ariceitbn of
the substantial uncertainty about this carbon fezdition effect and land-use
change and their evolution under a changing climate

* GHG concentrations are projected to rise substdiytiaver the century under
reference scenarios. By 2100, £€oncentrations range from about 700 to 900
ppmv, up from 370 ppmv in 2000. Projected,€éhcentrations range from
2000 to 4000 ppbv, up from 1750 ppb in 2000; pte@d\bO concentrations
range from about 375 to 500 ppbv, up from 317 [ppiRO00.

« The resultant increase in radiative forcing randesn 6.5 to 8.5 W/Arelative to
preindustrial levels (zero by definition) and comemato approximately 2 Wfnmn
the year 2000, with non-G@5HGs accounting for about 20 to 30% of this at the
end of the century.

5.2.2. Stabilization Scenarios

Important assumptions underlying the stabilizatiases involve the flexibility that exists
in a policy design, and as represented in the msidellation, to seek out least cost
abatement options regardless of where they ocdwat substances are abated, or when
they occur. It is a set of conditions referred$dahere”, “what”, and “when” flexibility.
Equal marginal costs of abatement among regiomgsadtime (taking into account
discount rates and the lifetimes of substancesl)aamong substances (taking into
account their relative warming potential and difetrlifetimes) will under special
circumstances lead to least cost abatement. Eadelrapplied an economic instrument
that priced GHGs in a manner consistent with timarpretation of “where,” “what” and
“when” flexibility. The economic results thus agselia policy designed with the intent
of achieving the required reductions in GHG emissim a “least-cost” way. Key
implications of these assumptions are that: (lnaions proceed together in restricting
GHG emissions from 2012 and continue together tiitout the century, and that the
same marginal cost is applied across sectorshéniarginal cost of abatement rises over
time reflecting different interpretations and apgariees among the modeling teams of
“when” flexibility, and (3) the radiative forcingitgets were achieved by combining
control of all greenhouse gases — with differenaggjn, in how modeling teams
compared them and assessed the implications oft™eaibility.

Although these assumptions are convenient for &éinalypurposes, to gain an impression
of the implications of stabilization, they are iiead versions of possible outcomes. For
these results to be a realistic estimate of costddwequire, among other things, the
assumption that a negotiated international agreemelude these features. Failure in
that regard would have a substantial effect ordtfieulty of achieving any of the

targets studied. For example, a delay of manysyeathe participation of some large
countries would require a much greater effort lydthers, and policies that impose
differential burdens on different sectors can rieisua many-fold increase in the cost of
any environmental gain. Therefore, it is importenview these result as scenarios under
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specified conditions, not as forecasts of the riksly outcome within the national and
international political system. Further, none @& Htenarios considered the extent to
which variation from these “least cost” rules, ntigk improved on given interactions
with existing taxes, technology spillovers, or athen-market externalities.

If the developments projected in these refereneaatos were to occur, concerted
efforts to reduce GHG emissions would be requiceshéet the stabilization targets
analyzed here. Such limits would shape technottEptoyment throughout the century
and have important economic consequences. Théiz#bn scenarios demonstrate that
there is no single technology pathway consistettt wigiven level of radiative forcing;
furthermore, there are other possible pathways éihamodeled in this exercise.
Nevertheless, some general conclusions are possible

» Stabilization efforts are made more challengingh®yfact that in two of the
modeling teams’ formulations, both terrestrial aszkan CQ uptake decline as
the stringency of emissions mitigation increases.

» Stabilization of radiative forcing at the levelsaexined in this study will require a
substantially different energy system globally, anthe U.S., than what emerges
in the reference scenarios in the absence of cérohtinge considerations. The
degree and timing of change in the global energyesy depends on the level at
which radiative forcing is stabilized.

» Across the stabilization scenarios, the energyesyselies more heavily on non-
fossil energy sources, such as nuclear, solar, winemass, and other renewable
energy forms. Importantly, end-use energy consiomp lower. Carbon
dioxide capture and storage is widely deployed beeaach model assumes that
the technology can be successfully developed atattimcerns about storing
large amounts of carbon do not impede its deplogymBemoval of this
assumption would make the stabilization levels nmale difficult to achieve
and, if not restrained for reasons of safety andlifgration concerns, a much
greater demand for nuclear power.

» Significant fossil fuel use continues across théisration scenarios, both
because stabilization allows for some level of carbmissions in 2100
depending on the stabilization level and becausbepresence in all the
stabilization scenarios of carbon dioxide capturelatorage technology.

* Emissions of non-COGHGSs, such as CHN,O, HFCs, PFCs, and SFare all
substantially reduced in the stabilization scenario

* Increased use is made of biomass energy crops vdoogebution is ultimately
limited by competition with agriculture and forgstrOne model examined the
importance of valuing terrestrial carbon similatly the way fossil fuel carbon is
valued in stabilization scenarios. It found thatstabilization scenarios
important interactions between large-scale deplayinoé commercial bioenergy
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crops and land use occurred to the detriment ofamaged ecosystems when no
economic value was placed terrestrial carbon.

* The lower the radiative forcing limit, the largdret scale of change in the global
energy system, relative to the reference sceneetuired over the coming
century and the sooner those changes would neeccta.

» Across the stabilization scenarios, the scale efdmissions reductions required
relative to the reference scenario increases oweet The bulk of emissions
reductions take place in the second half of thewrgrin all the stabilization
scenarios. But near-term emissions reductions wedun all models in all
stabilization scenarios.

* The 2100 time horizon of the study limited exanomabf the ultimate
requirements of stabilization. However, it is tase that atmospheric
stabilization at any of the levels studied requinesnan emissions of G the
very long run to be essentially halted altogethecduse, as the ocean and
terrestrial biosphere approach equilibrium with ttazget concentration level,
their rate of uptake falls toward zero. Only captand storage of C{could
allow continued burning of fossil fuels. Highedrative forcing limits can delay
this requirement beyond the year 2100 horizon fimther reductions after 2100
would be required in any of the cases studied here.

Fuel sources and electricity generation technotogiange substantially, both globally
and in the U.S., under stabilization scenarios amegbto the reference scenarios. There
are a variety of technological options in the eleity sector that reduce carbon
emissions in these scenarios:

* Nuclear, renewable energy forms, and carbon diogajgture and storage all
play important roles in stabilization scenarioshéelcontribution of each can
vary, depending on assumptions about technologicatovements, the ability to
overcome obstacles such as intermittency, anddheypenvironment
surrounding them, for example, the acceptabilitpatlear power.

» By the end of the century, electricity produceatwyventional fossil technology,
where CQ from the combustion process is emitted freelyedgiced from the
reference scenarios in the stabilization scenaridbe level of production from
these sources varies substantially with the stzddilon level; in the lowest
stabilization level, production from these soursereduced toward zero.

The economic effects of stabilization could be saigal although much of this cost is
borne later in the century if the mitigation pafissumed in these scenarios are followed.
As noted earlier, each of the modeling teams asduha a global policy was
implemented beginning after 2012, with universatipgpation by the world’s nations,

and that the time path of reductions approximattzbst-effective” solution. These
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assumptions of “where” and “when” flexibility lowé#ne economic consequences of
stabilization relative to what they might be witther implementation approaches:

O©CO~NOOUILE WN -

Across the stabilization scenarios, the carbongfmlows a pattern that, in most
cases, gradually rises over time, providing an aopyoaty for the energy system
to change gradually. Two of the models show pr&dsor below per ton of
carbon at the outset for the less stringent casfh, their prices rising to $100
per ton in 2020 for the 450 ppmv case. IGSM shuoglser initial carbon prices

in 2020, ranging from around $20 for 750 ppmv terd$250 for the 450 ppmv
target.

While the general shape of the carbon value traygcts similar across the
models, the specific carbon prices required vatyssantially for reasons that
reflect the underlying uncertainty about the eftbidt would be required.
Differences among the reference cases has the effaict to mid-century while
differences among models in assumptions aboutasteand performance of
future technologies have the greatest effect isegbent decades. Other
differences modeling approach also contribute wittier-model variation.

Non-CQ gases play an important role in shaping the degrfeghange in the
energy system. Scenarios that assume relativétigripeerformance of non-GO
emissions mitigating technologies require lessgint changes in the energy
system to meet the same radiative forcing goal.

These differences in carbon prices and other mimderes lead to a wide range
of the cost of the various stabilization targekor example, for the 450-ppmv
scenario estimates of the reduction in Gross WBrloduct (aggregating country
figures using market exchange rates) in mid-cenfion around 1% in two of
the models to approximately 5% in the third, an@100 from less than 2% in
two of the models to over 16% in the third. Thiecence among models is a
product of the variation in model structure andereince case assumptions noted
earlier. At mid-century the difference in projetiost is mainly attributable to
variation in the reference scenario, whereas lat¢hie century the model
estimates depart primarily because of differenoessisumptions about
technology change. As noted earlier, the overadk tevels are strongly
influenced by the burden-sharing conditions that@dels imposed, the
assumption of “where” flexibility, and an efficiepattern of increasing
stringency over time. Any variation in assumptigegarding these conditions
would lead to higher cost. Also, the use of exchaages based on purchasing
power parity could lead to different global resulfEhus, these scenarios should
not be interpreted as applying beyond the particalanditions assumed.

Such carbon constraints would also affect fuelgsic Generally, the producer
price for fossil fuels falls as demand for therdepressed by the stabilization
measures. Users of fossil fuels pay for the flued p carbon price if the CO
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emissions were freely released to the atmospheregrssumer costs of energy
rise with more stringent stabilization targets.

Achieving stabilization of atmospheric GHGs poseasilastantial technological and
policy challenge for the world. It would requiraportant transformations of the global
energy system. Assessments of the cost and fiigsithisuch a goal depends
importantly on judgments about how technology ublve to overcome existing limits
and barriers to adoption and on the efficiency effectiveness of the policy instruments
for achieving stabilization. These scenarios mea means to gain insights into the
challenge of stabilization and the implicationgexfhnology.

5.3. Application of the Scenarios In Further Analysis

These scenarios, supported by the accompanyinbat&acan be used as the basis of
further analysis of these stabilization cases hedinderlying reference scenario. There
are a variety of possible applications. For examible scenarios could be used as the
basis for analysis of the climate implications.clsstudies might begin with the radiative
forcing levels of each, with the individual gas centrations (applying separate radiation
codes) or with the emissions (applying separateeatsanf the carbon cycle and of the
atmospheric chemistry of the non-€GHGs). Such applications could be made directly
in climate models that do not incorporate a thrimeetisional atmosphere and detailed
biosphere model. For the larger models, some appation would need to be imposed
to allocate the short-lived gases by latitude at gell. Such an effort would need to be
made to approximate the emissions (or concentrgtiointhe reflecting and absorbing
aerosols. This could be done by the use of subefadithked to the energy use by fuel
calculated in each of the models applied here.

The scenarios could also be used as a jumpingoait for partial equilibrium analysis of
technology penetration. Because these models dentipe: prices of fossil fuels under
the various scenarios, the results can be useahfysis of the target cost performance
of new technologies and to serve as a basis fdysiaaf rates of market penetration.
Differences in results between the three models givimpression of the types of market
challenges that new options will face.

In addition, these studies could form the foundatbanalysis of the non-climate
environmental implications of implementing potehtiaw energy sources at a large
scale. Such analysis was beyond the scope ofréisemqt study, but information is
provided that could form a basis for such analysig.,, the potential effects on the U.S.
and the globe of implied volumes of CCS and bionmeeduction, or of nuclear
expansion that results in some of the scenarios.

Of course, the scenarios can also be used in catymmode. That is, just as many
lessons were learned by comparing the differeneesden the three modeling teams’
scenarios, still more could be learned by extentliegcomparison to scenarios that pre-
date these or come after, including scenarios deeedl using entirely different

! This data archive will be made available upon cetign of the final draft of this report.
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approaches. Some scenario exercises do not apglgaamomic model with detailed
analysis of energy markets of the type used hRaher, they build up estimates from
engineering descriptions of particular technologied assumptions about low- or no-cost
emissions reductions that result from market faguof one kind or another. These
scenarios provide descriptions of energy-markeaten and, in particular, of energy
prices that can be used as a structure for asgemsthcalibrating scenarios developed by
other means.

Finally, we could imagine the scenarios being useghalyze of the welfare effects of

the different stabilization targets. Such work Wwagond the scope of the analysis
specified in the Prospectus. However, the residtsontain information that can be used
to calculate indicators of consumer impact in th8.Ue.g., by using the changes in prices
and quantities of fuels in moving from one stalilian level to another.

5.4. Moving Forward

As noted earlier, this work is neither the first tioe last of its kind. Throughout the
report, a number of limitations to the approach #redparticipating models have been
highlighted. All would benefit from further reserand model development and this
section suggests some of the more productive patbsrsue.

5.4.1. Technology Sensitivity Analysis

The importance of future technology developmertasr in this report, and sensitivity
testing of key assumptions. For example, whahithe model that constrained nuclear
because of policy considerations, nuclear werevaltbto penetrate solely on economic
grounds? What were the various cost assumptioterlymg different technologies,
and, implicitly, if nuclear, wind, natural gas coiméd cycle generation, biomass were
somewhat more or less expensive, how would thataffenetration or policy cost? If
costs of these technologies were different, wolied &ffect the conclusion that fossil
fuels remained very dominant in the reference®rést was also expressed in creating
conditions wherein the behavior of the three modeldd be compared under more
controlled circumstances. What if they each maegesame assumptions about
population and GDP growth—would the results be &emyjilar or very different?

5.4.2. Consideration of Less Optimistic Policy Regimes

The discussion above emphasizes that the estirh#te difficulty of the stabilization
task is crucially dependent on underlying instdogll assumptions and the insight to be
gained from a single representation of control@glsuch as the one adopted here, is
limited. This question, seemingly an obvious amariswer, depends critically on how
the economic burden of emissions reduction is shaneong countries. If the U.S. and
other developed countries take disproportionatessions cuts then, even with a cost-
effective instrument like emissions trading, thetaowill be very high in the U.S. because
we will purchase emissions allowances from elsee/hethe world.
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The results also depend importantly on internatitnagle and changes in the terms of
trade, and so some allocations of allowances @htlethe U.S. benefiting from the
policy. Not so surprisingly, a carbon policy wosldppress energy use around the world
and that means that the world price of oil would fahe result is that carbon policy can
be an instrument by which the world appetite fdiheld back and, as a result, the U.S.
would gain substantially by being able to impoftatimuch less cost than it otherwise
would. In some cases, this gain can be greaterttteadirect cost of the emissions
reductions in the U.S. Of course, this result delgeon other countries actually reducing
emissions, which is an assumption that calls ini@stjon the simple case we have
constructed in which all countries join and actetibgr in 2015.

Equally important, the highly stylized policy—withbroad cap and trade system with
international flexibility, and approximated or ajgol with “when” flexibility—represents
no policy that has actually been proposed by agigliEture that has seriously taken up
the issue of GHG mitigation. Some sectors areiiably exempted, others enter through
a cumbersome crediting system, and still othercpes| such as renewable portfolio
standards for electricity or higher fuel efficierstandards for automobiles, are inevitably
part of the policy mix. Some of this mix of polioy exemptions may make sense,
correcting other problems in the economy or reiitgcthe fact that measuring and
monitoring very small sources of emissions may ime@reat cost per unit of reduction
likely in those sectors. Thus, realistic estimatesosts for the U.S. need to address these
realistic aspects of the formulation of real pasg;iand would require multiple scenarios
to illustrate clearly why one approach looked irengive and another expensive. The
simple policy architecture assumed here, with ddSts dependent as they are on the
allocation of burden among regions, leads to cstnates that by themselves are likely
to be misleading rather than helpful.

5.4.3. Expansion/Improvement of the Land Use Components dhe Models

A significant weakness in this analysis is the hiagdof the role of forest and

agricultural sinks and sources. The major reasothfs gap is that the models employed
here were not well-suited to analyze some of theptexities of this aspect of the carbon
cycle. Even more so than for energy, the idealwbad cap and trade system applied to
agriculture and forest sinks seems particularlyeahstic because no legislation
anywhere has proposed such a system. Insteadtiveefor agriculture and forest sinks
have been proposed as a crediting system or thnomagé traditional agriculture and
forestry programs. The efficacy and effectiversssuch policies and the potential
contribution from forestry and agriculture desegveater attention than was possible
here.

5.4.4. Inclusion of other Radiatively-Important Substances

There are obviously a number of cautions and litoites to any scenario analysis. In this
case, the focus has been on the relatively loregli8HGs. Tropospheric ozone and
aerosols also have strong climatic effects, butusion of these substances was beyond
the scope of the scenarios specified for this study
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5.4.5. Decision-Making under Uncertainty

Finally, the problem of how to respond to the thiafaclimate change is ultimately a
problem of decision-making under uncertainty tleguires an assessment of the risks
and how a policy might reduce the odds of extrerhaly outcomes. One would like to
compare the expected benefits of a policy aganesekpected cost of achieving that
reduction. By focusing only on emission paths thatild lead to stabilization, we are
able to report the costs of achieving that goahaut an assessment of the benefits.
Moreover, given the direction provided in the Pexgps, the focus was on scenarios and
not an uncertainty analysis. It is not possiblattach probabilities to scenarios
constructed in this way; formal probabilities carlyobe attached to a range which
requires exploration of the effects of many uneéenmaodel parameters. The task is an
important one, but beyond the scope of the studyethout here.
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