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Abstract

The Pleim-Xiu land-surface model, Pleim surfaceefagnd Asymmetric Convective
Model (Version 2) are now options in version 3.0 toe Weather Research and
Forecasting (WRF) model. These physics options waegeloped for the MM5
mesoscale model and used extensively by the alityjmaodeling community, so there
was a need to extend these physics to WRF. Thephgsaics in WRF are compared to
the MM5 counterpart and several other WRF configona in this study with a focus on
the replication of 2-m temperature, 2-m moistured precipitation.

The new physics implementation is recommended é&bwrospective air quality
simulations, in particular, those used so simulatgm season meteorology. In the
summer, the performance was similar to the MM5 tenpart and has a smaller 2-m
temperature and 2-m moisture error than other WiRfalations. For cold season cases,
the model simulation was not as accurate as ther giimulations as a whole, but did
comparatively well in terms of less 2-m temperatareor in the western part of the
model domain (Plains and Rockies) and parts ointhrgheast United States. Also, 2-m
mixing ratio was well simulated by the new physagte in WRF. Monthly precipitation
was well simulated, especially in the winter. Sumrpeecipitation was not as well
simulated as winter because of the scattered andoma nature of warm season
convection, but difference among models was naelait is expected that once more
precise analyses are available for WRF, like th&\RRDS analyses used to drive MM5,

the performance of the new physics will further ronge.



1. Introduction

Mesoscale models require land-surface, surface-layel planetary boundary layer
(PBL) parameterizations to represent the transfeheat, moisture and momentum
between the surface and atmosphere. A new suitanofFsurface and PBL physical
parameterizations have been implemented in ver3i0nof the Weather Research and
Forecasting (WRF) model, the Advanced Research \\WRW) core (Skamarock et al.,
2005). The Pleim-Xiu land-surface model (PX LSM;uXand Pleim, 2001), Pleim
surface-layer scheme (Pleim, 2006), and Asymmeonvective Model version 2
(ACM2) (Pleim, 2007a,b) for the planetary bounddayer (PBL) have been used
extensively as physics options in the Fifth-GeneratPenn State/NCAR Mesoscale
Model (MM5; Grell et al., 1995). Many users of t@emmunity Multiscale Air Quality
(CMAQ) modeling system (Byun and Schere, 2006) hengployed MM5 with this
physics configuration for various air quality maglelThe ACM2 PBL is preferred
because it results in consistent turbulent mixinghe meteorological (WRF) and air
quality (CMAQ) model. Additionally, the soil moistl nudging capability (Pleim and
Xiu, 2003) of the PX LSM model, along with four d@msional data assimilation (FDDA)
using model analyses (Stauffer and Seaman 199@L; Efuffer et al. 1991), results in
high-quality meteorological fields (Gilliam et al2006). This implementation of
additional physics also serves a need expressdte atVRF Users’ Workshop in June
2006 to develop additional PBL and LSM options.

The PX LSM, surface layer, and ACM2 PBL optionsWRF-ARW Version 3.0

(referred to as WRF PXACM herein) have been eveabliafhis paper describes the



performance of the WRF PXACM relative to observasioa similar MM5 simulation,
and three commonly-used WRF configurations. Thd goaot necessarily to rank the
models or physics options according to accuracgessome model configurations are
suited for certain applications or regions, and meguire special configuration methods.
The main objective of the assessment is to enber®tRF PXACM is of similar skill as
the MM5 version (MM5 PXACM), and in the range ofnmmon WRF solutions. The
evaluation will mainly focus on the model’'s ability simulate 2-m temperature with a
secondary focus on 2-m mixing ratio and preciptati Also examined are the
distribution characteristics of the diurnal vawais of selected meteorological variables
of the WRF and MM5 PXACM simulations. Together,daeomparisons will provide an
assessment of the WRF PXACM's ability to represkay characteristics of the
atmosphere that have an impact on air quality, evhdnsidering the performance of

other models and physics options.

2. Methodology

a. Overview of PX LSM, surface layer scheme and ACM2 PBL Model

The PX LSM coupled with the ACM2 PBL and surfacgelaschemes, historically
available only in MM5, has been found to be weltedi for extended (weeks, months or
even years) retrospective simulations where the dasimilation scheme provides
realistic tracking of soil moisture and vegetatimands. The PX LSM simulates the
evolution of soil moisture and temperature in tagers (surface — 0-1 cm and root zone
— 1-100 cm) as well as canopy moisture. Therelaeetpathways for evaporation in the

PX LSM: soil surface, canopy, and evapotranspimati®rid-cell-aggregate surface



parameters to describe roughness, thermal, andtummisetention properties of the
surface are derived from fractional land-use andl texture data unlike other land-
surface models that use a single value correspgridithe dominant land-use. The ACM
for the PBL (Pleim and Chang, 1992), which was aivddve of the Blackadar
convective model, has been recently updated tohtlh®id non-local scheme of the
original ACM, and an eddy diffusion scheme (ACM2eiR, 2007a,b). These physics
options from the MM5 model have been disconnectetlimplemented as separate LSM,
surface-layer and PBL physics options in WRF Vers3c). Each of these new physics
options has been successfully tested with the oV physics for compatibility or
what is commonly referred as “plug-and-play” cajigbi

The PX LSM currently does not contain a procesadwount for the accumulation,
sublimation or melting of snow. Rather, it usesdsuty gridded snow-water equivalent
from the driving analysis to compute snow coverdigeas been noted in past evaluations
(i.e., Gilliam et al., 2006; Gilliam et al., 200&)at the PX LSM does not perform as well
as some other land-surface models in areas of éreggnowfall. Several improvements
for snow cover were made in the PX LSM includinguglated volumetric heat capacity
for snow and a fractional snow coverage that igrection of land-use and snow depth,
following the method used in the NOAH land-surfacedel (Ek et al. 2003). Fractional
snow coverage is used by the PX LSM to compute réase heat capacity that is

weighted according to the fraction of the surfdes ts covered by snow.

b. Model Configuration



The simulations were executed on a 12 km easte®n did with 34 vertical levels,
extending from the surface to the 100 hPA level.\XKRF and MM5 simulations were
configured on a similar grid in the horizontal ssaime sigma levels in the vertical (note
that the heights of the vertical layers varies imet for WRF but not for MM5).
Simulations were done for cold and warm seasonsc@smuary and August of 2006).
All simulations utilized the FDDA using the Natidn&enters for Environmental
Prediction (NCEP) North American Mesoscale mode\i\N analysis for the 00, 06, 12
and 18 UTC times and the 3-hour NAM (WRF-NMM) foast for the 03, 09, 15 and 21
UTC times. As configured by Stauffer et al. (19@hd Otte (2008), no temperature or
moisture nudging was done within the ACM2 diagnoB&l., but the nudging of wind
was applied at all levels of the model. Also follog these conventions, the nudging
strength was greater for temperature and windX3L0* s*) than moisture (1.0 x 10s
1). The FDDA option not only activates the three elitsional analysis nudging of wind,
temperature and moisture, but also initiates thkemsoisture and temperature nudging
described by Pleim and Gilliam (2008) and Pleim &nd(2003).

The month-long simulations that used the PX LSMensarted 10 days prior to the
first of the month. The first 10 days were usedulty spin-up the PX soil model. The
initial deep soil temperature at the initiationtbeé spin-up of the simulation (first run
segment) was set to the average 2-m temperatuteed.5 day run segment using the
IPXWRF utility (available for download at http://wwwrf-model.org). Next, 5.5 day run
segments were executed starting at the first ofrtbeth; the first 12 hours were a spin-

up and not included in the analysis. The 2-layal swisture and temperature were



preserved from one run segment to the next usiagséme IPXWRF utility referenced
above.

Throughout the following assessment of model peréorce, the simulations will be
referred to by the run identification in Table 1hieh also provides the physics
configuration of each simulation where the physpsions other than PBL, LSM and
surface-layer schemes are the same. There are miiffierences in the microphysics
schemes in MM5 and WRF. The simulations used R#&adiative Transfer Model
(RRTM) for longwave (Mlawer et al., 1997), DudhiE989) shortwave radiation, Kain-
Fritsch 2 (Kain 2004) convective scheme and the VBiRigle Moment (WSM-6) (Hong
et al., 2004) microphysics in WRF and Reisner 2igfRe et al., 1998) in MM5. The
other WRF simulations use combinations of the NOBSM (Ek et al., 2003), Rapid-
Update Cycle (RUC) LSM (Smirnova et al., 1997; Smva et al., 2000), Yonsei
University (YSU) PBL (Noh et al., 2003), Mellor-Yada-Janjic (YSU) PBL (Janijic,
1994) and two different Monin-Obukhov (M-O) surfalsyer schemes (Janjic, 1996;
Janjic, 2002; Dyer and Hicks, 1970). These reptesentinely used physics
combinations by the WRF user community. It showdsbressed that other land-surface
models do not have an internal mechanism like thié rmoisture and temperature
nudging, so a run segment of 5.5 days may or mayp@&ahe best run strategy for non-
PX simulations. The accuracy of these simulatiorssy rhave been improved if the
simulation length was shortened, but such senitiests are outside the scope of this

paper.

c. Model Assessment Techniques



The evaluation of the five simulations was primarone using the Atmospheric
Model Evaluation Tool (AMET, Gilliam et al., 2008)at pairs surface observations from
the Meteorological Assimilation Data Ingest Syst€dMADIS) database with the
corresponding model simulations in space and tioethis study, the focus is on model-
observation comparisons of 2-m temperature andngiratio. Since the wind is nudged
at all levels in the PBL, and all model simulationave very similar performance
statistics, wind will not be examined.

The model performance statistics will be assese#édatively on a monthly basis and
parsed by time of day. Also, observation site dpeanodel performance statistics are
presented spatially as are model-analysis comperido particular, model estimations of
2-m temperature are compared to the 2-m temperanabysis from the NAM. This is
not a standard evaluation method, but it will bevah that a model-analysis comparison
is a valuable technique to assess model performdremuse in many instances the
analysis is a best-estimate of the state of theogphrere, which is derived from short-
term model forecast and many types of observatomsinimize error. We argue that the
model simulation should not be expected to outperfihe analysis in terms of how they
compare against point measurements. In other wdifrdse analysis has a large error
relative to observations over a particular regitke the Rocky Mountains, the model
should be expected to have a similar (at bes@rgel error and uncertainty.

The final analysis utilizes the Kolmogorov-ZurbenkiZ) filtering technique,
described in Rao et al. (1997), Eskridge et al97)9and Hogrefe et al. (2000), to
examine the diurnal behavior of temperature andstae. The monthly time series

(model and observed) of 2-m temperature and mixaig were extracted for each



observation site. The K-Z filter was applied toiderthe intra-day, diurnal and synoptic
forcing embedded the time series. Then, the stdndfariation was computed for each of
these signals to measure the variability of sttengt the forcing. Aspects of the
variability, mainly the diurnal component, are exaed spatially for both the WRF
PXACM and MM5 PXACM. The main purpose is not ondydompare how these models
reproduce the features in the observations, bat &bssee if the behavior of the WRF

PXACM is similar to the MM5 version.

3. Assessment of Model Performance

a. Domain-Wide Model Performance

A convenient and useful method to assess the demerarmance of a model is to
compute model error and bias relative to surfaceniations in the domain. The bulk or
collective monthly model performance statistics previded in Table 2 for both 2-m
temperature and mixing ratio. In this particulamgarison, we focus on Root Mean
Square Error (RMSE) and mean bias (BIAS) (Wilke393). As a prelude, the paired
model-observation data used to compute the statisti Table 2 were compared using a
paired (model-observation) or two sample t-teshwit95% confidence interval. For all
model simulations, the 2-m temperature and mixatgwas significantly different from
the observations. For January 2006, the WRF PXAG@MI larger temperature error than
the MM5 PXACM and two of the other WRF configuraiso (WRF NOAHYSU and
RUCYSU). On the other hand, for the warm seasom@efAugust), the new WRF

PXACM configuration is very similar to the MM5 PXAL in terms of both error and
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bias, and actually simulates less error and biaan tleach of the other WRF
configurations.

The mixing ratio errors of all simulations are lawJanuary (Table 2), but the small
error is primarily because the moisture contenthefatmosphere in winter, than it is an
improvement of model performance. The WRF PXACM gddeave a slightly higher
mixing ratio error in January than most of the otlsanulations except the WRF
RUCYSU. The mixing ratio error of the WRF PXACM August is similar to the MM5
PXACM, but the WRF PXACM has a lower overall biass with temperature, the
mixing ratio in August is very well simulated byettWRF PXACM when compared to
the other WRF simulations. The WRF RUCYSU has aisimusly large temperature
and moisture error in August. A plot of domain-&iBRMSE as a function of day of the
month (not shown) indicates the error in the WRFQRM3U increased more than the
other simulations throughout each of the 5 daysegments, which relates to the issue
that each model might have some specific configaumgbractices not explored here that
would lower model error.

Mean and RMSE of 2-m temperature is presented fasaion of time of day for
both January and August of 2006 in Figure 1. Inetlih this figure is not only the model
performance in term of error, but also the amoungroor in the various analyses that
drive the soil moisture and temperature nudginthefPX LSM. It is clear from Figure 1
(bottom-left) that the MM5 surface analysis (RAWIRRIerived, pink line) has a much
lower error relative to the surface observatiorentthe NAM analysis (dark blue) used
by WRF. The WRF PXACM (red) has a similar errottzs NAM analysis at night, but a

much larger error during the day. The MM5 PXACM laasuch lower error at all times
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than the WRF PXACM and the mean temperature otithe series indicates the WRF
PXACM too cold. It is thought that at least parttbe difference between the WRF
PXACM and MM5 performance is because of the diffieeein error of the two analyses
that drive these models. This hypothesis will berdlighly explored once a new
RAWINDS-like tool is fully tested for WRF, but pralinary tests using an early pre-
release version of a tool namedBSGRID, indicate the potential for dramatic
improvements in winter (RMSE decrease from 2.8 k.86 K). It is necessary to note
that all WRF simulations have the largest error eold bias (1.0-1.5 K) during the late
afternoon (January).

The WRF PXACM has a larger error than the other VgRfulations at night (Figure
1, lower-left) and early part of the day in Januaklf WRF configurations have a large
error during the mid-day hours. The mean 2-m teatpee is Figure 1 (upper-left)
indicate all WRF configurations simulate much coldeid-day temperatures than the
MMS5. This raises a question that is not within gw®pe of this project, but should be
explored in the future. Is this large middle-of-ithey-error a common bias of the WRF
ARW physics options such as the radiation schenmicmophysics? Another noteworthy
point is that all WRF ARW simulations have an embmnight that is near, in some cases
less than, the error of the NAM analysis.

For August, the diurnal error distribution and meaamperature (Figure 1) of the
WRF PXACM implementation is similar to the MM5 PXALC version. The MM5
PXACM has a little less error and bias at nighinthlae WRF PXACM, but the WRF
PXACM has slightly less error and bias during thay.dFor August, the MM5

RAWINDS surface analysis has significantly lesoethan the NAM analysis used by
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WREF. Again, as with January, preliminary resultggast that the WRF PXACM will can
be closer to, or even surpass, the performancéefMM5 PXACM once the more
precise surface analyses that drives the soil mgdgre available from the OBSGRIB
tool. The WRF PXACM has in most cases significamglys error than the other WRF
configurations at night, but the amount of erronwerges during the day, with the
exception of the WRF RUCYSU simulation. The meaasbof the MM5 and WRF
PXACM simulations and the WRF NOAHYSU are minima&l-(0.5 K) throughout the
day, but the WRF RUCYSU has a large warm bias, aalbhe during the day, and the
WRF MYJ has a substantial cold bias at night.

Mixing ratio error, partitioned by time of day, footh January and August of 2006 is
presented in Figure 2. As with the diurnal tempemerror, the mixing ratio error of the
WRF PXACM is slightly larger than the other modehtiguration in January. The WRF
PXACM is very close and even lower than the MM5 ROM during August. Overall,
considering the bulk and diurnal statistics of 2emperature and moisture, the new
WRF PXACM performs at the level of MM5 and has lessor than the other WRF
configurations in August. However, the WRF PXACMedohave more error in the

winter.

b. Model-Observation and Model-Analysis Comparisons (Spatial)

The statistics presented in the previous sectiomatoprovide detail of the spatial
distribution of model error and bias. When one eatds a model it is essential to look at
the model performance using a spatial referencenlgtthe domain-wide statistics. For

example, the model can have a no temperature bias @il data is considered, but this
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may be a result of a cold bias in one region andnmMaias in another. To examine the
spatial model error, the 2-m temperature RMSE veespuited for each observation site
in the domain. The RMSE of each simulation andtihe analyses at each observation
site was subtracted from the RMSE of the WRF PXAQMese error differences for
January 2006 are plotted in Figure 3 to highligig WRF PXACM model performance
relative to the other simulations. The negativesiipe) values are cold (warm) colors
and represent locations where the WRF PXACM hagidgreater) error relative to the
simulation being compared. The gray shading ind#tere is little difference of error.
Not all of these comparisons in Figure 3 will beemsively discussed, only the
significant features and general points as thegteeo our goal to benchmark the WRF
PXACM. Panel A in Figure 3 is the WRF PXACM RMSEnus the NAM analysis
RMSE. It is significant that the model is actuadly improvement over the analysis in
areas of the extreme western-central part of theado (i.e., Colorado). However, the
WRF PXACM simulation had substantially more errtvart the analysis over the
northeast, southeast and central parts of the Wwp@red to the MM5 RAWINDS
analysis (Panel B) the WRF PXACM error is much tge@&verywhere because these
same observations used to derive RMSE are usedtlgire RAWINDS. Compared to
the MM5 PXACM (Panel C), the WRF PXACM has a loveeror at only few locations
in the Rockies, upper Great Lakes and New Englahd.MM5 PXACM has lower error
particularly in a region from Missouri to the Midste¢o Pennsylvania, and only a slightly
lower temperature error over other parts of the @lamrhe other WRF simulations like
the NOAHYSU (Panel D) and RUCYSU (Panel F) have lesnperature error in many

of the same areas as the MM5 PXACM. However, theFWRXACM has lower error
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than most of the other simulations over a large pathe central Plains. In particular,
WRF NOAHMYJ (Panel E) has much more error thanWRF PXACM over much of
the western and central parts of the model don@irerall, the evaluation of January
indicates some research needs to focus on imprdkmgimulated winter temperatures,
especially during the day as the diurnal statistidecated. Nonetheless, one could argue
that the WRF PXACM falls within the bounds of timegte other WRF outputs.

An alternative or complementary method to evaltia@e2-m temperature error of the
WRF PXACM implementation, and how it compares te dther model configurations,
is to use the gridded 2-m temperature analysishéncase of the simulations using the
PX LSM, it should be reiterated that the analy&sn( temperature and 2-m moisture)
drives the indirect soil moisture and temperatudging, so the model-based analysis
may be a more accurate measure of model performdngere 4 presents the mean
absolute error (MAE) of the WRF PXACM using thedgled NAM 2-m temperature
analysis (Panel A) rather than scattered pointaserfobservations. Also presented in
Figure 4, similar to Figure 3, is the differencetttd WRF PXACM error and the error of
the other simulations (panels B-E). This informatprovides an explicit measure of grid
cells where the WRF PXACM has more or less 2-m txaipre error relative to the
other simulations.

It is clear from Figure 4 (Panel A) that WRF PXAQMs larger error over parts of
Canada, which are areas with persistent deep soeer.cThe error of the WRF PXACM
in these areas is 0.5-1.0 K greater than the dtimeulations. However, the model does
have less temperature error in a narrow region ftentral Canada to the upper Midwest,

Great Lakes to the northeast US, especially condptyeMM5. The main difference
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between WRF and MM5 PXACM implementation (Panel iB)the addition of the
fractional snow cover algorithm that is frequen#gtivated over this area, which
considers snow depth and landuse to weight themtileproperties of the surface
according to snow fraction. Nonetheless, snow m®e® in the WRF PXACM will be
improved in the near future with more advanced snomdel that is under development.
The new WRF implementation does have some skibugethe MM5 PXACM over
water, much of the intermountain western US, amedsanof New England during January.
This skill over the MM5 PXACM is supported by theMBE in Figure 3. The WRF
PXACM does well compared to the other WRF simulaidWRF NOAHYSU and
RUCYSU, Panels C and E) in areas of the centrah®ldut as with the observations
(Figure 3), the error is greater over much of thetern US, particularly the southeast US.
The bulk surface-based model performance staistidable 2 and diurnal statistics
in Figure 1 indicate the WRF PXACM implementatioarforms more similar to the
MM5 PXACM and other WRF simulations during August terms of the 2-m
temperature error. This general assessment igacegpatially in more detail in Figure 5
and Figure 6. Figure 5 shows the observation-based of the WRF PXACM relative to
other simulations and Figure 6 the error of WRF XA relative to the NAM 2-m
temperature analysis. First, the RMSE of the WRFAGNI's and the NAM analysis
computed using surface observations is virtually same over much of the eastern US
(Figure 5, Panel A). The NAM analysis has lessrestong much of the US coastline and
areas of the central Plains, but the WRF PXACM leas error in parts of the Rocky

Mountains and parts of the southeastern and natidyeaUS. This implies that the WRF
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PXACM has generally the same order of uncertairgytrle NAM 2-m temperature
analysis.

The WRF PXACM, in terms of the 2-m temperaturegamparable to the MM5 over
much of the domain as indicated by the gray in Fady panel C. The WRF PXACM has
lower error over the Rocky Mountains and at scettesites in the central part of the
domain. The MM5 has lower errors at scattered sitéise northwestern and northeastern
parts of the domain. The WRF PXACM implementatias bower 2-m temperature error
at most sites when compared to the other WRF siioaka (Figure 5, panels D-F), in
particular, those observation sites outside ofrttermountain west.

Figure 6 further supports the other estimates adeherror that generally agree that
temperature is well simulated in August 2006 by WiRF PXACM. When the model
analysis is used to compute 2-m temperature etiher WRF PXACM has significant
improvement over the MM5 PXACM in the western hdimain and parts of the
southeastern US, while there is slight degradabeer parts of the northeast US.
Consistent with the observation-based error in fédh, the WRF PXACM has lower
error relative to the other WRF model configurasigRigure 6, panels C-E) in the eastern
US and more error over the western part of the maddenain, with virtually no
difference over water. These spatial evaluatiomvige further evidence that the WRF
implementation provides sound temperature and omeis{not shown) with similar

uncertainty as an analysis during the warmer drtise year.

c. Monthly Precipitation
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The total precipitation for both January and Augusts computed as well as the
estimated observed precipitation using the Natiéhratipitation Analysis (NPA), which
is a blend of WSR-88D radar estimated precipitaaod gauge data (Seo 1998a; Seo
1998b; Fulton et al. 1998). Figure 7 shows the NBBserved) and total precipitation
amounts from the various simulations for Januai@62d he general features and overall
pattern of the observed precipitation are well @spnted in the model simulations. In
particular, the 150 mm+ area of rainfall on a swabt to northeast axis across
Mississippi and central Tennessee is well represemtlso, the amount and placement of
precipitation across the northeast US and areaswsuting the Great Lakes is reasonably
replicated. The NPA precipitation is radar and gadgrived, thus, it does not reach far
offshore. However, the NPA and WRF PXACM precipgatover the area just off the
Gulf of Mexico states and southeast US coastseasonably similar, in particular, the
enhanced amount off North Carolina.

Differences are noticeable between the WRF PXACM kM5 PXACM. The
areas with the largest differences are over thé @ulexico and off the North Carolina
coast. The WRF PXACM generally has more precitatover the ocean. The MM5
PXACM has more precipitation over the western bélfennessee, northern Mississippi
and parts of Arkansas. Otherwise, the precipitatiorounts between the WRF PXACM
implementation and the MM5 are not very different an agreement with the NPA. The
differences between WRF simulations are smallen the difference between the WRF
PXACM and MM5 PXACM. The 200 mm + area of preaibn over Tennessee,

Alabama and Mississippi are similar among WRF satohs. It is difficult explicitly
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state which simulation matches the observed pitatipn best as there are inherent errors
and biases in the NPA.

The total precipitation for August 2006 is presenie Figure 8. Because of the
scattered nature of warm season precipitation,etherless spatial cohesion of the
precipitation than seen in January, but severdufesa are well simulated by all models.
All models represent the enhanced precipitationr aeithern Florida, although, the
WRF PXACM is more widespread than the NPA analgsd all the other simulations. It
could be argued that the area of precipitation EwNMexico, western Texas and
Oklahoma is represented best by the WRF PXACM kmxgdue MM5 PXACM slightly
over predicts the monthly total. All simulationsden predict the areas of heavier
precipitation in the northern Plains and upper Madtv

A main point is that although the WRF PXACM hasaggér error in the winter
relative to the other simulations, when 2-m temppgeaand mixing ratio are considered,
the monthly precipitation totals are not much agf&. This similarity is likely a result of
the three-dimensional analysis nudging of moisttemperature and wind (FDDA) that

IS common among simulations.

d. Spectral Analysis

Many meteorological variables have distinct behagiospecific timescales such as
diurnal variation of temperature due to the 24 hoyaie of the sun, or sharp increases or
decreases in temperature and moisture that accogngodhand warm fronts (Eskridge et
al., 1997). Models have little problem resolvinghgptic-scale variations, especially
those models that utilize FDDA (Gilliam et al, 2Q00&ogrefe et al., 2006). The diurnal

variations in terms of phase or correlation withs@tvations are also well simulated
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(Gilliam et al, 2006; Hogrefe et al., 2006), in frarlar, the near-surface temperature that
is strongly influenced by the accurately represgrgelar cycle. However, evaluations
that consider model performance as a functionroétof day find that many models do
not replicate the amplitude of the diurnal tempaetsignal well (Betts et al., 1997;
Zehnder, 2002; Liu et al., 2003; Chen and Steerfyl#Q05). For example, it is common
for models to overestimate the low temperaturegtitrand underestimate the maximum
high temperature during the day (Mass et al., 2008)s can be seen in Figure 1 where
several models have a warm bias at night and dakiduring the day. In these instances
the amplitude will be lower on average than thesoltions, thus the variability less. To
examine the diurnal signal, the variability of thkered diurnal component of 2-m
temperature and mixing ratio for the observatidiy)5 PXACM and WRF PXACM
simulations are computed. The variability of eachdel is divided by the observed
diurnal variability at each observations site t@mine which areas the models diurnal
signal is weaker, similar or stronger than the oksteons. Figure 9 and Figure 10 present
the ratio of simulated to observed diurnal varipibf 2-m temperature (Figure 9) and
mixing ratio (Figure 10) for both January and Augus

Two issues regarding the filtered model signalsiemgortant to examine. The first
assessment is how well the models replicate thealiwariability of the observations.
The second issue is whether or not the implememtaif PX LSM and ACM2 PBL in
WRF is consistent with MM5. For January 2006 (Feg@®) the ratio of simulated to
observed variability of the diurnal 2-m temperatdioecing indicates both the WRF
(Panel A) and MM5 (Panel C) underestimate, by #ofaaf two, the diurnal variability at

many sites along the Gulf and Atlantic coast. Tpectic time series at several of these
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sites (not shown) reveal the diurnal amplitudehef mmodel is indeed much dampened. A
likely explanation is that the observation sites iara model grid cell that is partly water,
thus, the model grid cell average temperature tranavill be lessened.

The models replicate the diurnal forcing of tempa® at many other sites in the
domain fairly well, although slightly underestiméteas the ratios of variability are
generally between 0.70 and 1.10 (blue to teal sdloklso, the spatial pattern of the
variability ratio is consistent between the MM5 P& and WRF PXACM
implementations. The main difference is in the neasst part of the domain and inland
parts of the southeast US where the WRF PXACM hasiéh lower diurnal forcing than
the MM5 PXACM. In many of these same locationspanticular the inland parts of the
southeast and mid-Atlantic, the WRF PXACM had hrgtemperature error relative to
the temperature analysis than the MM5 PXACM (FigBirganel C and Figure 4, panel
B). A time series comparison of the two simulatiowgh the 2-m temperature
observations at a site in Massachusetts (not shoewgals that the MM5 PXACM
captured the daily high temperatures during sevpesiods of warmer than normal
weather in January, while the WRF PXACM was mucldieo The WRF PXACM has
the same problem capturing the afternoon high teatpess during warm periods in
January at sites in central South Carolina, wheeeWRF model has a small diurnal
temperature variability compared to observations.

The WRF ACMPX for January 2006, does show somdisigprovement (Figure 9,
panels A and C) over the MM5 implementation ovetgaf the central Plains, Midwest
and Great Lake states where the diurnal variabityp with observations is closer to 1.0.

Several sites in lowa, Kansas, Wisconsin and Mahigvere examined and the time
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series indicate that the WRF PXACM matched the ofas®ns much better on the
colder nights in January, which explains the mamgarable variability relative to the
observations when contrasted with the MM5 PXACMfdnt, these cold nights are on
days where the fractional snow cover is greaten #exo, which along with some of the
other comparisons, indicate that the new fractiamdw cover algorithm in the WRF
PXACM does indeed improve temperature predictiorsr surfaces covered by shallow
snow.

As with other comparisons of the WRF PXACM and MMBACM, the diurnal 2-m
temperature forcing in August 2006 (Figure 9, Parieland D) is much closer to the
observations (dark blues to light greens) tharnamudry, except the coastal sites. Again,
these coastal sites are not resolved well by thdembecause a fraction of the cell is
simulated as water, where diurnal temperature rigres less than land. Spatial patterns,
in terms of which areas each model simulation capdis the diurnal amplitude of
temperature well, are loosely related to the pertorce in Figure 5. The WRF PXACM
has a variability ratio with the observations close 1.0 (light greens) in the states
surrounding the Ohio River Valley. The specific ¢irseries at several sites in this area
were examined (not shown) and the WRF PXACM resbivee daily low temperature
better than the MM5 PXACM. Along the front rangetbé Rocky Mountains, the MM5
PXACM has a diurnal variability ratio with the olpgations closer to 1.0 than the WRF
PXACM. Time series were examined at a few of thessiand the MM5 PXACM
resolved the low temperatures much better whilé lboddels were similar with the high
temperature. Otherwise, many of the other parth@®fcountry were similarly simulated

in terms of diurnal temperature forcing.
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Figure 10 presents the differences between the Mkt WRF implementations of
PXACM are even more alike, both in August than 2an2006, in simulating the diurnal
variations of 2-m mixing ratio. The diurnal varibiyl compared to observations is larger
in both models by a factor of 1.5 to 2.0 over mucithe southern half of the model
domain and closer to 1.0 over the northern pathefdomain. This again improves the
confidence that the new physics in WRF are comparebthe existing MM5 version
during the warm season. However, it does raisessuei that diurnal 2-m mixing ratio
varies more than observations throughout the dhis may be tied to excessive latent

heat flux from the ground or vegetation.

4. Summary

The Pleim-Xiu LSM, Pleim surface-layer scheme, aksymmetric Convective
Model version 2 were implemented in Version 3 a tkdvance Research WRF model.
This new combination of physics is best used ftmospective simulations, in particular,
those used to drive air quality models. Severalraggs were made to the PX LSM in
WRF including a new snow heat capacity that aceotortfractional land-use dependent
snow cover and deep soil temperature nudging (PaeidhGilliam, 2008).

Simulations using the new WRF implementation weyedticted for a January and
August period in 2006. For benchmark purposespalai PX LSM and ACM2 MM5
simulation and three other WRF simulations with ooonly used physics configurations
were also executed. A comparison of model perfonmawas conducted that mostly
focused on 2-m temperature and mixing ratio usiogntpobservations and model

analyses. Cumulative or bulk statistics indicageriew physics implementation in WRF,
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considering temperature and mixing ratio, does petform as well as the MM5
counterpart during winter, but is comparable fag summer month. It was discovered
that the analyses that drive the soil moisture @mtperature nudging of the PX LSM
have different precision when compared to pointeoketions. The analysis used by
MM5 was from the RAWINDS utility that re-introducéise point observations to a base
model analysis (NAM) that is interpolated to the EIdrid, while the WRF simulations
used the NAM analysis directly interpolated to W&F grid. It is expected that once a
RAWINDS-like utility is developed for WRF (utilitgalledOBSGRID is in progress) the
WRF simulations using the PX LSM and ACM2 will faer improve and merge or even
outperform the MM5 implementation, as initial testgpport.

Model analyses were used to complete a griddedaspataluation of the model
simulations. This type of evaluation is beneficiat several reasons. First, a model
analysis is designed to be the best guess of #te st the atmosphere that considers a
short-term (typically 3-hour) model forecast andltiple types of observations using
some method of error minimization. It would be tading for a model to consistently
outperform the analysis in terms of how both corap@r point surface observations.
Second, the model analysis is directly used for madging in the PX LSM, thus, the
most appropriate dataset for evaluating the 2-np&rature from that model.

For January 2006 the WRF PXACM had similar 2-m terapure error as the
analysis at night, but much greater error during dlay, where not only the WRF PX
ACM simulations had a large cold bias, but the enother WRF simulations had large

error and cold bias. The new fractional snow calgorithm improved the simulated 2-
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m temperature when compared to the MM5 in areas @ha south of the permanent
snowpack (Plains, Mid-west and Great Lakes regions)

During the summer month of August 2006, the 2-mperature simulation of the
WRF PXACM was very close to the MM5 implementationterms of error and bias,
with notable improvement over the Rocky Mountaififie uncertainty of the 2-m
temperature predictions was in some cases lesseifZMRF PXACM than the model
analysis. Also, the WRF PXACM and MM5 PXACM tempera and moisture
simulation contained less error than the other VBRfulations.

An analysis of the variability of the filtered dnal signal of observations and all
model simulations, including both temperature andistare, indicates the WRF and
MMS5 implementation of the PXACM are generally sianiin terms of diurnal amplitude.
However, in the winter, the WRF PXACM had a muclpréssed diurnal amplitude of
temperature over parts of the southeast US andAthaahtic regions. There is some
evidence of lower shortwave radiation in these sareas, so a difference in cloud cover
is suspected. Improvements in the simulated lowptzature by the WRF PXACM in the
Plains, Mid-west and Great Lakes are attributetthédfractional snow cover algorithm.

Considering the various evaluation approaches ptedein this study, and the
benchmark of the new implementation in WRF with ¢ixésting MM5 version and other
WRF configurations, we feel the WRF PXACM is reasole, especially during the
warmer seasons. However, several ongoing invegtigat and corresponding
improvements are necessary. A snow model to imptbeeemperature and associated
PBL properties over snow cover is recommended. Alsosee evidence that during the

winter the WRF implementation of the PXACM genesagxcessive cloud cover at the



25

top of the PBL, which impacts the daytime high tenapure in some areas. The cloud
issue needs to be examined in more detail. Findlys recommended that model
analyses be used more regularly in model evalugtoies, as presented here, since they
represent a best guess of the atmosphere congjdetutiple observations.

Disclaimer —The United Sates Environmental Protection Agency through its Office of
Research and Devel opment funded and managed the research described here. It has been
subjected to Agency review and approved for publication.
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Table 1 Configuration of various model simulations. Numbiadicate physics option
numbers in WRF V3.0 and MM5.

Table 2 Summary of surface-based model performance statifsir each simulation
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Figure 2 Diurnal (UTC) segregated RMSE of simulated 2-m mgxratio for January
and August of 2006. The statistics include obseaat from all sites in the model
domain.

Figure 3 Difference of RMSE of the WRF PXACM simulated 2-emperature and the

other simulations or analyses (noted in upper rigiter of each panel) for January
2006. Cold (Warm) colors or negative (positiveluea indicate WRF PXACM has less
(more) error than the specified simulation/analysis

Figure4 Panel (A) Mean absolute error of simulated 2-m terafure when compared to
NAM-12km analysis for the month of January 2006néta (B-E) are the difference of
MAE of 2-m temperature of the WRF PXACM and eachh# other simulations. Note:
cool (warm) colors indicate areas were the WRF PXKIas lower (higher) error and
the difference scale ranges from -1.0 to 1.0 K

Figure 5 Difference of RMSE of the WRF PXACM simulated 2-emiperature and the
other simulations or analyses (noted in upper rgihber of each panel) for August 2006.
Cold (Warm) colors or negative (positive) valuedicate WRF PXACM has less (more)
error than the specified simulation/analysis.

Figure 6 Panel (A) Mean absolute error of simulated 2-m terajure when compared to
NAM-12km analysis for the month of January 200thé¥s (B-E) are the difference of
MAE of 2-m temperature of the WRF PXACM and eachhef other simulations. Note:
cool (warm) colors indicate areas were the WRF PXWIas lower (higher) error and
the difference scale ranges from -1.0 to 1.0 K

Figure 7 Observed and simulated monthly precipitation (mon)January 2006.
Figure 8 Observed and simulated monthly precipitation (mfon)August 2006.

Figure 9 The filtered (diurnal) 2-m temperature variability. Tipdotted values are the
ratio of model to observed (model/observation) afaitity for the MM5 (panel A and B)
and WRF (panel C and D) PXACM simulations for Jagwand August 2006.
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Figure 10 The filtered (diurnal) 2-m moisture variabilityh& plotted values are the ratio
of model to observed (model/observation) variapildr the MM5 (panel A and B) and
WREF (panel C and D) PXACM simulations for Januamyg &ugust 2006.



Table 1 Configuration of various model simulations

numbers in WRF V3.0 and MM5.

RUN ID LSM PBL Surface-layer
WRF PXACM PX (7) ACM2 (7) Pleim (7)
MM5 PXACM PX (7) ACM2 (7) Pleim
WRF NOAHYSU NOAH (2) YSU (1) M-O (1)
WRF NOAHMYJ NOAH (2) MYJ (2) M-O Janic (2)
WRF RUCYSU RUC (3) YSU (1) M-O (1)
Other Common

Configurations All WRF MM5

Microphysics

WSM 6-class (6)

Reisner 2 (7)

Convective Kain-Fritsch 2 (1) Kain-Fritsch 2 (8)
Shortwave Dudhia (1) Dudhia
Longwave RRTM (1) RRTM (4)
Initial conditions NAM-218 NAM-218
Boundary

conditions NAM-218 NAM-218
FDDA driver NAM-218 NAM-218
Soil moisture

nudging NAM-218 RAWINDS

34

. Numbiedicate physics option
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Table 2 Summary of surface-based model performance statifsir each simulation

WRF WRF WRF

PXACM MM5 PXACM NOAHYSU NOAHMYJ WRF RUCYSU
2-m Temperature
(K)
January RMSE 2.80 2.41 2.31 2.92 2.36
January BIAS -0.90 -0.34 0.04 -1.41 -0.33
August RMSE 2.03 1.97 2.23 2.28 2.84
August BIAS 0.13 -0.07 0.18 -0.47 1.47
2-m Mixing Ratio
(g kg™)
January RMSE 0.99 0.90 0.86 0.88 1.04
January BIAS 0.18 0.31 0.30 0.20 0.59
August RMSE 1.90 1.88 2.16 1.85 2.44
August BIAS 0.20 0.78 -0.98 -0.40 -0.85
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Figure 1 Diurnal (UTC) segregated mean (top) and RMSE (lott@f model
simulated 2-m temperature for January (left) andgusi (right) of 2006. The
statistics include observations combined fromigdissin the model domain.
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Figure 2 Diurnal (UTC) segregated RMSE of simulated 2-m mgxratio for January
and August of 2006. The statistics include obsematfrom all sites in the model
domain.
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NAM Analysis

Figure 3 Difference of RMSE of the WRF PXACM simulated 2-emperature and
the other simulations or analyses (noted in uppght rcorner of each panel) for
January 2006. Cold (Warm) colors or negative (pasi values indicate WRF
PXACM has less (more) error than the specified satan/analysis.
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Figure 4 Panel (A) Mean absolute error of simulated 2-m terajure when

compared to NAM-12km analysis for the month of Fag2006. Panels (B-E) are
the difference of MAE of 2-m temperature of the WRKACM and each of the other
simulations. Note: cool (warm) colors indicate areeere the WRF PXACM has

lower (higher) error and the difference scale rarfgem -1.0 to 1.0 K
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Figure 5 Difference of RMSE of the WRF PXACM simulated 2-emiperature and
the other simulations or analyses (noted in upigét corner of each panel) for
August 2006. Cold (Warm) colors or negative (pes)tvalues indicate WRF
PXACM has less (more) error than the specified satian/analysis.



41

Do
_WRF PXACM WRF NOAHMYJ } Q) H

Flgure6 Panel (A) Mean absolute error of simulated 2 mrterature when
compared to NAM-12km analysis for the month of Jag®006. Panels (B-E) are
the difference of MAE of 2-m temperature of the WRKACM and each of the other
simulations. Note: cool (warm) colors indicate areere the WRF PXACM has

lower (higher) error and the difference scale rarnfgem -1.0 to 1.0 K
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Figr7 Observed and S|mulate (')thly'prempiatin hmnury 2606.
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Figure 8 Observed and simulated monthly precipitation (Mfon)August 2006.
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Figure 9 Thefiltered (diurnal) 2-m temperature variability. Thiotted values are the
ratio of model to observed (model/observation) ataifity for the MM5 (panel A and
B) and WRF (panel C and D) PXACM simulations fonuary and August 2006.
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Figure 10 The filtered (diurnal) 2-m moisture variabilityh& plotted values are the
ratio of model to observed (model/observation) ataifity for the MM5 (panel A and
B) and WRF (panel C and D) PXACM simulations fonuary and August 2006.



