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Impact of climate change alone and in combination with
currently planned emission control strategies are investigated
to quantify effectiveness in decreasing regional ozone and
PM2.5 over the continental U.S. using MM5, SMOKE, and CMAQ
with DDM-3D. Sensitivities of ozone and PM2.5 formation to
precursor emissions are found to change only slightly in response
to climate change. In many cases, mass per ton sensitivities
to NOx and SO2 controls are predicted to be greater in the future
due to both the lower emissions as well as climate, suggesting
that current control strategies based on reducing such
emissions will continue to be effective in decreasing ground-
level ozone and PM2.5 concentrations. SO2 emission controls are
predicted to be most beneficial for decreasing summertime
PM2.5 levels, whereas controls of NOx emissions are effective
in winter. Spatial distributions of sensitivities are also found
to be only slightly affected assuming no changes in land-use.
Contributions of biogenic VOC emissions to PM2.5 formation
are simulated to be more important in the future because of
higher temperatures, higher biogenic emissions, and lower
anthropogenic NOx and SO2 emissions.

Introduction

Climate change is forecast to affect ambient temperatures,
precipitation frequency, and stagnation conditions (1, 2), all
of which impact regional air quality. Increases in ground-
level ozone concentrations are expected in the future due to

higher temperatures and more frequent stagnation events
(3–6). Ozone-related health effects are also anticipated to be
more significant (7). Prior work suggests PM2.5 (particulate
matter with aerodynamic diameter less than 2.5 µm) levels
will increase in some areas but not in others, largely due to
changes in precipitation (8). Both ozone and PM2.5 are also
found to impact climate via direct and indirect effects on
radiative forcing (9). An issue of primary importance for
policymakers is how well currently planned control strategies
for improving air quality for ozone and PM2.5 that are based
on the current climate will work under future global climate
change scenarios. This can be investigated by quantifying
sensitivities of air pollutants e.g., ozone and PM2.5 to their
precursors e.g., nitrogen oxides (NOx ) NO + NO2), volatile
organic compounds (VOCs), ammonia (NH3), and sulfur
dioxide (SO2) under both historic and potential future climatic
conditions.

Sillman et al. (10) and Milford et al. (11) present sensitivi-
ties of ozone formation to its precursors, NOx and VOCs.
They identified the factors that affect sensitivity of ozone to
NOx and VOCs including the ratio of VOC to NOx concentra-
tions, reactivity of VOCs, abundance of biogenic hydrocar-
bons, photochemical aging, and rates of meteorological
dispersion (12). Ambient particulate matter formation,
including inorganic components (e.g., ammonium, nitrate,
and sulfate) and secondary organic aerosols (SOA), are found
to be influenced by ambient temperature, humidity, clouds,
and precursor concentrations (13–16). Both anthropogenic
and biogenic VOCs contribute to SOA (17, 18), though
biogenic VOCs are thought to be more important on a global
scale (19, 20). Since higher ambient temperatures lead to
higher biogenic VOC emissions as a result of climate change
(assuming no changes in vegetation coverage) (21, 22), future
climate-induced emission changes are expected to alter how
ozone and PM formation will respond to their precursor
emissions (i.e., sensitivities) even if anthropogenic emissions
do not change significantly. Recent studies suggest that ozone
concentrations are more sensitive to precursor emission
changes from controls than to climate-induced effects (23).
If the same is true for PM2.5, this would suggest that current
emphasis on local and regional controls should continue to
provide air quality benefits.

Responses of future ozone and PM2.5 levels to both climate
change and to emission changes are quantified using historic
(years of 2000–2002) and projected future (years of 2049–2051)
meteorology. The target future period from 2049 to 2051 is
chosen as a compromise between being far enough in the
future to experience nontrivial climate modification, yet is
still within a reasonable horizon for air quality planning. If
the pollutant fields and their sensitivities to anthropogenic
emissions in the future are similar to current conditions, the
conclusion would be that climate considerations will not
significantly impact design of current control strategies that
deal with ozone and PM2.5 as much as if the relative
sensitivities changed markedly. If the sensitivities are similar,
but the pollutant levels are significantly different, then control
strategies should focus on degree of controls rather than
direction. If, however, the sensitivities are significantly
different, future control decisions should consider how
climate change might be addressed in formulating strategies
along with associated uncertainties. This work extends the
previous work by Tagaris et al. (8) to show the sensitivities
of different air pollutants to emissions which provides critical
information for the air pollution control strategies.
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Materials and Methods
Details of the modeling approach are given in Tagaris et al.
(8), and summarized here. The fifth-generation NCAR/Penn
State Mesoscale Model (MM5) (24, 25) is used to downscale
NASA’s Goddard Institute of Space Studies (GISS) (26) global
climate model results for years of 2000–2002 and 2049–2051
(4, 6). Meteorological model evaluation has been presented
by Tagaris et al. and Leung and Gustafson (4). Emissions for
Canada, Mexico, and the U.S. for 2000–2002 are processed
using the Sparse Matrix Operator Kernel Emissions (SMOKE)
modeling system (www.cep.unc.edu/empd/EDSS/emis-
sions). For future emissions, we use forecasts accounting for
reductions in NOx, SO2 and VOC corresponding to current
regulations in the U.S., Canada, and Mexico (which include
reductions from the Clean Air Interstate Rule (CAIR) controls
(27)) up to 2020. From 2020 to 2050, we use forecasts from
the Integrated Model to Assess the Global Environment
(IMAGE) model (www.mnp.nl/image), based on IPCC A1B
scenario (see Woo et al. for details (28)).

The community multiscale air quality model (CMAQ) (29)
with SAPRC-99 (30) chemical mechanism and decoupled
direct method 3D (DDM-3D) (31–34) are used to simulate
historic and future ozone and PM2.5 concentrations, and to
quantify their sensitivities to specific sets of emissions;
including both anthropogenic and biogenic VOC emissions,
anthropogenic NOx, total NH3, and total SO2, over a domain
covering the United States as well as parts of Canada and
Mexico. A uniform grid of 36 by 36 km horizontal cells with
nine vertical layers is employed (Figure 1). DDM-3D directly
calculates the first-order local sensitivities of both gas- (35)
and condensed-phase (36) pollutants to precursor emissions,
i.e., the first-order sensitivity (Si,j) of pollutant concentration
i (Ci) to source emissions j (Ej) is calculated as follows:

Si,j ) Ej

∂Ci

∂Ej
(1)

The first-order (linearized) sensitivities, as presented here,
have the same units as the corresponding pollutants. These
sensitivities represent how pollutant concentrations would
respond to a 100% reduction in precursor emissions if the
systems were linear, which is typically reasonable for
reductions of 25–50% emissions, depending on pollutant and
environment (35).

In this work, two different future scenarios are studied.
First, the changes in sensitivities due to the impact of potential
future climate change alone are examined by using historic
and potential future climates, but keeping future emissions
source strengths the same as in historic episodes (“non-
projected” or “np” scenario). In the second scenario, potential
future meteorological fields and expected future emissions,
projected following the IPCC mid-level increase scenario,
A1B emission scenario (37), and recent regulatory actions
(27), are applied in the regional air quality simulations.

Simulations performed in this study are summarized in Table
1. By comparing the results of sensitivity analyses from
different scenarios, contributions of ozone and PM2.5 precur-
sors and effectiveness of control strategies are quantified.

Simulations using nonprojected (np) emissions in the
future (i.e., 2050_np and 2049–2051_np summers in Table 1)
use the same emission inventories as 2001 but the emissions
are not identical as some components of emissions (e.g.,
biogenic VOC and mobile source NOx) have been adjusted
to respond to future climate/meteorology (Table S2 in the
Supporting Information (SI)).

Results and Discussion
Regional variations are found by dividing the continental
U.S. into five large regions: west, plains, midwest, northeast,
and southeast (Figure 1) taking into account different
characteristics of precursor emissions and air pollutant
formation processes. Sensitivity results are presented by
averaging over the continental U.S. and each region separately
for the year 2001, summers (June, July, and August) of
2000–2002, the year 2050, and summers of 2049–2051 with
both projected and nonprojected emissions. Additionally,
the first-order sensitivities of the 2050 scenario are also
normalized by 2050 emissions and multiplied by 2001
emissions to compare the sensitivities of ozone and PM2.5

formation with the 2001 scenario based on “per unit” (e.g.,
per ton) of precursor emissions (“2050_Norm”).

S2050_Norm ) S2050

E2001

E2050
(2)

Details of meteorology- and emission-simulation results are
given elsewhere (4, 8, 28) and are summarized here. Annual
average surface temperatures are predicted to increase by
about 0–3 K over the simulation domain between 2001 and
2050. The higher temperatures in 2050 are accompanied by
increases in absolute humidity in most of the domain (up to
20% compared to 2001). For emissions, SO2 and NOx

emissions are forecast to be reduced 51% each between 2001
and 2050, largely due to current regulations being fully
implemented. NH3 emissions are predicted to rise in the
future (∼7%) from increases in population and related
activities (8, 28). If the effects of increased activities and
planned emission controls are not considered, SO2 (+4%)
and NOx (+2%) emissions change only slightly due to
temperature dependent processes (e.g., microbial activities,
increased exhaust emissions). Without controls of future
anthropogenic emissions, VOC emissions are predicted to
increase (+15%) due to warmer climate along with temper-
ature-sensitive emissions from biogenic and mobile sources
and other evaporative processes. On the other hand, with
controls, anthropogenic VOC emissions are predicted to
decrease in the future, offsetting increases in biogenic VOC
emissions. Combined effects of those two mechanisms cause
total VOC (i.e., anthropogenic and biogenic VOCs) emissions
to increase approximately 2% (SI, Table S2).

Ozone Sensitivities. To quantify how ozone levels will
continue to respond to controls, CMAQ with DDM-3D was
used to calculate ozone sensitivities to biogenic VOCs,
anthropogenic VOCs, and anthropogenic NOx emissions for
the historic and future periods with and without controls.
Simulated 2001/2050 yearly and 2000–2002/2049–2051 sum-
mer fourth-highest daily maximum 8 h average ozone (4th
MDA8 h ozone) is calculated for comparison to EPA’s National
Ambient Air Quality Standards (NAAQS). Results of sensitivi-
ties of annual and summertime (JJA) fourth MDA8 h ozone
to precursor emissions are then averaged by regions as well
as for the continental U.S. (Figure 2). First-order (linearized)
sensitivities suggest each 10% reduction in anthropogenic
NOx emissions causes ∼2-4% decreases in fourth MDA8 h

FIGURE 1. Simulation domain with 111 × 147 horizontal grid
cells which being 36 by 36 km and the U.S. regions–west,
plains, midwest, northeast, and southeast.
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O3 concentrations in both 2001 and 2050 when emission
controls are not included (SI, Table S1) on a regional basis.
Reductions in VOC emissions are also beneficial for decreas-
ing ozone levels for historic and future episodes without
projected emission controls. Overall, ozone and its relative
sensitivities to anthropogenic NOx, biogenic VOC, and
anthropogenic VOC emissions are predicted to increase only
slightly in 2050 without considering emission controls as
compared to 2001.

For scenarios with projected emissions (“2050” and
“2049–2051 summers”), future reductions in anthropogenic
precursor emissions decrease the total contributions of
anthropogenic NOx and anthropogenic/biogenic VOCs to
ozone formation because of the 51% reduction in NOx

emissions. However, sensitivities of ozone formation to “per
unit” (e.g., ton) NOx emission (“2050_Norm” in Figure 2)
increase significantly because the reductions in NOx and
steady VOC emissions shift ozone formation toward being
more NOx-limited. Conversely, sensitivities of ozone forma-
tion to per unit emissions of anthropogenic and biogenic
VOCs are both lower in 2050 as compared to 2001. Changes
in multisummer sensitivities of fourth MDA8 h ozone
formation to precursor emissions between different sce-
narios (2000–2002_summers, 2049–2051_np_summers, and
2049–2051_summers) are found to be in good agreement
with the changes in yearly simulations (Figure 2). If one
looks at regional variations in all subregions, sensitivities
of fourth MDA8 h ozone formation to anthropogenic NOx

emissions are highest in the southeast because of greater
biogenic VOC emissions. Year-to-year variations in sensitivi-
ties of fourth MDA8 h ozone to anthropogenic NOx emissions
during summers are found to be small for 2000–2002 and
2049–2051 with both projected and nonprojected emissions
(Table 2). Such results suggest more consecutive yearly
simulations are not expected to significantly change inter-
pretation of sensitivity analysis.

Spatial distributions of sensitivities of annual fourth MDA8
h ozone to anthropogenic NOx emissions for the scenarios
of 2001, 2050_np, and 2050 are found to be similar, though
the magnitudes of sensitivities of 2001 and 2050_np are higher
than 2050 due to controls of anthropogenic NOx emissions
and associated decreases in ozone concentrations in the
future (Figure 3a-c). On the other hand, planned future
emission controls are predicted to shift ozone formation to
being more NOx-limited in 2050 over the simulation domain.
This suggests that reductions in anthropogenic NOx emissions
will continue to be effective for reducing regional ozone
concentrations, even more so than is currently the case.

PM2.5 Sensitivitie. Sensitivities of 2050 annual average
speciated PM2.5 formation to its precursors are predicted to
be similar to 2001 when nonprojected emission inventories
are simulated (“2050_np”) (Figure 4), even though climate
change influences PM2.5 formation in several ways. First,
changes in temperatures shift the partitioning of volatile and
semivolatile compounds between gas and condensed phases.
Higher temperatures favor condensable compounds existing

TABLE 1. Summary of Air Quality Simulations

scenario emission inventory (E.I.) climatic conditions future air quality impacting factors

2001 historic (2001) historic (2001 complete year) N.A.a

2000–2002 summers historic (2000–2002) historic (2000–2002 summersb) N.A.
2050_npc historic (2001) future (2050 complete year) potential future climate changes
2049–2051_np_summers historic (2000–2002) future (2049–2051 summersb) potential future climate changes

2050 future (2050) future (2050 complete year) potential future climate changes and
emission controls

2049–2051 summers future (2049–2051) future (2049–2051 summersb) potential future climate changes and
emission controls

a N.A., not applicable. b Summers include June, July, and August. c “np” means no projection in emission inventories.
Emission inventories for 2049–2051 are the same as 2000–2002.

FIGURE 2. Sensitivities of annual and summertime (JJA) 4th MDA8 h O3 to domain-wide emissions of biogenic and anthropogenic
VOCs and anthropogenic NOx for the five regions and U.S. (note the change in scales).
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as gases, thus decreasing the mass of condensed material.
This is true for nitrate and secondary organic aerosols.
Increases in absolute humidity due to higher temperature
can increase OH concentrations in the atmosphere. Since
OH radicals are strong oxidants, higher OH concentrations
are expected to favor more rapid oxidation of SO2 and NOx,
forming condensable compounds in the atmosphere. Most
notable effects, however, relate to meteorological processes
affecting dispersion (e.g., stagnation periods) and loss (e.g.,
wet deposition due to rain). Surprisingly, the net effects of
those mechanisms cause only slight changes in PM2.5 (see
Tagaris et al.,2007) and their sensitivities (Figure 4).

Relative sensitivities of sulfate fraction of PM2.5 to SO2

emissions (SO4_SO2) and nitrate of PM2.5 to anthropogenic
NOx emissions (NO3_ANOX) (“A” presents “anthropogenic”)
are predicted to decrease with projected emissions in 2050
due to reductions in emissions (Figure 4). However, sensi-

tivities of nitrate aerosol formation per unit NOx emission
increase, although the contribution of per unit SO2 emission
tosulfateaerosoldoesnotchangesignificantly(“2050_Norm”).
The increase in sensitivity of nitrate aerosol formation to per
unit NOx emission is due to both higher projected ammonia
emissions and reductions in SO2 emissions which make more
NH3 available to react with nitric acid to form ammonium
nitrate. Sensitivities of sulfate PM2.5 formation to ammonia
(SO4_NH3) are predicted to increase due to higher, future
ammonia emissions. Higher ammonia/ammonium concen-
trations tend to neutralize cloudwater, allowing more rapid
SO2 oxidation by ozone. On the other hand, lower NOx

emissions decrease ammonium nitrate formation in the
nitrate-limited environment and reduce sensitivities of nitrate
PM2.5 to NH3 emissions (NO3_NH3). Overall, changes in
sulfate and nitrate lead to less ammonium PM2.5 formation

TABLE 2. Sensitivities of Summertime (JJA) 4th MDA8 h Ozone To Domain-Wide Anthropogenic NoX Emission for the Five Regions
and the Continental U.S.

unit: ppbV

2000 2001 2002 2049_np 2050_np 2051_np 2049 2050 2051

west 13.4 14.4 13.3 15.2 15.2 17.5 9.5 9.8 10.6
plains 21.4 21.6 21.2 21.9 19.5 22.3 15.7 15.2 15.7
midwest 27.6 25.4 27.7 24.8 24.6 32.3 18.4 19.5 22.9
northeast 24.6 21.1 23.1 24.7 26.4 31.2 17.8 19.5 22.2
southeast 33.8 31.4 31.5 34.3 31.5 35.8 23.3 22.3 23.4
U.S. 22.6 22.0 22.1 22.8 21.6 25.5 16.0 16.0 17.4

FIGURE 3. Spatial distribution of sensitivities of annual 4th MDA8 h ozone to domain-wide anthropogenic NOx emissions (a, b, and
c), and annual averaged sensitivities of PM2.5 formation to domain-wide SO2 emissions (d, e, and f) for 2001, 2050_np, and 2050 (top
to bottom) (sensitivities presented here are first-order sensitivities).
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and decrease sensitivities of ammonium PM2.5 to ammonia
emissions (NH4_NH3).

SO2 emission reductions lead to increases in nitrate aerosol
formation (NO3_SO2 is negative), whereas anthropogenic
NOx emission reductions have small impacts on sulfate
aerosol formation (SO4_ANOX). Decreases in SO2 emissions
make more ammonia/ammonium available for ammonium
nitrate formation, though a small increase in nitrate is
simulated. Similarly, lower NOx emissions decrease nitrate
aerosol, slightly increasing sulfate, which arises from a

decreased atmospheric acidity, increases heterogeneous
sulfate formation. Thus, the net effects of SO2 and NOx

reductions are predicted to decrease PM2.5 mass under both
current and potential future climate conditions. Unlike high
ozone levels and their sensitivities, which are consistently
observed in the summer, temporal variations, presented by
standard deviation of month-to-month variability, of sen-
sitivities of speciated PM2.5 are found in a yearly simulation
(Figure 4). PM2.5 sensitivities with the largest variabilities are
SO4_SO2, NO3_ANOX, and NO3_NH3 (SI Figure S1). Sen-

FIGURE 4. Sensitivities of speciated PM2.5 formation to domain-wide precursor emissions for the scenarios of “2001”, “2050”,
“2050_np”, and “2050_Norm” (error bars represent standard deviations of month-to-month variability of sensitivities).

TABLE 3. Single- and Three-Summer Average Sensitivities of PM2.5 to Domain-Wide SO2 Emissions

unit: µg m-3

single-summer average three-summer average

2001 2050_np 2050 2000–2002 2049–2051_np 2049–2051

west 0.58 0.57 0.29 0.58 0.56 0.28
plains 2.90 2.81 1.64 2.96 2.47 1.42
midwest 3.60 3.88 2.03 4.10 3.51 1.84
northeast 2.44 3.32 1.47 2.83 2.85 1.29
southeast 5.15 5.51 2.72 5.73 4.80 2.36
U.S. 2.77 2.90 1.54 3.00 2.57 1.35
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sitivities of sulfate PM2.5 to SO2 emissions are simulated to
be more important during summers than other seasons,
whereas sensitivities of nitrate to NOx and NH3 emissions
are found being the highest in the winter (SI Figure S1). This
is true because NH4NO3 has higher vapor pressure and is
more sensitive to high temperatures than (NH4)2SO4. Gilliland
et al. present an underestimation of NH3 emissions in
summers and overestimation in winters since seasonal
variations of NH3 emissions are not included in current
inventories (38). Therefore, seasonal trends of NH4NO3 and
(NH4)2SO4 are expected to be more significant if seasonal
variation in NH3 emissions are considered. Those results show
that SO2 emissions dominate PM2.5 formation in the summer,
whereas emissions of SO2, NOx and NH3 are all comparably
important for decreasing secondary PM2.5 levels in the winter.
Seasonal variability of sensitivity of secondary organic aerosol
(SOA) to biogenic VOC emissions (SOA_BVOC) (“B” presents
“biogenic”) was also found due to higher biogenic VOC
emissions and faster oxidation of VOCs in summers. Increases
in sensitivity of sulfate to SO2 in the summer are due to an
increased photochemical oxidation and stagnation. On the
other hand, high temperatures decrease particle-phase
ammonium nitrate condensation in summers but the
converse is true at other times. Differences in single- and
three-summer average (e.g., 2001 vs 2000–2002) sensitivities
of PM2.5 to SO2 emissions are found to be small (up to ∼16%)
for 2000–2002 and 2049–2051 with both projected and
nonprojected emissions (Table 3). Spatial distributions of
sensitivities of total PM2.5 formation to SO2 emissions in 2050
with both projected and nonprojected emissions are also
examined and found to be similar to 2001 (Figure 3d-f),
showing that the conversion of SO2 to sulfate is only slightly
sensitive to climate change. The sensitivity reduction found
in some areas is due to precipitation (39).

Contributions of biogenic VOC emissions to PM2.5 forma-
tion are simulated to be more important in the future because
of higher temperatures, resulting in higher biogenic VOC
emissions whereas future emission reductions due to planned
controls decrease the sensitivities of PM2.5 formation to SO2

and NOx emissions (Figure 4). However, SO2, NH3, anthro-
pogenic NOx and biogenic VOCs are still found to continue
to be important precursors for PM2.5 formation in the future
with both projected and nonprojected emissions. These
results also suggest that PM2.5 formation is only slightly
sensitive to the simulated climate change with the direction
of impact ambiguous, and planned controls of SO2 and NOx

emissions will continue to be effective in reducing PM2.5

concentrations in the future. Climate-induced changes can
slightly increase control effectiveness in some locations
(“2050_np” and “2049–2050_np_summers” in Figures 2 and
4). For ozone and PM2.5, the impact of emission controls has
a greater effect on sensitivities than simulated climate change
between 2001 and 2050.

Acknowledgments
We thank the U.S. Environmental Protection Agency for
providing funding for this project under Science to Achieve
Results (STAR) grant no. RD83096001, RD82897602 and
RD83107601 and Eastern Tennessee State University. The
views expressed in this paper are those of the authors and
do not necessarily reflect the views or policies of the EPA. We
also thank Dr. L. Ruby Leung from Pacific Northwest National
Laboratory for providing future meteorological data and Dr.
Loretta Mickley from Harvard University for the GISS
simulation used by Dr. Leung. Disclaimer: A portion of the
research presented here was performed under the Memo-
randum of Understanding between the U.S. Environmental
Protection Agency (EPA) and the U.S. Department of Com-
merce’s National Oceanic and Atmospheric Administration
(NOAA) and under agreement number DW13921548. This

work constitutes a contribution to the NOAA Air Quality
Program. Although it has been reviewed by EPA and NOAA
and approved for publication, it does not necessarily reflect
their policies or views.

Supporting Information Available
Additional information is available in two tables and one
figure. This material is available free of charge via the Internet
at http://pubs.acs.org.

Literature Cited
(1) Karl, T. R.; Trenberth, K. E. Modern global climate change. Science

2003, 302, 1719–1723.
(2) Stott, P. A.; Tett, S. F. B.; Jones, G. S.; Allen, M. R.; Mitchell,

J. F. B.; Jenkins, G. J. External control of 20th century temperature
by natural and anthropogenic forcings. Science 2000, 290, 2133–
2137.

(3) Hogrefe, C.; Lynn, B.; Civerolo, K.; Ku, J. Y.; Rosenthal, J.;
Rosenzweig, C.; Goldberg, R.; Gaffin, S.; Knowlton, K.; Kinney,
P. L. Simulating changes in regional air pollution over the eastern
United States due to changes in global and regional climate
and emissions. J. Geophys. Res., [Atmos.] 2004, 109.

(4) Leung, L. R.; Gustafson, W. I. Potential regional climate change
and implications to US air quality. Geophys. Res. Lett. 2005, 32.

(5) Murazaki, K.; Hess, P. How does climate change contribute to
surface ozone change over the United States? J. Geophys. Res.,
[Atmos.] 2006, 111.

(6) Mickley, L. J.; Jacob, D. J.; Field, B. D.; Rind, D. Effects of future
climate change on regional air pollution episodes in the United
States. Geophys. Res. Lett. 2004, 31.

(7) Knowlton, K.; Rosenthal, J. E.; Hogrefe, C.; Lynn, B.; Gaffin, S.;
Goldberg, R.; Rosenzweig, C.; Civerolo, K.; Ku, J. Y.; Kinney, P. L.
Assessing ozone-related health impacts under a changing
climate. Environ. Health Perspect. 2004, 112, 1557–1563.

(8) Tagaris, E.; Manomaiphiboon, K.; Liao, K. J.; Leung, L. R.; Woo,
J. H.; He, S.; Amar, P.; Russell, A. G. Impacts of global climate
change and emissions on regional ozone and fine particulate
matter concentrations over the US. J. Geophys. Res., [Atmos.]
2007 112.

(9) Akimoto, H. Global air quality and pollution. Science 2003, 302,
1716–1719.

(10) Sillman, S.; Logan, J. A.; Wofsy, S. C. The sensitivity of ozone to
nitrogen-oxides and hydrocarbons in regional ozone episodes.
J. Geophys. Res., [Atmos.] 1990, 95, 1837–1851.

(11) Milford, J. B.; Gao, D. F.; Sillman, S.; Blossey, P.; Russell, A. G.
Total reactive nitrogen (NOy) as an indicator of the sensitivity
of ozone to reductions in hydrocarbon and NOx emissions. J.
Geophys. Res., [Atmos.] 1994, 99, 3533–3542.

(12) Sillman, S. The relation between ozone, NOx and hydrocarbons
in urban and polluted rural environments. Atmos. Environ. 1999,
33, 1821–1845.

(13) Russell, A. G.; McRae, G. J.; Cass, G. R. Mathematical-modeling
of the formation and transport of ammonium-nitrate aerosol.
Atmos. Environ. 1983, 17, 949–964.

(14) Ansari, A. S.; Pandis, S. N. Response of inorganic PM to precursor
concentrations. Environ. Sci. Technol. 1998, 32, 2706–2714.

(15) Chow, J. C.; Watson, J. G.; Fujita, E. M.; Lu, Z. Q.; Lawson, D. R.;
Ashbaugh, L. L. Temporal and spatial variations of Pm(2.5) and
Pm(10) aerosol in the southern CA air-quality study. Atmos.
Environ. 1994, 28, 2061–2080.

(16) Pun, B. K.; Seigneur, C. Sensitivity of particulate matter nitrate
formation to precursor emissions in the CA San Joaquin Valley.
Environ. Sci. Technol. 2001, 35, 2979–2987.

(17) Odum, J. R.; Jungkamp, T. P. W.; Griffin, R. J.; Flagan, R. C.;
Seinfeld, J. H. The atmospheric aerosol-forming potential of
whole gasoline vapor. Science 1997, 276, 96–99.

(18) Seinfeld, J. H.; Pankow, J. F. Organic atmospheric particulate
material. Annu. Rev. Phys. Chem. 2003, 54, 121–140.

(19) Chung, S. H.; Seinfeld, J. H. Global distribution and climate
forcing of carbonaceous aerosols. J. Geophys. Res., [Atmos.] 2002,
107.

(20) Kroll, J. H.; Ng, N. L.; Murphy, S. M.; Flagan, R. C.; Seinfeld, J. H.
Secondary organic aerosol formation from isoprene photooxi-
dation. Environ. Sci. Technol. 2006, 40, 1869–1877.

(21) Sanderson, M. G.; Jones, C. D.; Collins, W. J.; Johnson, C. E.;
Derwent, R. G. Effect of climate change on isoprene emissions
and surface ozone levels. Geophys. Res. Lett. 2003, 30.

(22) Lathiere, J.; Hauglustaine, D. A.; De Noblet-Ducoudre, N.;
Krinner, G.; Folberth, G. A. Past and future changes in biogenic

8360 9 ENVIRONMENTAL SCIENCE & TECHNOLOGY / VOL. 41, NO. 24, 2007



volatile organic compound emissions simulated with a global
dynamic vegetation model. Geophys. Res. Lett. 2005, 32.

(23) Russell, A.; Dennis, R. NARSTO critical review of photochemical
models and modeling. Atmos. Environ. 2000, 34, 2283–2324.

(24) Grell, G.; Dudhia, J.; Stauffer, D. R. “A description of the fifth
generation Penn State/NCAR mesoscale model MM5), NCAR
Tech. Note, NCAR/TN-398+STR,” Natl. Cent. Atmos. Res., 1994.

(25) Seaman, N. L. Meteorological modeling for air-quality assess-
ments. Atmos. Environ. 2000, 34, 2231–2259.

(26) Rind, D.; Lerner, J.; Shah, K.; Suozzo, R. Use of on-line tracers
as a diagnostic tool in general circulation model development
2. Transport between the troposphere and stratosphere. J.
Geophys. Res., [Atmos.] 1999, 104, 9151–9167.

(27) Houyoux, M. CAIR Emissions Inventory Overview; U.S. EPA:
Washington, DC, 2004.

(28) Woo, J. H.; He, S. P.; Amar, P.; Tagaris, E.; Liao, K. J.;
Manomaiphiboon, K.; Russell, A. G. Development of a Future
Emissions Inventory for Assessing Global Climate Change
Impacts on Regional Air Quality over North America. J. Air Waste
Mag. Assoc. submitted

(29) Byun, D. W.; a., K. L. S. Review of the governing equations,
computational algorithms, and other components of the
Models-3 Community Multscale Air Quality CMAQ) modeling
system. Appl. Mech. Rev. 2006, 59, 51–77.

(30) Carter, W. P. L. Documentation of the SAPRC-99 Chemical
Mechanism for VOC Reactivity Assessment; Final Report to CA
Air Resources Board, contract no. 92–329, and 95–308, 2000.

(31) Dunker, A. M. The decoupled direct method for calculating
sensitivity coefficients in chemical-kinetics. J. Chem. Phys. 1984,
81, 2385–2393.

(32) Dunker, A. M. Efficient calculation of sensitivity coefficients for
complex atmospheric models. Atmos. Environ. 1981, 15, 1155–
1161.

(33) Dunker, A. M.; Yarwood, G.; Ortmann, J. P.; Wilson, G. M. The
decoupled direct method for sensitivity analysis in a three-
dimensional air quality model - Implementation, accuracy, and
efficiency. Environ. Sci. Technol. 2002, 36, 2965–2976.

(34) Yang, Y. J.; Wilkinson, J. G.; Russell, A. G. Fast, direct sensitivity
analysis of multidimensional photochemical models. Environ.
Sci. Technol. 1997, 31, 2859–2868.

(35) Cohan, D. S.; Hakami, A.; Hu, Y. T.; Russell, A. G. Nonlinear
response of ozone to emissions: Source apportionment and
sensitivity analysis. Environ. Sci. Technol. 2005, 39, 6739–6748.

(36) Napelenok, S. L.; Cohan, D. S.; Hu, Y.; Russell, A. G. Decoupled
direct 3D sensitivity analysis for particulate matter DDM-3D/
PM). Atmos. Environ. 2006, 40, 6112–6121.

(37) IPCC Climate change 2001: The Science of Climate Change; IPCC
(Intergovernmental Panel on Climate Change, 2001.

(38) Gilliland, A. B.; Dennis, R. L.; Roselle, S. J.; Pierce, T. E. Seasonal
NH3 emission estimates for the eastern United States based on
ammonium wet concentrations and an inverse modeling
method. J. Geophys. Res., [Atmos.] 2003, 108.

(39) Liao, K. J.; Tagaris, E.; Manomaiphiboon, K.; A.G., R.; L.-Y., L.
In 86th AMS Annual Meeting, Atlanta, GA; http://ams.confex.
com/ams/Annual2006/techprogram/paper_105286.htm, 2006.

ES070998Z

VOL. 41, NO. 24, 2007 / ENVIRONMENTAL SCIENCE & TECHNOLOGY 9 8361


