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Abstract

Regional-scale air quality models are used to estimate the response of air pollutants to potential emission control

strategies as part of the decision-making process. Traditionally, the model-predicted pollutant concentrations are

evaluated for the ‘‘base case’’ to assess a model’s ability to reproduce past observations. Dynamic evaluation approaches,

which evaluate a model’s ability to accurately simulate air quality changes from given changes in emissions, are critically

important to regulatory applications. Here, we investigate approaches to evaluate the Community Multiscale Air Quality

(CMAQ) model’s predicted ozone (O3) response to large NOx emission reductions associated with the NOx State

Implementation Plan (SIP) Call and on-road mobile emissions. This case has the advantages that emission changes

associated with the NOx SIP Call can be well characterized and substantial changes are observed in O3 levels. To consider

the modeled response to emission changes in light of the strong meteorological influences on O3, two time periods after the

NOx SIP Call are included with very different meteorological conditions. The sensitivity to chemical mechanisms is also

considered by including simulations with the CB4, SAPRC, and CB05 chemical mechanisms. The evaluation results

suggest that the air quality model predictions underestimate the O3 reductions observed after the NOx SIP Call was

implemented. While the emission estimate uncertainties may also be a factor, the results suggest that the contribution of

long-range transport of O3 and precursors is underpredicted, especially when using the CB4 chemical mechanism. Further

investigation of the chemical mechanisms’ ability to characterize tropospheric chemistry aloft is recommended. Results

based on the most recent CMAQ version 4.6 with CB05 and updated emission inventories show incremental improvements

to the modeled O3 response to NOx emission reductions.
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1. Introduction

Regional-scale atmospheric chemical transport
models that predict tropospheric and near-surface
.
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concentrations of O3 and aerosol species are
generally referred to as air quality models. Emis-
sions for air quality models are estimated from
spatially heterogeneous and concentrated emission
sources, such as electrical generating units (EGUs)
and motor vehicles, and the physical and chemical
processes are simulated within an Eulerian grid
structure. For air quality management decisions,
these models are used to simulate air quality
impacts from hypothetical emission reduction sce-
narios. Costs and benefits are ultimately considered
before final emission reductions are selected; how-
ever, the ability of an air quality model to accurately
predict the changes in pollutant concentrations
stemming from emission controls is important for
developing meaningful and cost-effective emission
control strategies. Since the real impact of potential
emission control scenarios on air quality cannot be
directly evaluated, the usual approach taken in
regulatory modeling is to establish a model’s
credibility based on the model’s ability to reproduce
observed concentrations for the ‘‘base case’’. This
base case reflects a simulation under recent histor-
ical meteorological conditions with the best emis-
sion inventory available. Evaluating the model’s
ability to reproduce past air quality conditions is
very different from evaluating the model’s ability to
predict changes in air quality given changes in
emissions. The latter issue referred to here as a
‘‘dynamic evaluation’’ is only possible if a retro-
spective case exists where (1) substantial emission
reductions have resulted in discernable changes in
air quality over time and (2) the change in emissions
can be quantified accurately. An additional chal-
lenge is that the air quality changes over time are
also driven by meteorological variability.

A strong candidate for a dynamic evaluation case
study is the time period between 2002 and 2005
because large and abrupt NOx emission changes
occurred during this time as a result of the U.S.
Environmental Protection Agency’s (USEPA) NOx

State Implementation Plan (SIP) Call in addition to
a more gradual decreasing trend in mobile on-road
emissions (USEPA, 2005a). The NOx SIP Call
required substantial reductions in NOx emissions
from twenty-one states in the eastern United States
by 31 May, 2004 to reduce interstate transport of O3

and its precursors across the eastern United States.
USEPA (2005a, 2006) reported large decreases in
the observed daily maximum 8-h O3 concentrations
during 2004 and 2005 as compared to 2002 O3 levels
within the NOx SIP Call region. Gégo et al. (2007)
have shown that the observed O3 reductions after
the NOx SIP Call implementation are most evident
in the regions that are downwind of major EGUs in
the Ohio River Valley. Therefore, this time period
satisfies the first requirement for the dynamic
evaluation, namely, that a discernable change in
air quality is associated with known emission
reductions. Satisfying the second requirement for
the dynamic evaluation is the fact that the emission
reductions for the NOx SIP Call are directly
measured. As required by the USEPA Acid Rain
Program, major coal-fired EGUs are required to
equip each stack with Continuous Emission Mon-
itoring Systems (CEMS) that measure hourly SO2

and NOx emission rates and heat input (http://
camddataandmaps.epa.gov/gdm/index.cfm?fuseaction
=emissions.wizard). To meet the NOx SIP Call
requirements, all states involved chose to participate
in the NOx Trading Budget Program and imple-
mented reductions for power industry EGUs.
These emission reductions have also been detected
in satellite-derived NO2 columns in areas where
major utility emission sources exist and not in
the areas of heavy mobile emissions (Kim et al.,
2006). Since these EGUs are instrumented
with CEMS equipment, a large part of the NOx

SIP Call emission reductions are directly measured
and can be incorporated into air quality model
simulations.

Previous modeling studies have shown that
emission inventories that do not account for NOx

emission reductions from the NOx SIP Call
introduce substantial biases in the O3 predictions
during the summer 2004 (Frost et al., 2006;
Hudman et al., 2007; Kim et al., 2006), which
illustrates the need for an accurate emission
inventory for good model performance of the ‘‘base
case.’’ In the context of dynamic evaluation for this
study, emission estimates and modeling simulations
are developed for time periods before and after the
NOx SIP Call was implemented, and the modeled
and observed changes in O3 levels from summer
2002 to summers 2004 and 2005 are compared. It
should be noted that these O3 changes are influ-
enced both by changes in emissions as well as
meteorology, making it difficult to isolate the
influence of either on the O3 changes. Therefore,
this dynamic evaluation approach entails simulating
the year-to-year changes in O3 that are influenced by
variability in emissions and meteorological condi-
tions to determine if insights can be gained about
the model’s response to both driving factors.

http://camddataandmaps.epa.gov/gdm/index.cfm?fuseaction=emissions.wizard
http://camddataandmaps.epa.gov/gdm/index.cfm?fuseaction=emissions.wizard
http://camddataandmaps.epa.gov/gdm/index.cfm?fuseaction=emissions.wizard
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2. Approach for the dynamic modeling evaluation

Air quality model simulations before and after
the NOx SIP Call emission changes have been
developed for this study to compare predicted and
observed changes in O3 levels. Summer (June, July,
and August) 2002 was selected as the pre-NOx SIP
Call time period and summers 2004 and 2005 were
selected as the post-NOx SIP Call time periods. As
discussed in the introduction, year-to-year changes
in O3 are driven both by changes in emissions and
meteorology. Whereas both 2002 and 2005 summer
conditions were very conducive to O3 formation and
accumulation, summer 2004 experienced much
cooler, wetter conditions (USEPA, 2005a, 2006).
USEPA (2006) illustrated that the O3 reductions
between 2002 and 2004 were much larger than those
from 2002 to 2005 because of the differences in
meteorological conditions. The comparison of
modeled O3 changes from 2002 to 2004 and 2005
is included here to consider how much of the O3

change is attributable to changes in emissions.
Another approach to attribute the modeled O3

changes to emission or meteorological influences
could be to perform ‘cross’ simulations where the
meteorology is held constant and emissions changed
or vice versa. Godowitch et al., (2008a) demonstrate
that these ‘cross’ simulations are quite useful for
interpreting the model sensitivity to meteorology and
emission changes; however, these hypothetical sce-
narios cannot be compared directly to observational
data. Meteorologically-adjusted O3 data (Camalier
et al., 2007; USEPA, 2005a, 2006) account for about
70–80% of the interannual meteorological variability
influence (Cox and Chu, 1993; Zheng et al., 2007;
Camalier et al., 2007); therefore, it is not a direct
measurement and would introduce additional un-
certainty into the comparison.

For this application, we instead will use two
different post-NOx SIP Call summer periods in 2004
and 2005; the varying meteorology will help address
the influence of meteorological changes on the O3

response. In addition to the comparison of these
post-NOx SIP Call periods to the summer 2002 pre-
NOx SIP Call O3 levels, predictions for each
summer are compared to observed O3 concentra-
tions.

The O3 metrics for comparisons will be the
maximum daily 8-h O3 (MDA8) values at the
median and those equal to and above the 95th
percentile of the cumulative frequency distribution
(hereafter referred to as X95th%). The portion of
the distribution X95th% is near the regulatory
metric of the O3 design value, which is the 3-year
average of the observed 4th highest MDA8 O3

values at a site (http://www.epa.gov/oar/oaqps/
greenbook/40cfr50.html#appi). The observed and
modeled O3 metrics are calculated for each available
observational site from the Air Quality System
(AQS) network and Clean Air Status and Trends
network (CASTNet) (Section 4).

3. Model description

The air quality simulations for this study were
developed using the Community Multiscale Air
Quality (CMAQ) model (Byun and Schere, 2006,
www.cmaq-model.org). Simulations were per-
formed for summers 2002, 2004, and 2005 with
each summer period including June 1 through
August 31 with a 10-day spin-up at the end of
May. The modeling domain covers the eastern U.S.
with 12 km� 12 km horizontal grid cells, and
boundary conditions are specified from a 36 km�
36 km continental U.S. domain simulation for that
time period. Boundary conditions for the
36 km� 36 km continental U.S. CMAQ domain
simulation reflected average ‘‘background’’ profiles.
For both 36 km and 12 km simulations, the model
has 14 vertical layers extending up to 100mb. Two
series of CMAQ version 4.5 simulations were
developed using both the Carbon Bond IV (Gery
et al., 1989) and SAPRC99 (Carter, 2000) chemical
kinetic mechanisms to assess the sensitivity of O3

changes to the choice of chemical mechanism. These
simulations are hereafter referred to as CMAQ-CB4
and CMAQ-SAPRC, respectively. Previous studies
indicate that SAPRC tends to predict higher O3

levels than CB4 (Jimenez et al., 2003) and shows a
larger O3 response to NOx emission reductions
(Arnold and Dennis, 2006). An additional set of
CMAQ version 4.6 simulations for summers 2002
and 2005 was added during the course of this study
that included an updated version of the carbon
bond mechanism (CB05) (Sarwar et al., 2008) and
new emission inventories for 2002 and 2005
(discussed below).

The meteorological fields for these CMAQ
simulations were generated by the MM5 v3.6.3
model (Grell et al., 1994). Specific options used
for these MM5 simulations include the Pleim-Xiu
land surface scheme, Reisner 2 microphysics,
Kain-Fritsch cumulus parameterization, and RRTM
radiation parameterization. The MM5 analysis

http://www.epa.gov/oar/oaqps/greenbook/40cfr50.html#appi
http://www.epa.gov/oar/oaqps/greenbook/40cfr50.html#appi
http://www.cmaq-model.org
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nudging option (four-dimensional data assimila-
tion) was exercised to assimilate observations into
the simulation, and the MM5 simulation was
reinitialized every four days. To create model-ready
meteorology inputs for CMAQ, the MM5 results
were then processed using the Meteorology-Chem-
istry Interface Program (MCIP) version 3. Further
details on the model configuration can be found in
Godowitch et al. (2008a).

To estimate criteria pollutant emissions for the
CMAQ-CB4 and CMAQ-SAPRC simulations of
summers 2002, 2004, and 2005, the USEPA
National Emission Inventory (NEI) 2001 (http://
www.epa.gov/ttn/chief/net/critsummary.html) was
updated with year specific point source emissions
from the observed CEMS data and estimated
on-road mobile emissions from the Mobile6 emis-
sion model (http://www.epa.gov/otaq/m6.htm).
Mobile6 was executed through the Sparse Matrix
Operator Kernel Emissions (SMOKE) processor
(http://www.smoke-model.org/version2.3.2/html/
ch02s16.html). Within the NEI 2001 SMOKE-for-
matted Mobile6 dataset available for this study,
databases for emission control programs (e.g.,
inspection and maintenance programs and reformu-
lated gas) and vehicle miles traveled (VMT) are
provided. The emission control program database
provided information for reference counties within
each state. Biogenic emissions were also estimated
for each summer based on the meteorological
conditions using BEIS 3.13 (Schwede et al., 2005).
All other sectors (e.g., non-road and area emissions)
were left unchanged from the 2001 NEI. If, in fact,
there were reductions in emissions from the other
sectors, these would not be reflected in the modeling
scenarios studied here and could result in smaller
predicted O3 responses than observed.

In addition to the emission estimates projected
from the 2001 NEI as described above, USEPA
has recently released the 2002 and 2005 version 1
NEI inventories (http://www.epa.gov/ttn/chief/net/
2002inventory.html; http://www.epa.gov/ttn/chief/
net/2005inventory.html). The 2002 and 2005 NEI
now include county specific control programs for
Mobile6, and mobile source emissions were calcu-
lated by driving Mobile6 with the National Mobile
Inventory Model (NMIM) (http://www.epa.gov/
otaq/nmim.htm; http://www.epa.gov/otaq/models/
nmim/420r05024.pdf). The 2002 and 2005 NEI
estimates include the year specific EGU CEMs data
and mobile source and non-road emissions calcu-
lated by driving Mobile6 and the NONROAD
model through NMIM with county-specific control
program information. The 2002 NEI also includes
state, local, and tribal Consolidated Emissions
Reporting Rule (CERR) submittals, but the 2005
NEI version 1 does not. Because of the uncertainties
in the emission projections for the pre- and
post-NOx SIP Call and the fortuitous availability
of SMOKE-processed emission files for the CMAQ
v4.6 CB05 chemical mechanism, additional simula-
tions are included in this study using these 2002 and
2005 NEI estimates (referred to as CMAQ-CB05
here). Including these new 2002 and 2005 NEI
estimates offers the opportunity to consider the
impact of the county-specific control program
information on the on-road mobile NOx emissions
and include CB05 sensitivity tests in this study.
These simulations were not part of the original
design of this study but are being included because
of these benefits; however, the differences in model
predictions cannot be fully attributed to one factor
since both emissions and the model version and
chemical mechanism are changing.

Resulting NOx emissions totals for summers
2002, 2004, and 2005 are shown in Table 1; these
summary changes are based on states that fall
entirely within the 12 km eastern U.S. modeling
domain. The comparison of emission estimates as
projected from the 2001 NEI are presented in the
top half of Table 1. In summer 2004, a reduction of
�41% occurred in EGU emissions and �12% in
on-road mobile emissions as compared to the pre-
NOx SIP Call summer 2002 period. The large
reductions in the EGU NOx emissions are most
evident in the Ohio River Valley area, where the
majority of NOx emissions come from the utility
sector (Godowitch et al., 2008a). Since the reduc-
tions from the EGU emissions are based on the
CEMS data, these changes have low uncertainty.
Due to this major reduction in emissions from
EGUs, other categories including on-road and non-
road mobile emissions become relatively larger
contributors to the total NOx emission estimated
inventory. In summer 2005, a total domain-wide
reduction of �40% occurred in EGU emissions and
�18% in on-road mobile emissions from the pre-
NOx SIP Call summer 2002 period. A comparison
of the 2002 and 2005 NEI (Table 1) shows similar
reductions from 2002 to 2005 in the EGU and
mobile sectors, with little change in the non-EGU
and non-road sectors. However, since 2005
version 1 NEI did not include CERR information,
reductions in the non-EGU sector may actually

http://www.epa.gov/ttn/chief/net/critsummary.html
http://www.epa.gov/ttn/chief/net/critsummary.html
http://www.epa.gov/otaq/m6.htm
http://www.smoke-model.org/version2.3.2/html/ch02s16.html
http://www.smoke-model.org/version2.3.2/html/ch02s16.html
http://www.epa.gov/ttn/chief/net/2002inventory.html
http://www.epa.gov/ttn/chief/net/2002inventory.html
http://www.epa.gov/ttn/chief/net/2005inventory.html
http://www.epa.gov/ttn/chief/net/2005inventory.html
http://www.epa.gov/otaq/nmim.htm
http://www.epa.gov/otaq/nmim.htm
http://www.epa.gov/otaq/models/nmim/420r05024.pdf
http://www.epa.gov/otaq/models/nmim/420r05024.pdf
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Table 1

Domain-wide NOx emission estimate summaries for June, July, and August in 2002, 2004, and 2005

NOx emissions (ktons)

EGUs Non-EGUs Mobile Non-road Totala

Projections from 2001 National Emission Inventory (NEI)

Summer 2002 858 466 1423 770 3517

Summer 2004 507 466 1257 770 3000

Difference (2004–2002) �41% �12% �15%

Summer 2005 513 466 1172 770 2921

Difference (2005–2002) �40% �18% �17%

2002 and 2005 NEI

Summer 2002 NEI 853 373 1148 734 3108

Summer 2005 NEI 493 370 911 722 2496

Difference (2005–2002) �42% �21% �20%

aThese sums only include the major emission sectors listed above. Other sectors that are less than 5% of the total emissions are included

in the emission inputs to CMAQ but not in the table.

A.B. Gilliland et al. / Atmospheric Environment 42 (2008) 5110–51235114
have been higher. While the trends are quite similar
to the projected trends from the 2001 NEI, the total
and state-level mobile source NOx emissions are
about 20% higher for 2002 and 2005 from the 2001
NEI-derived Mobile6 emissions than from the 2002
NEI- and 2005 NEI-derived Mobile6 estimates.
While the exact same version of Mobile6 is used in
both cases, the availability of county specific in-
formation in the later inventories versus the reliance
on reference county information in the 2001 NEI
dataset is likely one cause for the difference. Since
county-specific control program information is
considered more accurate, the projected on-road
mobile emissions from the 2001 NEI used for the
CMAQ-CB4 and CMAQ-SAPRC simulations are
likely biased too high even though the trend is
consistent.

4. Observations: CASTNet and AQS data

The observed O3 concentrations for this study
were extracted from the Clean Air Status and
Trends Network (CASTNet, http://www.epa.gov/
castnet/) and AQS (AQS, http://www.epa.gov/air/
data/aqsdb.html) databases. Following the regula-
tory metric for O3 non-attainment, the maximum
daily 8 h (MDA8) O3 concentration is then calcu-
lated from the hourly CASTNet and AQS O3 data.
For the MDA8, a running 8-h average O3 concen-
tration is calculated for each hour, and then the
maximum value for the day is selected. For the
comparison of 2002 and 2004 summers, 719 AQS
and 56 CASTNet sites are available within the
12 km modeling domain. A total of 649 AQS sites
and 55 CASTNet are available for comparison of
2002 and 2005 summers.

5. Results and discussion

Comparison is shown in Fig. 1 of the model-
predicted MDA8 O3 changes from 2002 to 2004 and
2005 against the combined CASTNet and AQS data
for the CMAQ-CB4, CMAQ-SAPRC, and CMAQ-
CB05 (2005–2002 only) simulations. Note that while
included in the figures, the CMAQ-CB05 results will
not be discussed until later in this section. For the
2002–2004 comparison, the model-predicted de-
crease in MDA8 O3 is less than the observed
decrease; however, the model-predicted decreases
are closer to observed with the SAPRC99 chemical
mechanism than CB4. For the 2002–2005 compar-
ison, the model-predicted decrease in MDA8 O3 is
also less than the observed decrease with CMAQ-
CB4 and CMAQ-SAPRC results comparing simi-
larly. In both comparisons of 2004 and 2005 versus
2002, the CMAQ-CB4 results do show less scatter in
a paired comparison against observations than the
CMAQ-SAPRC results (see Fig. 1 in Appendix A).

Table 2 summarizes the average change across all
AQS and CASTNet sites in observed and model-
predicted O3 levels from summers 2002–2004 and
2002–2005 based on both changes in absolute O3

levels (ppb) as well as relative percent changes in O3

(e.g., (2004�2002)/2002). Looking at absolute
changes in O3, the average modeled change in O3

that agrees best with the observed changes in O3 at
all sites is the CMAQ-SAPRC simulation for 2002
versus 2004, which predicts about 63% and 70% on

http://www.epa.gov/castnet/
http://www.epa.gov/castnet/
http://www.epa.gov/air/data/aqsdb.html
http://www.epa.gov/air/data/aqsdb.html
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Fig. 1. Boxplot (median, inner, and outer quartile) comparison of the observed (CASTNet and AQS) and modeled change in daily

maximum 8-h O3 between summer 2002 and summer 2004 (2004–2002) and summer 2005 (2005–2002). Results are shown for both the

CMAQ v4.5 CB4 and SAPRC and CMAQ v4.6 CB05 simulations. The range of O3 values across the distribution in the boxplots

represents the spatial variability in the observations and model simulations at the median or average above X95%.
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average of the observed decrease at the median and
the X95th%, respectively. The CMAQ-CB4 simu-
lations for 2004 versus 2002 and both the CMAQ-
CB4 and CMAQ-SAPRC simulations for 2005
versus 2002 simulate approximately 50% on aver-
age of the observed O3 decreases. If the relative
change with respect to 2002 is compared, results for
most cases are similar (Table 2). The exception is
that relative O3 reductions at the X95th% for
CMAQ-CB4 (2002 versus 2004 and 2002 versus
2005) is larger than if the absolute changes in ppb is
compared.

In Fig. 1 and Table 2, an interesting point is that
the CMAQ-SAPRC results compare more closely
than CMAQ-CB4 with the observed decrease in O3

for the 2004 versus 2002 results, but they do not
when comparing 2005 versus 2002 comparison.
Fig. 2 depicts the change from 2004 to 2005 in
MDA8 O3 for the X95th% for each site. The
CMAQ-SAPRC simulations show similar changes
in O3 from 2004 to 2005 as observed, with increases
reaching above 15 ppb under the warmer conditions
of 2005. The CMAQ-CB4 simulations show smaller
increases in O3 that underestimate the change by
approximately 50% or more at many sites. Since
NOx emissions are very similar for 2004 and 2005
(Table 1), this comparison suggests that the CB4
chemical mechanism does not capture O3 variations
associated with meteorological conditions as well as
the SAPRC chemical mechanism. This would
explain why the comparison of the CMAQ-SAPRC
MDA8 O3 change predicted from 2002 to 2004
agrees more closely with the observed changes in O3

than the CB4-based simulations, since a substantial
portion of that O3 reduction is related to the cooler,
wetter conditions in 2004.

The above analyses demonstrate how changes in
O3 across years include the influence from changes
in both emissions and meteorology. For the
dynamic evaluation approach used here, including
both 2004 and 2005 summers for the post-NOx SIP
Call impacts provides some information about the
influence of the meteorology. The O3 decreases are
clearly larger when comparing summers 2004 and
2002, as opposed to 2005 and 2002, because cooler,
wetter conditions in 2004 also lead to lower O3
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Table 2

Average change (2004–2002) and (2005–2002) in maximum daily 8-h for the median and X95th% of the distribution across sites

Observed change (AQS and CASTNet Modeled change with

CB4

Modeled change with

SAPRC

Model change with

CMAQ v4.6 CB05

(2004–2002)

Na
¼ 656 N ¼ 623 N ¼ 631

Median

ppb

Average7s �10.674.9 ppb �5.172.3 ppb �6.772.9 ppb

Ratiob 47% 63%

%

Average7s �18.377.0% �9.374.9% �10.874.3%

Ratio 51% 59%

N ¼ 647 N ¼ 655 N ¼ 646

X95th%

ppb

Average7s �19.678.7 ppb �10.775.0 ppb �13.876.5 ppb

Ratio 55% 70%

%

Average7s �20.778.1% �13.575.7% �14.976.0%

Ratio 65% 72%

(2005–2002)

N ¼ 537 N ¼ 476 N ¼ 439 N ¼ 495

Median

ppb

Average7s �7.074.9 ppb �3.572.6 ppb �3.772.7 ppb �3.872.3 ppb

Ratio 50% 53% 54%

%

Average7s �11.9%77.5% �6.374.5% �5.974.3% �6.473.7%

Ratio 53% 50% 54%

N ¼ 591 N ¼ 594 N ¼ 551 N ¼ 610

X95th%

ppb

Average7s �12.977.2 ppb �6.374.0 ppb �7.174.6 ppb �8.574.7 ppb

Ratio 49% 55% 66%

%

Average7s �13.476.9% �8.074.8% �7.674.7% �9.8 7 5.0%

Ratio 60% 57% 73%

aIf O3 increased at a site as compared to 2002, it was not included in the average shown here.
bThe ratio of the mean modeled change to the mean observed change.
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levels. Given similar meteorological conditions, the
comparison between the 2002 and 2005 summer
periods better isolates the emission influences on the
lower O3 concentrations. Weighing the results from
all three summers, it is very unlikely that the
modeled underestimation of O3 changes between
2002, 2004, and 2005 can be attributed solely to a
lack of response to changing meteorological condi-
tions. Instead, it is anticipated that at least a portion
of the underestimation of the O3 change is related to
the model’s response to emission changes, but other
factors must also be considered prior to that
conclusion.
One potential factor that could affect the results
presented above is model bias during the pre-NOx

SIP Call summer 2002 ‘‘base case.’’ Previous
evaluations (e.g., Appel et al., 2007) have shown
that CMAQ-CB4 substantially underpredicts O3

concentrations for observed concentrations exceed-
ing about 90 ppb. At many sites, O3 concentrations
X95th% are above 90 ppb in 2002, while summer
2004 and 2005 O3 levels do not exceed 90 ppb at
most sites (See Fig. 2 in Appendix A). It is,
therefore, not surprising that the biases in CMAQ-
CB4 at X95th% are more severe during summer
2002 than the other two summers (Figs. 3a–c).
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Fig. 2. Ozone changes in X95th% MDA8 O3 levels (ppb)

between summers 2005 and 2004. Comparisons are shown

for the O3 change in the (a) observations, (b) CMAQ-CB4, and

(c) CMAQ-SAPRC.The akima package included in the R

statistical interp function (http://cran.r-project.org/doc/packages/

akima.pdf; http://www.r-project.org/) was used to create the

contour fields in these figures.
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The more severe under-predictions in summer 2002
would contribute to a dampening of the O3

reductions signal when comparing to summers
2004 and 2005. CMAQ-SAPRC results show a
much better agreement with observations at the
X95th% with biases not larger than710 ppb at
most sites within the domain for all summer periods
presented (Fig. 3d–f). At the median of the O3 levels
(not shown), CMAQ-CB4 results have very small
biases and better model performance than CMAQ-
SAPRC, which has some overprediction at median
and lower O3 concentrations for all three summers.

Another factor that could contribute to the model
underestimation of O3 reductions is potential error
in the estimated NOx emission changes from 2002 to
2004 and 2005. Uncertainties should be quite small
for EGUs since CEMS data were used, but mobile
emission estimates have more uncertainty. EPA
(2005) suggests a reduction in NOx emissions from
on-road vehicles from 2002 to 2004 of about 5% per
year, which is consistent with the Mobile6 estimates
shown in Table 1. While the trends are consistent,
we have identified during the analysis that the on-
road NOx emission estimates using the information
available in the USEPA NEI 2001 are likely over-
estimated because of the lack of county-specific
mobile fleet information. Comparisons with the
newest USEPA NEI 2002 and 2005 (Table 1)
suggest that the on-road NOx emissions estimated
using the NEI 2001 information are approximately
20% higher than the NEI 2002 and 2005 mobile
emissions based on more detailed county-specific
mobile fleet information. This could impact the
model’s sensitivity to the EGU emission reductions
in areas of dense mobile emissions.

Having looked at the influence of model bias and
estimates of NOx emission changes, the model-
predicted change in O3 is revisited to identify other
potential problems. In Figs. 4 and 5, the O3 changes
simulated by the model are spatially compared with
observations at the X95th% of the distribution for
2004 and 2005, respectively. Both absolute (ppb)
and relative with respect to 2002 (%) O3 changes are
shown. While the change in O3 from 2002 to 2004 is
underestimated more with CMAQ-CB4 than with
CMAQ-SAPRC based on the absolute O3 change in
ppb, the relative percentage change is more similar
between the two chemical mechanisms for the
difference between 2002 and 2004 (Figs. 4b and c
versus Figs. 4e and f). This is because SAPRC O3

predictions are higher than CB4, so that the relative
change is more similar. Model underestimates of the
O3 response in 2004 in the Northeast and East coast
are more substantial; in addition to the potential
influence of over-estimates of mobile NOx emis-
sions, this could suggest that O3 changes due to the
reduction in transported O3 and O3 precursors may
not be simulated as well by the model since this area

http://cran.r-project.org/doc/packages/akima.pdf
http://cran.r-project.org/doc/packages/akima.pdf
http://www.r-project.org/
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Fig. 3. Comparison of simulated and observed ozone changes at X95th% O3 mixing ratios for different configurations of the CMAQ

model: (a–c) CMAQ v4.5 CB4, (d–f) CMAQ v4.5 SAPRC, (g–h) CMAQ v4.6 CB05. Comparisons are shown for summers 2002 (first

column), 2004 (second column), and 2005 (third column).
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is downwind of the Ohio River Valley where
elevated NOx sources were substantially reduced.
These results are consistent with Kim et al. (2006)
summer 2004 results using WRF-Chem, which also
do not show O3 decreases in the Northeast after
EGU NOx emissions were reduced to be in
agreement with the NOx SIP Call.

To more closely assess the model’s response to
transported NOx emissions from elevated EGU
sources, we estimate the spatial correlation struc-
tures of the synoptic forcing imbedded in the O3

time series (i.e., weather-induced variations in O3).
As described in Godowitch et al. (2008b), the spatial
correlation structures are estimated by determining
the correlation coefficients between spectrally de-
composed time series of hourly O3 at various
monitoring stations in the modeling domain. The
e-folding distance is then defined as the distance at
which the correlation between synoptic-scale O3

time series drops below 0.37. In our analysis, the
synoptic-scale component was estimated from
hourly observed and modeled time series through
the use of the Kolmogorov–Zurbenko (KZ) moving
average filter (Rao et al., 1997; Hogrefe et al., 2000).
Fig. 6a–c shows the e-folding distance for AQS
observations and the corresponding CMAQ-CB4,
CMAQ-SAPRC, and CMAQ-CB05 simulations for
2002, 2004 and 2005, grouped by the density of total
non-EGU NOx emissions. This grouping was
chosen to identify whether the e-folding distance
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Fig. 4. Comparison of the relative change in O3 at X95th% between 2004 and 2002 summers with respect to 2002 for (a) observations,

(b) CMAQ v4.5 CB4, and (c) CMAQ v4.5 SAPRC. The absolute changes are shown in (d–f).
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differs for areas with varying amounts of ground-
level NOx emissions from low-level sources. The e-
folding distances in modeled O3 concentrations are
typically shorter than those observed, which implies
that sources nearer the monitor are having more
effect and transported emissions have less effect on
modeled O3 fluctuations than what observations
suggest. This underprediction of spatial scales is
more pronounced for CMAQ-CB4 than CMAQ-
SAPRC and more pronounced for areas with
highest (see TOP10 in Fig. 6) ground-level NOx

emissions. These results lend support to the discus-
sion above that the contributions of precursor
emissions and O3 transport are underestimated.

Since these findings suggest that the influence of
regional transport of O3 and NOx from aloft EGU
emission sources could also play a role in the
underestimated O3 change, the model results are
compared to aircraft observations available from
the summer 2004 ICARTT field experiment
(Neuman et al., 2006). In Fig. 7, we compare
modeled concentrations of NOx and O3 to observa-
tions from daytime NOAA P-3 flights downwind
of the Ohio River Valley during. Above approxi-
mately 2 km, both CMAQ-CB4 and CMAQ-
SAPRC underpredict these concentrations as well
as other relevant species (Yu et al., 2007). Possible
explanations for the underpredictions from the
P-3 flights include excessive NOx termination,
insufficient NOx recycling from PAN and isoprene
nitrates, excessive NOx and O3 scavenging
and deposition, insufficient non-EGU sources aloft
(i.e. lightning, aircraft), and insufficient contribu-
tions from boundary conditions. Preliminary sensi-
tivity tests with lightning NOx emissions do not
improve this bias; hence, closer inspection of the
chemistry in the mid- and upper-troposphere is
needed to see if the chemical mechanisms are
sufficiently accounting for the contributions of
regional-scale transport of O3 and its precursors to
surface O3 downwind.

The results presented for CMAQ-CB4 and
CMAQ-SAPRC suggest that biases in the mobile
on-road NOx emissions and the long range trans-
port of O3 and O3 precursors could both impact the
underestimation of observed O3 decreases after
the NOx SIP Call was implemented. To address
the possibility that recent updates could have a
positive impact on the results, we repeated our test
with the most recent updates to CMAQ, the



ARTICLE IN PRESS

Fig. 5. Comparison of the relative change in O3 at X95th% between 2005 and 2002 summers with respect to 2002 for (a) observations,

(b) CMAQ v4.5 CB4, and (c) CMAQ v4.5 SAPRC, and (d) CMAQ v4.6 CB05 chemical mechanism with the updated 2002 and 2005 NEI.

The absolute changes are shown in (e–h).
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chemical mechanism CB05, and mobile emission
inventories that are included in the NEI 2002 and
2005. The results do suggest incremental improve-
ments in the ozone reductions from 2002 to 2005,
especially at theX95th% of the ozone levels (Fig. 1,
Table 2). The CMAQ-CB05 O3 reduction from 2002
to 2005 is approximately 73% of observed relative
(65% of the absolute) O3 changes at the X95th%.
Comparing Fig. 5b–d, CMAQ-CB05 predicted O3

change from 2002 to 2005 could be showing better
comparison to observations in the Northeastern
corridor because of improved estimates of the dense
mobile emissions for 2002 and 2005. The lower
mobile NOx emission estimates could also play a
role here because the transported EGU emissions
would then be a larger contribution to the overall
NOx emission budget. An additional reason could
be that CB05 better accounts for the contribution of
transported O3 and precursors; however, Fig. 6
suggests similar results for SAPRC and CB05
regarding the e-folding distance and the estimated
contribution of transported versus local emissions.
Regardless, the newest available modeling and
emissions platform does appear to provide more
sensitivity to the emission changes at the X95th%.

6. Summary

The study presented here introduces a new
challenge to model performance evaluation, where
we illustrate the need to evaluate the model’s O3

response to emission changes. This approach,
referred to here as the dynamic evaluation, is
complex because events must be identified where
emission changes can be quantified with reasonable
confidence and where a change in air quality in
response to these emission changes is evident. The
time period surrounding the NOx SIP Call is an
ideal case study because the largest emission
reductions were in the EGU utility sector that has
direct measurement of emissions using CEMS. The
model-predictioned sensitivity to chemical mechan-
isms and varying meteorology were assessed by
using the CB4, SAPRC, and CB05 chemical
mechanisms during the summers of 2002, 2004,
and 2005.
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Fig. 6. e-Folding distance extracted from AQS observations and from CMAQ-CB4 and CMAQ-SAPRC simulations grouped by the

density of total non-EGU NOx emissions for summers 2002, 2004, and 2005. ‘‘TOP10’’ indicates locations where non-EGU total NOx

emissions exceeded the 90th percentile of emissions at all locations. ‘‘T10TO50’’ indicates locations with non-EGU total NOx emissions

between the 50th and 90th percentiles, and ‘‘BELOW50’’ indicates locations with below-median non-EGU total NOx emissions.
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The evaluation results presented in this study
suggest that the air quality model predictions
underestimate the O3 reductions observed after the
NOx SIP Call was implemented. The spatial
correlation analysis and comparison with observa-
tions aloft suggest that the model underestimates
the contribution of long-range transport of O3 and
precursors, especially when using the CB4 chemical
mechanism. Further investigation of the chemical
mechanisms’ ability to characterize tropospheric
chemistry aloft is recommended. The results also
demonstrate that the SAPRC chemical mechanism
better simulates O3 changes associated with meteor-
ology than CB4. The most recent CMAQ version
4.6, including the new CB05 chemical mechanism
and updated emission inventories with improved
mobile source estimates, collectively, shows incre-
mental improvements to the modeled O3 response to
NOx emission reductions from 2002 to 2005.
Continued improvements in the 2005 NEI, such as
the non-road mobile sector, may show additional
incremental improvements.

This study demonstrates both the challenges and
value in dynamic evaluation approaches. Results
highlight the influence chemical mechanisms can
have on a model’s ability to correctly respond to
these changes. Dynamic evaluation approaches
critically depend on the best estimates of emissions
and emission trends for air quality model evalua-
tion. As new emission control programs are
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Fig. 7. For observations aloft averaged across all daytime NOAA P-3 flights, CMAQ-CB4 and CMAQ-SAPRC underpredict ozone and

NOx concentrations above 2 km. A more complete comparison is available in Yu et al. (2007).
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implemented in the future, dynamic evaluation
studies such as this should continue as a critical
component of comprehensive evaluation of air
quality models.
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