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ABSTRACT

A new combined local and nonlocal closure atmospheric boundary layer model called the Asymmetric
Convective Model, version 2, (ACM2) was described and tested in one-dimensional form and was compared
with large-eddy simulations and field data in Part I. Herein, the incorporation of the ACM2 into the
fifth-generation Pennsylvania State University–NCAR Mesoscale Model (MM5) is described. Model simu-
lations using the MM5 with the ACM2 are made for the summer of 2004 and evaluated through comparison
with surface meteorological measurements, rawinsonde profile measurements, and observed planetary
boundary layer (PBL) heights derived from radar wind profilers. Overall model performance is as good as
or better than similar MM5 evaluation studies. The MM5 simulations with the ACM2 compare particularly
well to PBL heights derived from radar wind profilers during the afternoon hours. The ACM2 is designed
to simulate the vertical mixing of any modeled quantity realistically for both meteorological models and air
quality models. The next step, to be described in a subsequent article, is to incorporate the ACM2 into the
Community Multiscale Air Quality (CMAQ) model for testing and evaluation.

1. Introduction

The planetary boundary layer (PBL) parameteriza-
tion scheme is one of the most important model com-
ponents in meteorological and air quality models. Al-
though there have been a variety of PBL schemes de-
veloped and used in mesoscale and global models,
errors and uncertainties associated with these schemes
remain some of the greatest sources of inaccuracies in
model simulations. While PBL models are important
components of meteorological models, they are even
more critical components of air quality models because
ground-level concentrations of pollutants are largely
determined by the extent of vertical mixing. Thus, ac-
curate and consistent simulation of the diurnal evolu-
tion and vertical mixing of meteorological and chemical

species is essential for realistic simulation of these at-
mospheric systems.

Several studies have compared and evaluated model
simulations using various PBL models. For example,
Zhang and Zheng (2004) tested five different PBL
schemes in the fifth-generation Pennsylvania State Uni-
versity–National Center for Atmospheric Research
(NCAR) Mesoscale Model (MM5) simulations, includ-
ing the simple nonlocal closure scheme of Blackadar
(1978), an eddy diffusion scheme with a counter-grad-
ient adjustment term known as the Medium Range
Forecast (MRF) scheme (Hong and Pan 1996), and
three turbulent kinetic energy (TKE) closure models:
Gayno–Seaman (GS; Shafran et al. 2000), Mellor–
Yamada–Janjić (MYJ; Janjić 1994), and Burke–
Thompson (BT; Burke and Thompson 1989). They
found a high degree of sensitivity in modeled near-
surface temperature and wind speed to the choice of
PBL scheme. While some of the schemes compared
well to observations of temperature, all of the simula-
tions had significant errors in wind speed. It was con-
cluded that the Blackadar scheme performed best in
these tests. A similar study by Berg and Zhong (2005)
compared MM5 simulations using three of the same
PBL schemes (Blackadar, MRF, GS). This study also
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showed relatively good performance by the Blackadar
scheme, which compared better to observed PBL
heights than did the other schemes. Another MM5
study by Vila-Guerau de Arellano et al. (2001) again
found the model simulations to be very sensitive to the
PBL parameterization. They also found the Blackadar
scheme to perform relatively well compared to the
other schemes tested (MRF, MYJ, BT). Bright and
Mullen (2002) also found that better PBL structure and
height were simulated by MM5 using the Blackadar or
MRF schemes as compared with the TKE schemes
(MYJ, BT).

All of these studies comparing various PBL param-
eterizations in MM5 simulations show that the simple
nonlocal closure model of Blackadar generally com-
pared better to observations than the other schemes,
with the MRF, which includes a counter-gradient term,
a close second. Thus, it seems that the nonlocal aspect
of these schemes, which simulates counter-gradient
transport by large-scale convective plumes, is more im-
portant for realistic representation of the convective
boundary layer (CBL) than the higher-order closure of
the TKE schemes. Conversely, Pino et al. (2003) dem-
onstrated the important role of wind shear in the
growth and maintenance of the convective boundary
layer. Thus, because the Asymmetric Convective
Model, version 2, (ACM2) has both local and nonlocal
components, the ACM2 should produce more realistic
simulations of the CBL than either the TKE schemes or
pure nonlocal schemes like Asymmetric Convective
Model, version 1, (ACM1) or Blackadar. Note that
some nonlocal schemes, however, such as MRF, tend to
overmix, which can result in the CBL being too deep,
warm, and dry. For example, Braun and Tao (2000)
found that excessive mixing by MRF weakened the
simulated development of Hurricane Bob. Wisse and
de Arellano (2004) also showed the strong interaction
of the PBL scheme with severe precipitation events
where the MRF scheme enhanced precipitation area
and amount by stronger and deeper vertical mixing
than the Eta or Blackadar schemes. Thus, it seems that
while nonlocal components are important for simulat-
ing the effects of large-scale convective eddies, realistic
apportionment of fluxes between local and nonlocal
components is critical for realistic CBL mixing and
depth.

Pleim (2007, hereinafter Part I) demonstrated the ca-
pabilities of the ACM2 in one-dimensional tests where
the initial conditions and surface and geostrophic forc-
ing could be precisely prescribed. While those tests
showed very accurate responses, it is still essential to
validate overall performance of three-dimensional
modeling systems with the ACM2 used for the PBL

parameterization. Section 2 describes the implementa-
tion of the ACM2 in the MM5, including the detailed
formulation of the eddy diffusivities used and the nu-
merical integration techniques. The specifics of the
MM5 simulations used for testing and evaluation are
summarized in section 3. This section also presents the
evaluation of the MM5 applications of the ACM2
through comparison of model results with surface, pro-
file, and PBL height observations. Last, a few conclu-
sions are offered in section 4.

2. Application of ACM2 in MM5

The mathematical formulation of the ACM2 scheme,
along with demonstrations of its performance in one-
dimensional tests, is presented in Part I. Additional de-
scription and a formulation relevant to the incorpora-
tion of the ACM2 into MM5 is provided here, including
the complete eddy diffusivity formulation and numeri-
cal integration techniques.

The Pleim–Xiu land surface model (PX LSM) (Pleim
and Xiu 1995; Xiu and Pleim 2001; Pleim and Xiu 2003)
has been an option in MM5 since version 3.4, which was
first released in 2001. The original ACM (Pleim and
Chang 1992) is included in this option and, until re-
cently, was the only PBL option that could be used with
the PX LSM. For the experiments discussed here, the
new ACM2 replaces the ACM within the PX LSM op-
tion. In addition to the enhanced mixing scheme, which
now includes both local and transilient mass fluxes,
other differences between the ACM MM5 application
and the ACM2 MM5 application include a modified
scheme for diagnosis of PBL height (described in Part
I), a more complex but computationally efficient matrix
solver for semi-implicit integration, and an upgraded
eddy diffusivity scheme that combines boundary layer
scaling and local shear and stability-based formulations.

a. Eddy diffusivity

The ACM2 requires eddy diffusivities for all stability
conditions both within and above the PBL. Above the
PBL eddy diffusivity is based on local wind shear and
stability while within the PBL a boundary layer scaling
formulation for eddy diffusivity is defined similarly to
Holtslag and Boville (1993) as

Kz�z� � k
u*

��zs

L�
z�1 � z�h�2, �1�

where k is the von Kármán constant (k � 0.4), u* is the
friction velocity, and h is the PBL height. For unstable
conditions, the height used in the stability function
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(zs /L) is capped at the top of the surface layer [zs �
min(z, 0.1 h)], whereas for stable conditions the actual
height is always used (zs � z). The nondimensional
profile functions of heat (�h) and momentum (�m) for
unstable conditions, according to Dyer (1974), are
given by

�h � �1 � 16
z

L��1�2

and

�m � �1 � 16
z

L��1�4

, �2�

and for stable conditions

�h � �m � 1 � 5
z

L
,

where the Monin–Obukov length scale L is

L �
Tou2

*
gk�*

. �3�

Here To represents the average temperature in the sur-
face layer, and �* is the surface temperature scale de-
fined as the surface kinematic heat flux divided by u*.

The boundary layer scaling form of Kz [Eq. (1)] only
applies within the PBL; therefore, it is necessary to
have alternate formulations for eddy diffusivity inde-
pendent from PBL and surface-based parameters. Fol-
lowing the example of Liu and Carroll (1996) and oth-
ers, expressions for eddy diffusivity as functions of wind
shear and local Richardson number are derived as

Kz � Kzo � |�U

�z |�1 �
Ri
Rc�2

ls �4a�

for stable conditions (Ri � 0), and

Kz � Kzo � ���U

�z �2

�1 � 0.25Ri��0.5

ls �4b�

for unstable conditions, where Kzo is the minimum Kz,
which is set to 0.05 m2 s�1, and Rc is the critical Rich-
ardson number set to 0.25. The length scale ls is defined
such that it increases with height above ground but then
levels off asymptotically to a constant value (	 � 80 m),

ls � � kz�

kz � ��2

. �5�

As with the implementation of the Blackadar PBL
scheme in MM5 (see Grell et al. 1994), local Richard-
son number is defined in either one of two ways, de-
pending on whether or not condensed cloud water is
present. When cloud water is not present the Richard-
son number at the interface between layer i and i � 1 is

Rii��1�2� �
g

�i��1�2�
���

�z�i��1�2�
��U

�z �i��1�2�

�2

. �6a�

If either cloud water mixing ratio qc or cloud ice mixing
ratio qi are greater than zero, Ri is defined according to
Durran and Klemp (1982) as

Rii��1�2� � �1 � ���Ridry �
g2

CpTi��1�2�
��U

�z�
i��1�2�

�2 �� � ��

�1 � ���,

�6b�

where Ridry is the dry Richardson number as computed
by (6a),

� �
L	

2q	
i��1�2��

CpR	Ti��1�2�
2 and �6c�

� �
L	

2q	 
i��1�2��

RdTi��1�2�

. �6d�

Variables such as T, �, and q�, with the subscript i �
(1/2), represent averages of the variable in layer i and
i � 1. In addition, L� is the latent heat of vaporization
and Rd and R� are the ideal gas constants for dry air and
water vapor, respectively.

In general, within the PBL, the boundary layer scal-
ing Kz [Eq. (1)] is greater than the local formulation
[Eq. (4)]. However, near the top of the PBL, as z ap-
proaches h, the Kz computed according to the boundary
layer scaling scheme approaches zero. While the top of
the PBL is usually in a stable inversion layer, it is also
often characterized by high wind shear. Therefore, it
makes sense to allow the Kz to be determined by the
local scheme, which is sensitive to wind shear, even
within the PBL. Thus, the maximum of the two meth-
ods of Kz calculation is applied during unstable condi-
tions within the PBL. The one-dimensional testing,
comparing the ACM2 with LES experiments, described
in Part I, showed better agreement at the top of the
PBL when the maximum Kz was applied. The one-
dimensional experiments comparing the ACM2 with
CASES-99 observations also showed good agreement
near the top of the PBL.

Because the Cooperative Atmosphere and Surface
Exchange Study in 1999 (CASES-99) experiments were
multiday simulations, stable nocturnal performance
was also assessed. For this experiment the best results
were obtained when the boundary layer scaling scheme
only was used for the stable boundary layer (SBL).
Therefore, even though one might expect the local
scheme to be more sensitive to wind shear, which is
typically the primarily source of turbulence in stable
conditions, the boundary layer scaling approach was
used within the SBL for the MM5 simulations.
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b. Numerical integration

For application in three-dimensional numerical grid
models it is important to balance complexity with effi-
ciency. Thus, a computationally efficient, stable, and
accurate numerical integration solver is essential for
operational use in meteorological and air quality mod-
els. Typically, semi-implicit integration techniques are
used to solve first-order PBL model equations. Semi-
implicit integration techniques, such as Crank–Nichol-
son, where the past and future time steps are equally
weighted, are absolutely stable and very accurate. For
eddy diffusion schemes (even with the nonlocal gradi-
ent adjustment term), simple and efficient tridiagonal
matrix solvers are usually used. Simple nonlocal closure
models such as the Blackadar convective scheme
(Blackadar 1978) or the original ACM can be inte-
grated using semi-implicit techniques by solution of
very sparse matrices that are as simple and efficiently
solved as a tridiagonal matrix. On the other hand, full
transilient matrix models, such as that described by
Stull (1984), would require more computationally in-
tensive matrix inversion techniques, such as lower–up-
per (LU) decomposition for semi-implicit integration.
The ACM2 presents an intermediate challenge for nu-
merical integration.

The matrix solver developed for the ACM2 is a sim-
plified LU decomposition. The matrix that results from
the semi-implicit form of the finite difference equations
is a border-band tridiagonal matrix or tridiagonal plus
the first column. Application of the LU decomposition
technique results in a filled lower matrix, but only a
bidiagonal upper matrix. Thus, the semi-implicit inte-
gration of the ACM2 model is more computationally
expensive than the original ACM or eddy diffusion
models but cheaper than a full transilient matrix model.
Furthermore, by optimizing the loop structure of the
code the MM5 application of the ACM2 adds very little
to the overall model’s execution time.

3. Testing ACM2 in MM5

The ACM2 was incorporated into MM5, version
3.7.2, by replacing the ACM in the PX LSM option.
Otherwise, the model configuration was similar to that
used for several other modeling studies where MM5
was run retrospectively to provide meteorological fields
for subsequent air quality modeling (e.g., Gilliam et al.
2006). In addition to the PX LSM, the other physics
options included the rapid radiation transfer model
(RRTM) for longwave radiation (Mlawer et al. 1997),

FIG. 1. Example of PBL height simulated by MM5–ACM2 for the full 12-km modeling
domain at 1900 UTC 16 Jul 2004. The circles designated “a,” “b,” and “c” represent 200-km
radius areas over which the time series shown in Fig. 2 are averaged.
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version 2 of the Kain–Fritsch (KF2) cumulus param-
eterization (Kain 2004), and the Reisner 2 microphysics
scheme (Reisner et al. 1998). Four-dimensional data
assimilation (FDDA) was applied using gridded analy-
ses for nudging winds at all levels and temperature and
humidity above the PBL. Also, the indirect nudging of
soil moisture using surface analyses of temperature and
humidity was used with the PX LSM as described by
Pleim and Xiu (2003).

MM5 simulations were run for the period of July 13
through 18 August 2004 at 12-km grid resolution on a
domain that extended from Maine in the northeast to
eastern Texas in the southwest. Figure 1 shows the com-
putational domain and an example of modeled PBL
height at 1900 UTC 16 July 2004. Initial and lateral
boundary conditions were derived from Eta analyses at
6-h intervals with 3-h Eta forecasts in between that
were provided by the National Centers for Environ-
mental Prediction (NCEP). The Eta analyses and fore-
casts were also processed through the “little r” prepro-
cessor for reanalysis adding all available surface obser-
vations for use in FDDA.

The purpose of this analysis is to evaluate the ACM2
when it is used in MM5. Many components other than
the PBL model, however, affect the accuracy of MM5
simulations. Thus, it is difficult to assess the capabilities
of any single model component, such as a new PBL
model, through evaluation of MM5 results. The perfor-
mance of the ACM2 has already been demonstrated in
a stand-alone form through comparisons with LES and
field experiment data as reported in Part I. The goal
here is to see if MM5 simulations that include the
ACM2 PBL scheme show acceptable performance
when evaluated against observations, that is, similar to
other MM5 evaluation studies. Thus, the model evalu-
ation focuses on parameters most directly affected by
the PBL parameterization. Comparisons are made with
profiles of potential temperature and humidity mea-
sured by rawinsondes and PBL heights derived from
radar profiles. Comparisons with surface data are also
valuable because of the great number of stations and
hourly data archives.

Note that this study does not attempt to show supe-
riority over the other PBL models available in the MM5
system because the different PBL schemes are inte-
grated with different LSMs, making clean PBL com-
parisons impossible without major recoding. Surface
fluxes of heat and humidity, in particular, are primarily
products of the LSM. Thus, surface level temperature
and humidity, as well as PBL heights, are influenced as
much by the LSMs as by the PBL models. Clean com-
parisons, in which the same LSM and surface flux-
profile schemes are used with different PBL models,
will be possible once the ACM2 has been included in
the WRF system where the PBL, surface scheme, and
LSM are in different modules and thus are more easily
interchangeable.

a. Surface evaluation

The MM5 simulations were compared with the sur-
face measurements from all available National Weather
Service (NWS) and Federal Aviation Administration
(FAA) sites. Table 1 summarizes the statistical com-

FIG. 2. Modeled and measured 2-m temperature averaged over
all NWS–FAA sites within 200-km radius circles centered in (a)
central Illinois, (b) central North Carolina, and (c) northwest Mis-
sissippi as shown in Fig. 1.

TABLE 1. Model performance statistics for the 12-km MM5–
ACM2 simulations over the period of 13 Jul–18 Aug 2004.

T q� Wind speed
Wind

direction

Data count 398 848 398 848 398 848 398 848
Correlation 0.934 0.915 0.612 —
MAE 1.42 K 1.14 g kg�1 1.026 m s�1 31.8°
MB 0.369 K 0.109 g kg�1 �0.211 m s�1 10.2°
IA 0.931 0.911 0.606 —
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parisons for temperature and humidity mixing ratio at 2
m and wind speed and direction at 10 m. The statistics
shown are data count, correlation, mean absolute error
(MAE), mean bias (MB), and index of agreement (IA),
which is a measure of how well the model represents
patterns of variation about the mean (Wilks 1995). To
give some context it is helpful to compare these statis-
tics with other similar model evaluation studies. The
most comparable modeling study was a two-domain
nested simulation at 36 and 12 km for 2001 that was
analyzed and reported by Gilliam et al. (2006). The
MM5 physics configuration for that study was very
similar to the current study, including the RRTM,
Reisner 2, KF2, and PX LSM using the original ACM.
Statistics for the MM5–ACM2 simulation compared fa-
vorably with the summer 12-km results reported by Gil-
liam et al. (2006). For 2-m temperature, the MM5–
ACM2 simulation showed better MAE (1.42 vs 1.99),
slightly better MB (0.37 vs 0.41), and nearly the same
IA (0.93 vs 0.92). The 10-m wind speed statistics also

compared well to the results of the Gilliam study with
greater but still small MB (�0.21 vs �0.10), and slightly
better MAE (1.03 vs 1.15) and IA (0.61 vs 0.49). Hu-
midity and wind direction statistics were not reported
by Gilliam et al. (2006). The humidity statistics show
very good agreement with surface measurements with
very small bias (0.11 g kg�1) and favorable MAE (1.14
g kg�1) and IA (0.91). Wind direction statistics, how-
ever, show fairly large values of MAE (31.8°) and MB
(10.2°). Note that such errors are common for wind
direction in midsummer conditions when winds are of-
ten light and variable. Overall, these statistics are simi-
lar to the results of other recent MM5 evaluation stud-
ies that used the original ACM (Abraczinskas et al.
2004; Baker et al. 2005), and another that used the
MRF PBL model (Mass et al. 2003)

Additional insight into model performance can be
revealed by a comparison of spatially averaged time
series and domain-averaged diurnal time series. Figure
2 shows three time series of measured and modeled 2-m

FIG. 3. (top) Modeled and measured 2-m temperature averaged over all sites and the entire
modeling period and (bottom) mean bias and mean absolute error between modeled and
measured 2-m temperature averaged over all sites and the entire modeling period.
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temperature averaged over all NWS–FAA sites within
circular areas of 200-km radius. The area represented in
the top panel is centered in the middle of Illinois, the
middle panel is centered in central North Carolina, and
the bottom in northwestern Mississippi. Daytime maxi-
mum temperatures were often accurately modeled. For
more than one-half of the days the maximum model
temperature was within 1 K of the observed. On days
with larger errors in maximum temperature, warm and
cold biases are about evenly split. Such errors are often
attributable to errors in cloud cover or soil moisture.
All three time series show a frequent nighttime warm
bias, especially during the cooler and more stable
nights. Possible reasons for this warm bias include a
minimum eddy diffusivity that is too large, leading to
excessive downward mixing into the ground-based in-
version, and deep soil temperatures that are too warm,
thus restraining surface radiational cooling. Note that
warm biases in daily minimum temperature are a com-
mon feature of mesoscale models in the summer (e.g.,

Zhong et al. 2005). Steeneveld et al. (2006) found that
MM5 overpredicted temperature using either the MRF
or Eta PBL schemes during very stable nights with in-
termittent or nearly absent turbulence, but compared
well on a fully turbulent night. They demonstrated, us-
ing a single-column model with high vertical resolution
in both the soil and atmosphere, that all three nights
could be accurately simulated when coupled to a veg-
etation layer. Research into improved stable boundary
layer modeling will be the subject of future work.

The upper panel of Fig. 3 shows diurnal time series of
2-m temperature averaged over all days and all sites in
the modeling domain. It is clear from these results that
the model has a significant warm bias at night but very
little bias in the daytime temperatures. Note that the
daytime results are the more important validation of
the ACM2 because the combined local and nonlocal
transport scheme is only activated for unstable condi-
tions. The statistics shown in the lower panel of Fig. 3
demonstrate that the mean biases from the late morn-

FIG. 4. (top) Modeled and measured 10-m wind speed averaged over all sites and the entire
modeling period and (bottom) mean bias and mean absolute error between modeled and
measured 10-m wind speed averaged over all sites and the entire modeling period.
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ing through the evening hours are within approximately
1/3 K. Also, the mean absolute error is less than 1.7 K
for every hour.

Comparisons of mean 10-m wind speed are presented
in Fig. 4. The upper panel of Fig. 4 shows strong diurnal
signals for both the observed and modeled wind speed.
The amplitude of this signal, however, is underrepre-
sented by the model, resulting in a slight positive bias at
night and a more substantial negative bias in the day-
time. Note that Zhang and Zheng (2004) found a simi-
lar tendency toward positive wind speed bias at night
and negative bias in the daytime in tests of five different
PBL schemes used in MM5 simulations. Even with this
underpredicted diurnal amplitude, the statistics pre-

sented in the lower panel of Fig. 4 show that the mean
bias is within approximately 0.5m s�1, with mean ab-
solute error �1.2 m s�1 for all hours.

The slight positive wind bias at night is consistent
with the warm bias at night and suggests deficiencies in
the stable PBL parameterizations as noted above. The
daytime negative wind speed bias could possibly be ex-
plained by the predominance of airport measurement
sites, which tend to be in large open areas. Thus, the
roughness lengths of model grid cells collocated with
the observation sites are generally greater than for the
airport measurement sites, resulting in greater surface
drag in the model that would tend to slow the 10-m
winds. If this hypothesis is correct we would expect

FIG. 5. Mean bias of modeled 10-m wind speed at selected sites where dominant model
land use is rangeland, agricultural, coniferous, and deciduous.

FIG. 6. PBL height averaged over the simulation period from the MM5–ACM2 and Eta
models and derived from a radar wind profiler at Pittsburgh.
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daytime negative biases to be greatest in heavily for-
ested areas and less in open areas. Figure 5 shows wind
speed biases grouped by the dominant land use in the
collocated model grid cell. In forested areas, both de-
ciduous and coniferous, the daytime negative biases are
even greater than the overall statistics. In more open
areas, both agricultural and rangeland, the daytime
negative biases are smaller. Considering that the rough-
ness is more similar between model grid cell and mea-
surement site in the more open areas, these results tend
to validate the convective scheme for wind speed.

b. Profiles and PBL heights

Frequent vertical profiles of potential temperature,
humidity, and winds through the lowest few kilometers
of the atmosphere would be the most relevant observed

data for PBL evaluation. Rawinsondes measure such
profiles but they are generally launched only twice daily
at 0000 and 1200 UTC. Radar wind profiler data are
generally available on an hourly frequency, but only
provide vertical profiles of winds, which are not the best
for PBL evaluation because they are usually more in-
fluenced by model dynamics than PBL mixing. While
some profilers also report temperature from a coinci-
dent radio acoustic sounding system, these data do not
reach high enough for useful PBL analysis. A very valu-
able product that can be reliably derived from radar
profilers is the hourly PBL height. Unfortunately, this is
not yet routinely calculated and archived. However,
there has been an effort to estimate PBL height for
several sites in the northeast United States for the In-
ternational Consortium for Atmospheric Research on

FIG. 7. (top) Mean bias and (bottom) mean absolute error for MM5–ACM2 and Eta PBL
height simulations at Pittsburgh. Also, the number of observed data points available for each
hour shown in both panels.
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Transport and Transformation experiment during the
summer of 2004. Comparisons with these data for two
of the sites that are sufficiently inland to avoid coastal
effects can demonstrate the ability of the model to
simulate accurate PBL heights.

Figures 6–9 present comparisons between model
simulations of PBL height and PBL heights derived
from radar wind profilers at two sites—Pittsburgh,
Pennsylvania, and Concord, New Hampshire. The ob-
served PBL heights were hand analyzed using a com-
bination of signal-to-noise ratio (Angevine et al. 1994)
and vertical velocity variance (Bianco and Wilczak
2002). Observations of PBL height are included in the
analysis only when the techniques are least ambiguous,
which is generally for daytime cloud-free conditions.
For reference, PBL heights from the NCEP Eta Model
forecasts are also shown. Figures 6 and 8 show the PBL
heights simulated by the two models and the profiler-
derived estimates averaged over all available data for
each hour of the day. The number of data points for
each hour is shown in Figs. 7 and 9 along with the mean
bias and mean absolute error for the two models. The
number of data points for each hour, which are greatest
during the midday hours when the top of the PBL is
most readily defined, is generally more than half of the
35 days of the modeling period. Note that the decline in
data count for the mid- to late-afternoon hours reflects
the greater amount of cloud cover at these times.

At both sites the MM5–ACM2 PBL heights, like the
Eta PBL heights, tend to overestimate the PBL height
during the morning hours. Another way to interpret
these plots is that the models tend to simulate the

morning rise in PBL height too quickly. This morning
high bias in PBL height is consistent with the nighttime
and early morning warm biases shown in Fig. 3. During
the afternoon hours, however, the gap between the
MM5–ACM2 PBL heights and the observations nar-
rows, while Eta’s high bias increases. Indeed, at the
Concord site, the mean bias virtually disappears in the
afternoon, although MAE values persist at around 400–
600 m at Concord and around 400 m at Pittsburgh.

These limited results suggest that the model is ca-
pable of realistic simulation of PBL heights. The morn-
ing high bias at both sites is more likely caused by the
early morning warm bias than caused by a limitation in
the ACM2 scheme. The fact that the high biases tend to
decrease in the afternoon suggests that the convective
simulation is not inherently overactive. Recall that the
LES comparisons described in Part I showed very good
agreement for PBL height with a very slight low bias.
Also, the close agreement with observations during the
evening PBL height decline is a sign that the model is
producing realistic PBL mixing. Note that the prema-
ture collapse of the PBL has been a problem in air
quality modeling resulting in erroneous spikes in
evening chemical concentrations (Dennis et al. 2007). It
will be interesting to see if this problem is ameliorated
when the ACM2 is tested in the Community Multiscale
Air Quality (CMAQ) model.

The most rigorous evaluation of a PBL model would
be through a comparison with observed vertical profiles
at all times of the day. Unfortunately, the rawinsonde
network regularly reports only 2 times per day. Com-
parisons of model results with 0000 UTC soundings can

FIG. 8. PBL height averaged over the simulation period from the MM5–ACM2 and Eta
models and derived from a radar wind profiler at Concord.
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be valuable for evaluation of late-afternoon profiles,
particularly in the western portion of the domain where
the local time is 1900. Figures 10 and 11 show examples
of vertical profiles of potential temperature and relative
humidity produced by MM5–ACM2 and derived from
rawinsonde measurements. Both rawinsonde sites are
in the western part of the domain in the central time
zone—Minneapolis, Minnesota (Fig. 10), and Little
Rock, Arkansas (Fig. 11). The weather during the af-
ternoon of 5 August, leading up to the sounding at 0000
UTC 6 August shown in Fig. 10, was completely clear in
the Minneapolis area with northeast winds at about 1–2
m s�1. Similarly, the weather during the afternoon of 6
August, leading up to the 0000 UTC 7 August sound-
ing, shown in Fig. 11, was completely clear in the Little
Rock vicinity with northeast wind around 4 m s�1. Both

profiles show very close comparisons between observed
and modeled potential temperature and relative humid-
ity. This is not to suggest that the model always com-
pares so closely with rawinsonde profiles. However, it is
under such low wind speed, clear-sky conditions that
the PBL scheme would be expected to have the greatest
influence on modeled vertical profiles. Thus, good per-
formance under these conditions demonstrates realistic
PBL simulation capability.

4. Conclusions

The ability to simulate the turbulent vertical trans-
port by both small-scale shear-driven turbulence and
large-scale convective turbulence seems to be essential
for realistic modeling of the convective boundary layer.

FIG. 9. (top) Mean bias and (bottom) mean absolute error for MM5–ACM2 and Eta PBL
height simulations at Concord. Also, the number of observed data points available for each
hour shown in both panels.
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Part I of this pair of articles demonstrated that the
ACM2 is able to closely reproduce vertical profiles
from large-eddy simulations of idealized experiments.
Evaluation of the ACM2 as a component of an MM5
simulation is more difficult, both because the data used
for comparison are much less comprehensive, and be-
cause errors in other components of the model also
affect the results. Thus, much of the analysis presented

here focuses on averaged and statistical comparisons,
with the intention of identifying persistent biases and
errors that may be attributable to the PBL scheme.

The 2-m temperature comparisons show a significant
warm bias in nocturnal temperatures, but very little
bias in daytime temperatures. The cause of the night-
time warm bias may be related to the stable eddy dif-
fusion scheme, but it may also be related to the land

FIG. 11. Modeled profiles of (left) potential temperature and (right) relative humidity in comparison with
rawinsonde measurements at Little Rock at 0000 UTC 7 Aug 2004.

FIG. 10. Modeled profiles of (left) potential temperature and (right) relative humidity in
comparison with rawinsonde measurements at Minneapolis at 0000 UTC 6 Aug 2004.
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surface model, particularly the soil temperature. The
afternoon results, however, are very encouraging with
respect to the convective scheme. The wind speed sta-
tistics also support the validity of the ACM2 for con-
vective boundary layer mixing, particularly when strati-
fied by dominant land use to account for the roughness
disparity between measurement sites and model grid
cells.

Surface statistics are only part of the validation of a
PBL model. The daily growth, maximum height, and
evening collapse of the PBL are critical for both me-
teorological and air quality modeling. The comparisons
with limited PBL height observations lend credence to
the accuracy of the ACM2. The close comparisons with
rawinsonde profiles during clear, low-wind conditions
also tend to validate the PBL algorithm for convective
conditions.

The next step is the evaluation of the ACM2 in an air
quality model, namely, the CMAQ model. The particu-
lar advantage of the ACM2 over eddy diffusion
schemes with a counter-gradient adjustment term (e.g.,
Holtslag and Boville 1993; Troen and Mahrt 1986; Noh
et al. 2003) is its applicability to any quantity, either
meteorological or chemical. While the latter type of
model has been very successful for meteorological
modeling, it is not clear how it can be extended to
atmospheric chemistry modeling because the counter-
gradient term is directly related to the surface flux of
the modeled variable. This makes sense for heat or
moisture, which involve turbulent surface fluxes, but
not for chemical species where surface sources are of-
ten pollutant emissions that are not related to turbulent
fluxes. The ACM2, on the other hand, is a mass flux
scheme that does not depend on the surface sources or
sinks and can easily accommodate any source/sink pro-
file, including elevated sources.
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