National Science Foundation

CISE Directorate

ACIR Advanced Computational Research Program

Committee of Visitors

October 10, 2001

Michael McRobbie, Ph.D. (chair)

Vice President for Information Technology and CIO

Professor, Computer Science

Indiana University

Bernd Hamann, Ph.D.

Professor, Department of Computer Science

University of California, Davis

Chris Johnson, Ph.D.

Professor, Computer Science

University of Utah

Philip Papadopoulos, Ph.D.

Interim Associate Director and Group Leader, Distributed Computing

San Diego Supercomputer Center

University of California, San Diego

Padma Raghavan, Ph.D.

Associate Professor, Computer Science and Engineering

The Pennsylvania State University

Assisted By:

Karen Adams, Ed.D.

Chief of Staff

Office of the Vice President for Information Technology and CIO

Indiana University
CISE Advanced Computational Research (ACR) Program

Committee of Visitors

Executive Report

Introduction

The Committee of Visitors (COV) for the Advanced Computation Research (ACR) Program in the CISE Advanced Computation Information and Research Division is of the opinion that the program has been managed in an exemplary manner by the Program Officer, Dr. Chuck Koelbel. The whole process of proposal management and review has been carried out at a consistently high standard. The science funded through the Program is overall of excellent quality and many projects have become highly influential in the broader computational science community. Broader consideration of diversity of institutions and reviewers has been well-handled. The PO is to be congratulated on having managed so well a program that has come to have had a significant influence on the development of advanced computational research.

The COV is critical of the overly complex nature of the general COV review process and recommends that it be considerably simplified. 

The COV members were Dr. Michael McRobbie (chair), Office of the Vice President for Information Technology and CIO, Indiana University, Dr. Bernd Hamann, Department of Computer Science, University of California, Davis, Dr. Chris Johnson, Cmputer Science, University of Utah, Dr. Philip Papadopoulos, San Diego Supercomputer Center, University of California, San Diego, and Dr. Padma Raghavan, Computer Science and Engineering, The Pennsylvania State University. The COV was assisted by Dr. Karen Adams, Office of the Vice President for Information Technology and CIO, Indiana University. 

The meeting began with a charge to the committee given by Dr. Robert Borchers followed by descriptions of the ACR program and issues for consideration by Richard Hirsh, ACIR Deputy Director and Chuck Koelbel, ACR Program Director. Potential conflicts of interest were discussed and clarified so that any conflicts could be avoided during the meeting. 

The COV divided primary review responsibility for proposal jackets among its members prior to the meeting. Proposal actions related to software and tools was reviewed by Papadopoulos and McRobbie, parallel algorithms by Raghavan and Papadopoulos, visualization and data by Hamann. Due to travel complications, Johnson participated by teleconference and did not participate in the review of proposal jackets. Each member selected ten to twelve proposal jackets to review, including both awards and declinations and including proposals in various categories. A representative sample of the proposal actions in the ACR Program over the period of FY98 through FY00 was selected and reviewed by the COV. 
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A.  INTEGRITY AND EFFICIENCY OF THE PROGRAM’S PROCESSES AND MANAGEMENT

1.  Effectiveness of the Program’s use of Merit Review Procedures

The Committee of Visitors (COV) are strongly of the opinion that the proposal review process for the Advanced Computational Research Program has been managed highly efficiently and very successfully. In general, selection of reviewers, documentation, and decision making all were done with great care and skill. 

The selection of reviewers seemed highly appropriate for the proposals reviewed. There was good representation of reviewers from other fields when applied research was proposed where a balance was required between scientific quality and the feasibility of the proposal application. The panel review mechanism resulted in a consistent and fair evaluation. The sample of declined proposals that were examined seemed to have been declined for good reasons and as the result of the proper application of the peer review process.  

Documentation was solid, particularly for those proposals that were funded. For those proposals that were regarded as marginal, the COV strongly endorses the view that as much documentation as possible should be included in the proposal jacket, or file, to ensure that an appropriate paper trail is available to justify the decision about the proposals.

Overall, documentation has improved over the period of the program since the previous review. Earlier documentation did not seem as complete. However during the tenure of the present Program Officer (PO), the comments documented during the panel review and discussions that were filed with the proposals gave clear indicators of the decision making process. In situations in which the reviewers could not reach consensus, the PO consistently provided and is to be commended for well-written diary notes.

In the review and decision making process, the balance between panel decisions, PO discretion on awards and decisions based on ad hoc reviews seemed appropriate.  The need to get ad hoc additional expert opinion was well-handled. Currently materials for ad hoc additional reviews are sent out in US mail and it is difficult to guarantee that the invitation to participate in the review process will be accepted or completed in a timely manner. The COV recommended that the PO contact potential reviewers by email, providing them with the title, PIs and proposal abstract, and requesting that they agree to review the proposal by a given date.  The COV noted that various editorial boards of journals now similarly handle review processes in such a way that they secure agreement to participate in the review, prior to distributing materials.  

2.  The Program’s Use of the NSF Merit Review Criteria (intellectual merit and broader impacts)

NSF provides guidelines that direct review panels to give equal weight to the two criteria. Overall the COV believes these criteria were applied reasonably successfully. However the COV observed that the majority of the reviewers based their evaluations predominantly on the intellectual merit criteria. The broader impacts criteria was often downplayed and in some cases seemingly ignored. 

Documentation showed that the PO consistently tired to address the elements of both criteria and explicitly reinforced the importance of the broader impacts criteria to review panels. However, the COV is strongly of the opinion that more needs to be done to get reviewers to more seriously address the second criteria. Better guidelines could be useful to ensure that both criteria are considered for each review process. As review panels in the future move more toward evaluating proposals based on both criteria, the documentation for those proposals should be expected to include meaningful statements about the broader impact criteria than those that were reviewed. 

3.  Reviewer Selection

The panels for the various areas within the program included reviewers who are leaders in these areas, but there was also an appropriate balance among institutions and underrepresented groups on the panels. Women scientists were well represented in both the set of investigators and as members of the review panels. The review panels generally consisted of more than the minimum of three reviewers. However, the number of reviewers on some panels was constrained by the availability of appropriate reviewers for proposals in certain areas, and also by the particular investigators submitting other proposals, where, because they had collaborated so widely, it was difficult to find reviewers that did not have a conflict of interest. The use of international reviewers may be a way of addressing this problem.  

Conflict of interest issues seem to be handled appropriately. 

The COV recommended careful consideration of what appears to be a “location bias” for panel reviews. The COV assumes that the NSF would not prohibit using different locations other than Washingtonfor the review panels, as it believes that higher quality and more diverse panels could be established if meetings were held in other locations. The COV suggested that the most popular sites for panel reviewer selection -- California, Illinois, or Texas – could well serve as panel review meeting locations. 

The NSF should also encourage more use of Access Grid technology of other appropriate videoconferencing technology, for future panel reviews. Given than many RU -I and RU -II universities have Access Grid nodes now, the technology could result in lower travel costs and a reduction in the number of hours that panelists are required to travel in order to participate in any given review.

4.  Resulting Portfolio of Awards

The COV commends the ACR program for the high quality of the science and engineering that take place as a result of the program. 

The research that ACR has supported under Data Handling and Visualization has produced outstanding fundamental and impacting applied results. The ability to generate scientific data, either through numerical simulation or high-resolution imaging technology, has surpassed the ability to interpret this data and draw meaningful conclusions. This problem is likely to gain in importance in the future. Computational science and engineering applications in particular are producing massive data sets, of sizes often exceeding several terabytes. ACR has been early to recognize the importance of research concerning storage, compression and visualization technology for massive data sets.

Many fundamental and significant contributions in computer graphics and visualization can be attributed to the efforts of the NSF Science and Technology Center in Computer Graphics and Scientific Visualization, and ACR can take credit for establishing this STC. The one-time LSSDSV initiative was of particular relevance in the context of solving crucial massive data set exploration problems. The implementation of the LSSDSV initiative was very timely and was in response to real needs of the scientific and engineering communities facing the problems of compressing, transmitting, visualizing an archiving extremely large data sets. It is likely that the research conducted under the LSSDSV initiative will lead to several new fundamental approaches that will make a major contribution to interpretation and storage of massive data.

The research that ACR has funded under its Data Handling and Visualization thrust was well balanced between topics like visualization paradigms, virtual reality approaches, multi-resolution data representation and visualization, rendering techniques for complicated three-dimensional time-varying fields, feature extraction, parallel and distributed computing approaches. The fact that three visualization faculty have received PFF (Chris Johnson) and PECASE awards (Victoria Interrante and Kwan-Liu Ma) speaks highly of the quality of research conducted in this thrust.

In recent years, simulation and modeling through computation has also become as essential as experimentation and theoretical analysis for scientists and engineers from many disciplines. This mode of investigation is commonly called computational science and engineering and ACR has played a seminal role in supporting research in this area. ACR's initiatives have provided the computational science and engineering community with vital IT infrastructure in the form of new algorithms and software tools and environments. More than a dozen projects have produced software in the public-domain that is being used in diverse applications of national significance including nanotechnology, global climate modeling, aerospace and automotive design and the Science-Based Stockpile Stewardship Federal initiative. Most notable example is the solution of the decades-old problem of computing scattering in a three body quantum system (Science, Dec 1999), which was made possible by solvers developed by Demmel (ACI 9813362). In addition to funding innovative and timely research projects, ACR has also supported a variety of projects that are of broader service to the community. One very important example is the project by Dongarra (ACI 9725909) to add new web-technology to Netlib, the premier software repository for scientific computing with over 129 million requests to date.

The COV believed that the portfolio of program awards could be made even more effective if the Program Officer had further limited discretionary funds, similar to the Small Grants for Exploratory Research (SGER) from which to provide funding for high-risk or short-term projects. Examples of uses for such a fund included graduate student funding for a year, based on a brief proposal submitted directly to the PO from an investigator of seed funding to help develop an idea to a stage for a full scale proposal for funding. If similar goals can be achieved through the SGER Fund, the COV would recommend advertising the availability of that fund more broadly to the research community and proactively encouraging proposals. 

One final note on the portfolio of awards. The integration of research and education was not overwhelmingly obvious outside of the CAREER proposals (6.d.) Though such integration does not necessarily warrant the establishment of a third review criterion, the COV suggests that the panelists should be encouraged to more aggressively assess opportunities for the integration of research and education in future proposals.  

B.  RESULTS: OUTPUTS AND OUTCOMES OF NSF INVESTMENTS

The COV expresses its appreciation to the Program Officer and staff for their assistance in the compilation of the following detailed information for this Report. 

5.  PEOPLE Strategic Outcome Goal: Development of a diverse, internationally-competitive and globally-engaged workforce of scientists, engineers and well-prepared citizens. 

This is of course a very broad goal, but the COV believes that the ACR Program has been very successful in contributing to it. 

A few proposals to ACR, particularly those coming through the CAREER program, address K-12 education. It is not, however, a focus of the program and results are therefore limited. 

The Science and Technology Research Center in Computer Graphics and Scientific Visualization (award 8920219 Riesenfeld, managed through ACR although it technically resides in CISE/EIA) does indeed have a very active K-12 program. Ongoing programs are documented at http://www.cs.brown.edu/stc/edu/Educational_intiatives.html#pre_college and include:


- The Workshop in Computer Graphics (for High School teachers)
- The Utah High School Computer Institute (for High School students)
- The Artemis Project (for Middle School girls)


The first workshop is of particular interesting; it spawned the very popular Virtual Cell website (http://personal.tmlp.com/Jimr57/) that is a resource for High School teachers and students. Among the Virtual Cell site’s recent awards are the Critical Mass award for innovative web site design and a Pirelli “International” prize for multimedia projects related to science and technology. 


ACR’s most important contribution to improving the general citizenry’s technical ability is its support for Research Experience for Undergraduates (REU) supplements. These directly benefit undergraduates in their study of computer and computational science. ACR awarded approximately $50,000 in REU supplements in each year from FY’98 to FY’00. One REU supplement that stands out went Chris Johnson’s Presidential Faculty Fellow award (award 9553068 Johnson) in FY’99. This $15,000 award, augmented by $15,000 from the PI’s university, created the Engineering Scholars program. Engineering Scholars described itself as “A program designed to provide the best and brightest young minds in our community a chance to experience the career possibilities provided by the field of engineering”. This was done by providing $3,000 stipends to the selected students and making them part of active research teams. The program has continued to prosper; its web site (http://www.sci.utah.edu/esp/) currently solicits applications from new students and features testimonials from graduates.

Many ACR PIs also take great pains to present their work to the general public, in addition to the technical publications that are the expected research results of the grants. Again, Chris Johnson provides an interesting example. He published the general-interest article “Computer Visualization in Medicine” in National Forum (the Phi Beta Kappa magazine) in 1998. This article included results from his PFF award as well as work funded by NIH. 


ACR can be very pleased with its record in making grants to women. In FY’98-FY’00, the success rate for women was actually higher than for men (albeit by a statistically insignificant amount). Women awardees also figure prominently in ACR’s annual GPRA nuggets. 

Although awards to women PIs are a convenient statistical measure, the real impact on diversity comes through their actions. Many PIs have active mentoring programs to inspire and support students from underrepresented communities. One example is Victoria Interrante of the University of Minnesota (http://www.cs.umn.edu/~interran/), who received a PECASE award for her work to find “the science behind the art of effective visual representation” for designing computer interfaces (award 9875368 Interrante). She has been very active in mentoring women in the computer science field, where gender equality is an important issue. To date, two women have graduated with MS degrees and one more is staying for her PhD under Dr. Interrante’s guidance. Another example is the aforementioned Artemis project in the Graphics and Visualization STC, which mentors much younger girls.



ACR’s record regarding other minorities is somewhat less impressive. Minority PIs have a significantly lower success rate than the general population (6% versus 21%). This discrepancy is difficult to explain, but the number of minority submissions may be artificially high for technical reasons. (E.g., one brother-sister team submitted two sets of collaborative proposals; this counts as 4 proposals in the statistics, but is effectively only 2.) However, these technicalities cannot fully explain the discrepancy, even when the low number of submissions is taken into account.
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Like all NSF programs, ACR strives to support the best PIs in its field. A survey of its awards list will reveal many respected names in all three of its thrust areas. Listed here are only a few of the outstanding PIs and co-PIs.

Frederick Brooks of the University of North Carolina (http://www.cs.unc.edu/~brooks/) received the Turing award, the highest honor in computer science, in February 2000 for “landmark contributions to computer architecture, operating systems, and software engineering.” Dr. Brooks is still an active researcher, now working primarily in the areas of computer graphics and supported in part by an ACR grant (award 9876914 Manocha). This enables him to work on “Real-Time Walkthroughs of Serious Synthetic Environments” (http://www.cs.unc.edu/~walk/). 

The goal of this project is to create interactive computer graphics systems that enable a viewer to experience an architectural model by simulating a walk through of the model. While Dr. Brooks supplies much expertise for the integration of the system, other team members have made fundamental advances in computer graphics. This includes collision detection – for which Dinesh Manocha (http://www.cs.unc.edu/~dm/) won the Best Paper award at Eurographics in 1999 – simplification of models for visualization, and image-based rendering.

As mentioned earlier, Victoria Interrante received the PECASE award, marking her as one of the top 20 NSF CAREER awardees in 1999. In a similar vein, Kwan-Liu Ma (http://www.cs.ucdavis.edu/~ma/) received the PECASE award in 2000 (award 9983641 Ma). The award citation points to his “significant contributions to the areas of large data, parallel processing, human-computer interaction, and computational science”. Also, it should be noted that his work effectively integrates education with research by emphasizing hands-on experience for undergraduates and graduate students in scientific visualization.

In addition to their general quality, many ACR PIs are engaged in global collaborations. (These are in addition to the “usual” international conferences that many PIs attend.) Two examples of this are Al Malony (award 9457530 Malony) and Xian-He Sun (award 9720215 Sun), who each were awarded supplements in FY’99 to take part in the APART forum (http://www.fz-juelich.de/apart/). This is an ESPRIT-sponsored consortium to discuss issues in parallel software tools which has to date sponsored two workshops, produced a number of reports, and is generally regarded as an influential force in directing tool research.

ACR’s most direct support for public access is through its sponsorship of workshops. Although these are usually highly technical, the reports generated by them are often of use to a wider audience. A few particularly interesting cases are included below.
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Cherri Pancake ran a series of workshops on “Establishing Standards for HPC Systems Software and Tools" (award 9713060 Pancake). A key problem inhibiting the usability of software and tools on high-performance computers is the lack of widely-used software specifications that can be included in computer purchases. A National Task Force, endorsed by the Parallel Tools Consortium (http://www.ptools.org/) and the National Coordination Office (http://www.ccic.gov/), addressed this problem by developing a prioritized set of software requirements employing standard verbiage suitable for RFPs. The report has been included by reference in several procurements, including the NSF Terascale Computing System and Distributed Terascale System solicitations (http://www.nacse.org/distributions/HPCreqts/).

Paul Messina had a hand in two important workshop series. The first was the NSF/DOE workshops on "Visualization and Data Corridors" (award 9813025 Messina). Together these workshops developed a set of requirements for the planned "visualization and data corridor" and developed a technology roadmap leading to the development of such corridors. This was highly influential on the DOE ASCI effort (http://www.llnl.gov/asci/) and on the NSF Large Scientific and Software Data Set Visualization program. He also chaired the “The 2nd Workshop on Enabling Technologies for Peta(fl)ops Computing” (award 9816114 Sterling). This workshop series examined the entire range of computing methods – including hardware, software, algorithms, and applications – needed to effectively build and use computers capable of 1012 operations per second. The proceedings (http://www.cacr.caltech.edu/pflops2/) have been widely published, including mention in recent articles in Scientific American by Thomas Sterling.

Also, many ACR PIs have active and highly visible outreach programs. One outstanding example of this was Russ Taylor’s nanoManipulator project (award 9582192 Taylor). This work was selected to be one of eight featured “research tools of the future” in the America's Millennium celebration sponsored by the Smithsonian Institution. The event was called "Glimpsing the Future: Technologies for the Millennium" and occurred at the Hirshorn at noon on December 31, 1999. In fact, it was the only hard science project spotlighted. The event was covered by national news media as part of the turn-of-the-century festivities. 


6.  IDEAS Strategic Outcome Goal: Enabling discovery across the frontier of science and engineering, connected to learning, innovation and service to society.

ACR is the premier program at NSF in the fundamentals of high-performance computation and has very successfully contributed to this goal. Although grantees in other programs may use parallel computing, no other program so strongly supports the creation of new computational methods for use on high-end machines. Some examples of the broad range of new scientific discoveries enabled by this Program follow. 


Bernd Hamann (http://graphics.cs.ucdavis.edu/~hamann/hamann.html) was an early contributor to terascale visualization with his CAREER project “CAREER: A Proposal Regarding the Unification of Data Reduction and Multiresolution Methods for Use in Scientific Visualization and Education in Scientific Visualization” (award 9624032 Hamann). Data sets up to a Terabyte in size are becoming increasingly common, ranging from large CFD simulations to digital libraries. The complexity of such massive data collections overwhelms our cognitive abilities to analyze them. To gain higher-level insight into such data, Hamann's work develops technology that supports interactive data exploration at different levels of abstraction. One of many advances here has been the development of efficient parallel methods that can be used to identify surfaces of interest in massive data sets. This work was later refined and extended in the LSSDSV project “Multiresolution- and Topology-Based Visualization of Large Scientific Data Sets in Parallel and Distributed Computing Environments” (award 9982251 Hamann). Many more details on both projects and related work are available at http://graphics.cs.ucdavis.edu/. 

Fran Berman (http://www-cse.ucsd.edu/users/berman/) introduced many crucial ideas for Grid computations in her project "Application-Level Scheduling with AppLeS" (award 9701333 Berman). Without efficient scheduling, grid programs can become extremely inefficient as one machine waits for work to finish on another machine. To enable accurate schedules to be determined, this project introduced the Network Weather Service (NWS), a distributed system that periodically monitors and dynamically forecasts the performance of various network and computational resources over a given time interval (http://nws.cs.utk.edu/). The original project also developed application-level scheduling agents (AppLeS) to provide a mechanism for choosing an effective schedule and implementing it for individual applications using the forecast information (http://apples.ucsd.edu/). It is worth noting that Dr. Berman subsequently became the director of one of the PACI centers. 

Dan Reed (http://www-pablo.cs.uiuc.edu/People/Reed/DanReed.htm) attacked the problem of high-speed I/O in his project "Intelligent, Adaptive Parallel File Systems" (award 9720202 Reed). Besides the problem of understanding terabyte data sets, simply reading and writing such large volumes of data to stable storage is a major difficulty. Reed has been building the next generation of intelligent Portable Parallel File System, PPFS II, with real-time control and adaptive policy capabilities (http://www-pablo.cs.uiuc.edu/Project/PPFS/PPFSII/PPFSIIOverview.htm ). This system is based on their experience with the Pablo performance analysis environment and extensions to support real-time performance monitoring, qualitative classification of file access patterns, and table-driven selection of file policies - all projects supported by previous grants from NSF and other federal agencies. It is worth noting that Dr. Reed is now the director of the other PACI center. 

David Padua (http://www.cs.uiuc.edu/contacts/faculty/padua.html) leads a project entitled “MATLAB Extensions and Compiler Techniques for High-Performance Computing” (award 9870687 Padua). This work studies ways to make MATLAB faster (an interactive system for performing mathematics). Because MATLAB is in daily use by thousands of engineers, improving its speed could allow dozens of companies to do their work faster. Moreover, the techniques pioneered here are very likely to apply to many other high-level programming languages. In technical terms, the approach is to build a compiler called MAJIC (http://polaris.cs.uiuc.edu/majic/) that translates the MATLAB commands into efficient machine instructions. Unlike other just-in-time compilers, MAJIC uses high-level transformations of the MATLAB code to improve the speed of execution and incorporates runtime libraries to support sparse matrix operations.

Steve Reiss (http://www.cs.brown.edu/people/spr/) and David Laidlaw (http://www.cs.brown.edu/people/dhl) contributed to both software and visualization with their LSSDSV project “Visualization for Software Understanding” (award 9982266 Reiss). Their goal is to use up-to-date visualization techniques to aid program understanding. Specifically, they are experimenting with two systems for visualizing execution traces of multithreaded Java and C++ programs. Currently the visualizations are being evaluated, in part by an undergraduate woman supported under an REU supplement. The project has shown the need for advances in both execution tracing (to reduce file sizes and provide better data for further analysis) and visualization (to aid in the analysis and ultimately programmer understanding).

Chandrajit Bajaj (http://www.cs.utexas.edu/users/bajaj/) leads another LSSDSV project entitled “Terascale Data Visualization” (award 9982297 Bajaj). This project takes another approach to the problem of handling terascale data sets. A comprehensive end-to-end framework that integrates the data source, storage, servers, network, and the visualization client is critical for delivering scalable performance across a range of hardware platforms and datasets. Dr. Bajaj aims to develop such a framework based on a suite of compressed multiresolution representation and data streaming techniques that adapt in an error-controlled manner to available computational resources. This is part of a long-term project at the Center for Computational Visualization at the University of Texas (http://www.ticam.utexas.edu/CCV/) with the goal of developing a comprehensive framework for multi-scale visualization and simulation for terascale problems.

Gordon Erlebacher (http://www.csit.fsu.edu/~erlebach/) leads a project entitled “Flowspace: The Space Spanned by Pathlines, Timelines, Streaklines” (award 0083792 Erlebacher). This project places commonly-used visualization techniques for fluid flows within a general geometric and mathematical framework, and advances the notion that no single method is best suited for all flows. Therefore, it studies a more general class of algorithms, seeking to match a vector field representation to the display of a desired time-dependent feature of the flow (e.g. vortices, eddies, or shocks). To explore this parameter space, the project will develop a suite of interactive vector field visualization tools. Unfortunately, the work is still too early to fully evaluate, but promises to produce an improved understanding of visualization fundamentals.


ACR has a strong emphasis on interdisciplinary research, leading to many examples of discoveries in a variety of scientific areas. For example, New Technologies (the predecessor to ACR) had a minor role in funding John Pople (award 9629964 Pople), who later won the Nobel 

Prize in Chemistry. We mention here only a few of the projects for which ACR was the primary or sole funding source.

Padma Raghavan’s (http://www.cse.psu.edu/~raghavan/) CAREER proposal “Parallel Sparse Matrix Computations” (award 9502594 Raghavan) has led to advances in both computer science and physical science. Countless large-scale scientific and engineering applications require the solution of linear systems in which the coefficient matrix is large and sparse. Dr. Raghavan developed a latency-tolerant scheme that uses parallel matrix-vector multiplication after a “selective inversion'” step to perform repeated system solves. The scheme shows ideal scaled speedup on multiprocessors with as many as 512 processors. In collaboration with scientists at Sandia and other national laboratories, she has used this solver on scientific problems ranging from structural analysis to improved prediction of stratospheric ozone concentrations.

Scott Baden (http://www-cse.ucsd.edu/~baden/) led a project entitled “CARM: Computational Infrastructure for Intelligent Material Design” (award 9520372 Baden). Predicting the properties of materials from first principles (i.e. from the behavior of their atoms and molecules) is an important and challenging field. The challenge comes from the range of scales required - from electrons to clusters large enough to be seen. To span this range, Dr. Baden and his collaborators developed numerical algorithms and a software infrastructure to implement hierarchical and adaptive methods to concentrate the solution on areas of greatest interest (http://www-cse.ucsd.edu/users/baden/Research/first.html). The algorithms include a parallel eigenvalue solver that improved previous techniques by 100-fold in time and memory. The software infrastructure included the well-known KeLP system, which manages communications among the memory hierarchies of parallel computers. In addition to materials design, KeLP has been applied to a wide range of partial differential equation solutions. 

Indeed, Dr. Baden received a new award for “Hierarchical Lattice Parallelism” (award 9876923 Baden) for extensions of this work applied to computational fluid dynamics (http://vis.sdsc.edu/research/smallturbulence.html). 

Jim Demmel (http://www.cs.berkeley.edu/~demmel/) leads an effort entitled “Linear Algebra Algorithms and Tools for Emerging Computing Environments & User Communities” (award 9813362 Demmel). A recent software release from this award is the SuperLU package (http://www.cs.berkeley.edu/~demmel/SuperLU.html) for solving sparse linear systems. This solver is widely used, including in research that led to the cover of the December 24, 1999 issue of Science. That computation solved a case of the 50-year-old problem of computing scattering in a 3-body quantum system. We expect that this is only the first of many discoveries thus enabled.

Elise DeDoncker (http://www.cs.wmich.edu/~elise/) leads the PARINT research group in a grant entitled “Distributed Numerical Integration Algorithms and Applications” (award 0000442 DeDoncker). There are two main goals of the PARINT project: to research new techniques in computing multivariate integrals in parallel, and, to develop a user-friendly software interface for these techniques (http://www.cs.wmich.edu/~parint/). Research areas include load balancing, distributed data structures, and theoretical mathematical topics such as Monte Carlo techniques and extrapolation. The software from this project is freely distributed over the net, and has applications to a wide variety of statistical, mathematical, and scientific fields.
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Again because of its multi-disciplinary focus, ACR supports many partnerships. The grants to Baden listed in 6.b. are good illustrations of the types of collaborations that ACR supports. Also, ACR has been active in co-funding relevant awards in other directorates and divisions. We list a few examples below.

At the University of Minnesota, Jim Chelikowsky (http://jrc.cems.umn.edu/) and Yousef Saad (http://www-users.cs.umn.edu/~saad/) have had a long and productive collaboration. ACR has co-funded their project “High Performance Algorithms for Electronic Materials”(award 9318151 Chelikowsky) and its renewal (award 9873664 Chelikowsky). Both awards are primarily managed by MPS/DMR. Dr. Saad also received another ACR award for his project with Masha Sosonkina, “Parallel Algebraic Recursive Multilevel Solvers” (award 0000443 Saad). All of the projects revolve around improved multilevel solvers for problems relevant to modeling the electronic structures of materials. Results for the materials science are presented mostly at Dr. Chelikowsky’s web site (http://jrc.cems.umn.edu/research.2.htm), while the computational science methods can be found in more detail at Dr. Saad’s web page (http://www-users.cs.umn.edu/~saad/projects/ACI/).

At Cornell University, Keshav Pingali (http://www.cs.cornell.edu/annual_report/99-00/Pingali.htm) and Tony Ingraffea (http://www.cee.cornell.edu/faculty/info.cfm?abbrev=faculty&shorttitle=bio&netid=ari1) have been co-funded by ACR twice. Both awards were primarily funded and managed by CISE/EIA. The original project, “Challenges in CISE: Crack Propagation on Teraflop Computers” (award 9726388 Pingali) focused on the design of algorithms and systems to support the numerical simulation of crack propagation problems (particularly 3-dimensional, time-dependent fracture simulations) on parallel computers. At that early stage, the work required the development of provably good parallel mesh generators, automatic restructuring compiler technology, and improved thread generation and load balancing mechanisms. Although some problems have been solved, many aspects are still areas of active research. This led them and other Cornell researchers into a Research Infrastructure project entitled “A Two- tier Computation and Visualization Facility for Multiscale Problems” (award 9972853 Pingali). The new project provides much-needed equipment for executing the computations, along with support for the technical research that remains to be done. Many more details of the crack propagation group’s work can be found at their web page (http://www.cfg.cornell.edu/). 


ACR synthesizes education and research most closely in its CAREER awards. In fact, the CAREER program announcement requires integration of research and education, and ACR takes this requirement seriously. The CAREER, PECASE, and PFF awards listed above (9502594 Raghavan, 9553068 Johnson, 9624032 Hamann, 9875368 Interrante, 9983641 Ma) all have exemplary educational components.

7.  TOOLS Strategic Outcome Goal: Providing broadly accessible, state-of-the-art information-bases and shared research and education tools.

ACR does not support general-use infrastructure in the way that Partnerships for Advanced Computational Infrastructure does. However, the dissemination of high-quality software serves much the same purpose and in supporting proposals that enable this in a research setting, the ACR Program has been very successful. Because the software can run on any (relevant) hardware, in some sense providing this software is a high-leverage infrastructure building activity. Although ACR is primarily a research program, and thus most software produced is only of “beta” quality, there are exceptions.

One such exception is linear algebra software developed by the LAPACK group (award 9813362 Demmel). James Demmel and the other participants have also enabled advances in many areas by providing software. The LAPACK (http://www.netlib.org/lapack/index.html) and ScaLAPACK (http://www.netlib.org/scalapack/index.html) libraries are the standard software for solving dense linear equations. With FY’99 funding ACR supported release 3.0 of LAPACK, which improves error bound estimates. 
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As important as the LAPACK software is the means by which it is disseminated. ACR has been a long-term supporter of Netlib, the standard Internet repository for numerical software (award 9725909 Dongarra). There have been over 129,000,000 requests from Netlib to date, indicating just how popular it is. Less obvious is the amount of effort that its search capabilities have saved countless PIs in locating the right software for the job. ACR’s support of Netlib also contributes to full use of the national networks.
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Also of note in this regard is ACR’s support of Grid computing. The “Computational Grid” is a relatively new idea of making networked computation readily available; it draws its name from the electric grid, and aspires to the same “plug in” simplicity. ACR’s support for the Grid can be dated to its support for the original “Workshop on Building a Computational Grid” (award 9843977 Schorr), which produced the now-standard Foster/Kesselman book The Grid: Blueprint for a New Computing Infrastructure (http://www.mkp.com/grids). That support has continued through various research grants for distributed computing or grid computation. A relatively recent example of such activity is the work by Willy Zwaenepoel and co-workers at Rice on “Exploring the Role of Grid-Enabled OpenMP in Adaptive Mesh Calculations” (award 9982160 Zwaenepoel). (This award was submitted to ACR and reviewed by the program, but was handled entirely by the Deputy Division Director (Rich Hirsh) due to the Program Officer’s conflict of interest with the institution.) 


As a research program, ACR does not produce policy documents per se. However, the outputs of the various workshops cited in response 5.e. could be considered to fall under this category as well.

8.  Areas of Emphasis: For each relevant area of emphasis shown, determine whether the investments and available results demonstrate the likelihood of strong performance in the future. Explain and provide NSF supported examples as they relate to or demonstrate the relevant strategic outcomes. 

ACR has been extremely active in supporting multi-disciplinary research. Indeed, many of the cited PIs above are from departments other than Computer Science or Electrical Engineering. This is particularly relevant in ACR’s “Algorithms” thrust, which includes most applications of parallel computing to scientific problems. Also, many of the LSSDSV awards featured highly interdisciplinary teams.

ACR led the ITR “Advanced Computational Science” group in FY’00 (the first year of the ITR initiative). It is no accident that this section of the ITR solicitation closely resembled the ACR program announcement. Prior to ITR, ACR was preparing an “initiative” which had very similar goals. ITR allowed ACR to increase its breadth by supporting larger, longer-term projects. It also added emphasis to ACR’s support for interdisciplinary projects and improved dissemination of tools (both of which were all but required for ITR). Although the results of the ITR program will be reviewed by a separate COV, the following general statistics for this part of ITR reflect the significant effort ACR invested:

· 1152 Preproposals received and reviewed

· 283 Full proposals received and reviewed

· 31 Awards made for a total of approximately $35.2M over 5 years, including the largest ITR award made in that year (award 0086044 Avery for $11.9M over 5 years)
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ACR continued this leadership in the FY’01 ITR program, managing the “Applications in Science and Engineering” thrust of ITR. The same will be true of FY’02, with perhaps another change of name for the thrust. In all years, ACR closely collaborated with all other directorates of NSF to assure high-quality, multi-disciplinary reviews of multi- and inter-disciplinary proposals. 

ACR is one of two CISE programs that sit on the Mathematical Sciences Research management group. (The other is Numeric, Symbolic, and Geometric Computation.) Formal activities in this priority area did not start until FY’01, so there are no results to report here. However, Math Sciences as a good fit for ACR’s thrusts in algorithms; indeed, much of the older algorithmic research supported by ACR was more “mathematical” than “computational” in retrospect. In addition, Math Sciences is beginning an emphasis on mining large data sets, which fits well with ACR’s data handling activities. There will be increased possibilities for collaboration and co-funding as this priority area gets underway.

ACR has not been active in the Nanoscale or Biocomplexity initiatives. Nor has it participated in the Functional Genomics or Cognitive Neuroscience non-initiative activities, although some genomics proposals have been submitted and reviewed by ACR.

ACR is not a formal component of the named programs (Terascale Computing, MRI, etc.) However, research first performed under ACR support has been incorporated as key components of the Terascale Computing System. For example, it has supported (and continues to support) the following key technologies:

· Parallelizing compilers (awards 9612757 Lam, 9726388 Pingali, 9870687 Padua)

· Sequential compilers (awards 9612756 Davidson, 9982028 McKinley)

· Numeric libraries (awards 9813362 Demmel, 9725909 Dongarra, 9982205 Lumsdaine)

· Runtime libraries (awards 9711364 Hollingsworth, 9982087 Saltz)

· Parallel software tools (awards 9457530 Malony, 9624149 Rover)

· Parallel I/O (awards 9720202 Reed, 9974992 Smirni)

· Parallel Visualization (awards 9624034 Hamann, 9882251 Hamann, 9983641 Ma) 

· Parallel applications (awards 9623592 Kolar, 9701504 Nakano, 9876943 DeZeeuw, 9982351 Delson, 0072112 Chan,...)

The expectation is that future ACR research will be relevant to TCS operations; indeed, many ACR PIs already run on the PACI sites or TCS machine. 

ACR is not formally connected to the MRI program, although the Graphics and Visualization STC did receive MRI support in FY’98. Similarly, ACR does not maintain scientific databases, although its data handling and visualization thrust is relevant to new tools for accessing scientific data.

9.  Please comment on program areas that the COV believe need improvement. 

(See 11.)

10.  Comment as appropriate on the program’s performance in meeting program-specific goals and objectives (non-GPRA outcomes).

Software creation and support within individual proposals is inhibited by limited funding. The NSF continues to be effective at supporting research, but it is difficult to secure funding to create software such that it can be released to the general research community and therefore have a broader impact. Further consideration should also be given to the program proposal portfolios such that longer funding periods and broader teams of investigators could secure more funding. 

11.  NSF would appreciate your feedback on the COV review process, format and core questions (applies to the GPRA requirements).

The COV is emphatically of the opinion that the whole review process as it is now constituted is extremely complex, duplicative, obscure and ill-defined. 

A COV for any NSF program will consist of very busy people assembled at relatively short notice for a one or two day meeting. They cannot be expected to master the complexities of the dense web of NSF rules, regulations and precedent that would be necessary to generate reports of the kind that seem presently required.

The ACR COV recommends in the strongest possible terms that the NSF urgently reassess the whole COV review process for programs with a view to simplifying it to its key essentials that are stated in clear, short, unambiguous language that can be easily understood and mastered by COVs of busy people.  

Though the COV for ACR believes it was able to carry out as thorough a review as possible in the circumstances, too much of its valuable and limited time was taken up with trying to understand the complexities of what was required rather than focusing on what it was formed to do – give an independent assessment of the success of the ACR Program. In particular, the COV found the whole GPRA process both overly complex and beyond what a committee established under the condition that COVs are, can be really expected to accomplish in such a short period of time. The COV strongly recommends that the GPRA part of the review process should be extracted and made the object of some other more realistic review mechanism.

The COV asks that these comments be brought to the attention of the CISE Acting AD and any other NSF officials who are responsible for determining the structure of the review process for programs. 
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