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ABSTRACT

Truncation error of the numerical solution in a circulation model is still one of the most serious sources
of error for the extended-period prediction. Different grid intervals are taken and the behavior of the
solution is studied empirically. The meshes for the hemispheric domain are ¥ =20, 40 and 80, where ¥ is the
number of grid points between the pole and the equator on the stereographic projection map. Analysis re-
vealed that finer meshes provide clearly better solutions even for the planetary-scale mode, and the N =80
solution is definitely different from the V=40 beyond about 6 days. Further comparisons were made to
see if the V=380 solution is actually closer to observation. The results were encouraging. Promise is seen
for improvement in the forecast to about 10 days. The inclusion of subgrid-scale eddy viscosity, which
seems to be necessary when applying a grid to the flow field, is also examined.

1. Introduction

One serious defect in previous numerical weather
predictions is that the meandering in the computed
westerlies was appreciably weaker than in the observed
and that cut-off lows were seldom produced. This is not
a feature peculiar only to the particular prediction
model we are using. It is straightforward, perhaps, to
assume that this defect is related to insufficient grid
resolution and to excessive horizontal eddy viscosity.
If so, the following questions should be answered. How
much grid resolution is needed? And what is a reason-
able lateral Austausch coefficient? Of course, ideally it
is desirable that the mesh be as fine as possible, since
atmospheric flow contains a continuous spectrum of
wavelengths down to molecular size.

However, there may be a finite grid mesh which
gives a satisfactory solution from a practical stand-
point, if the scale of interest is confined to a certain
range and if the prediction period is limited. Experience
shows (Charney et al., 1950) that a fairly large grid
interval, say 400 km, may represent the cyclone-scale
disturbances with enough accuracy for a one-day
forecast.

We are concerned now, however, with higher accuracy
and with integration for longer periods of time, so the
adequacy of the grid resolution has to be re-examined.

2. Background

According to the empirical study of Grammeltvedt
(1969) with a barotropic equation, more than 15 grid
points per wavelength are probably needed for time
integrations > 3 days. Miyakoda (1960) also showed the

1 Paper presented at the AMS-IMS International Conference on
Meteorology, Israel, 30 November—4 December 1970.

necessity of a large number of grid points per wave-
length (particularly for the two-dimensional, non-
viscous vorticity equation) and showed that the further
the integration period is extended, the higher the
resolution required. Clusters of vorticity given initially
are stretched as the computation proceeds. Eventually
the extremely elongated vorticity filaments can no
longer be resolved by the grid. Then the “spaghetti”
(or “cascade”) effect occurs (Platzman, 1961), which
leads to a kind of numerical instability (Phillips, 1959).

Arakawa (1966) designed a scheme of finite differ-
encing in which the formulation is based upon integral
constraints on the quadratic quantities, i.e., kinetic
energy and squared vorticity. With this device he
succeeded in avoiding the instability. As mentioned
above, the stretching of the vorticity is a physical
reality, and the ‘“‘spaghetti’ effect is a computational
result. In nature molecular viscosity supposedly dis-
sipates the very narrow vorticity filaments.

In a grid calculation, a certain spectrum is truncated
by the mesh. This subgrid-scale effect can be effectively
compensated by including an eddy viscosity. Phillips
(1956), in his numerical experiment of the general
circulations of the atmosphere, used Richardson’s
4 power law hypothesis for determining the eddy vis-
cosity coefficient. Smagorinsky (1963) formulated the
nonlinear viscosity term, which yields more scale-
selective dissipation than the linear viscosity term.
This pseudo-viscosity is derived conceptually as the
consequence of applying a grid to the flow field, but it
is also true that this viscosity is a great help in achieving
computational stability.

In the circulation model which is used in the present
study, Lilly’s finite-difference scheme is adopted to-
gether with the nonlinear viscosity of Smagorinsky
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et al. (1965). The problem is now to simulate three-
dimensional baroclinic flow. The integrations differ
from the two-dimensional experiments described above
in that the clusters of vorticity tend to be well organized
and preserved for a considerable span of time. This is
achieved by the continual intensification of vortex
tubes resulting from the vertical stretching and the
weakening of the stretched filaments by viscous dissi-
pation. It may be remembered that early operational
numerical forecasts with the barotropic model suffered
from a tendency for damping of the wave patterns even
in the 24-hr forecast. This was due to the lack of a
vorticity source and to unlimited horizontal stretching
of vortex filaments.

Thus, the most important points in the numerical
computation of atmospheric motion in the grid system
are probably those of accurately representing the
strengthening process of vortices (baroclinicity) and
the proper 1nc1u51on of the parameterization of eddy
dissipation.

Recently Manabe ef al. (1970) compared the results
of the general circulation model for two different
horizontal meshes; the grid sizes at mid-latitudes were
approximately 500 km and 250 km (V=20 and N =40).
The study revealed clearly that the high-resolution
model provided much improved results in many
respects; in particular, the detailed structure of fronts
became more realistic. It was also shown that the rate
of baroclinic energy conversion was increased by 13%,.
Furthermore, in the refined version of the model, the
wavelength at which subgrid-scale dissipation is most
effective is shifted toward a smaller scale, though
probably not small enough. Wellck et al. (1971) also
made a similar experiment, the conclusion being similar.

3. The basic circulation model

The basic equations used in this study were described
in the papers by Smagorinsky et al. (1965) and Manabe
et al. (1965). In particular, the model used for Experi-
ment 3 reported in Miyakoda et al. (1969) is more nearly
like the one used here. The only differences are that in
the present study the grid resolution and the coefficient
for horizontal eddy viscosity are varied.

The model takes the equations of motion for the
rotating system and the hydrostatic assumption, and
includes nine vertical levels. Also included are the
radiation processes, water vapor and its condensation
processes, and the effects of orography and land-sea
contrast.

The equations of motion and the thermal equation
include the nonlinear viscosity terms F., F, and Fy,
defined as (Smagorinsky, 1963):

9/ d/y

F ,=m4|:——<—DT>+—<—D ,s):' 5 (31)
dx\m? dy \m?
9/ /v

ren{ 2(20)-2(20)] 6o
dx\m? dy\m?

JOURNAL OF THE ATMOSPHERIC SCIENCES

VOLUME 28

d /vy 96 v 06
o )y
dx\m?dx/ dy\m?dy
where # and v are the wind speeds in the x and ¥

directions, respectively, on the stereographic projec-
tion map, 6 is the potential temperature, and
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In the above m is the map-scale factor for the stereo-
graphic projection map, ¢ the latitude, R the gas con-
stant, p the pressure, ¢, the specific heat at constant
pressure, v the Austausch coefficient, / the characteristic
length which is related to the spacing of the lattice,
D the deformation, As the space increment relative to
the earth, and %, the proportionality constant of the
eddy viscosity term which will be discussed in the next
section.

The vertical eddy viscosity is not included above
700 mb and is assumed only for # and v in the layer
below the 700-mb level.

4. Horizontal eddy viscosity

The value ky=0.4 which coincides with the von
Karm4n constant has been extensively used in studying
the general circulation of the atmosphere (e.g., Smagor-
insky et al., 1965; Manabe e al., 1965, 1970). Lilly
(1967, 1970) attempted to find a physical interpretation
of the coefficient in the light of the isotropic turbulence
theory. Following his derivation one has

1}
—==0.21.
m

(4.1)

This value is considerably smaller than 0.4. [Lilly
(1967) and Deardorff (1971) used the notation ¢ which
is equal to k. The definition of deformation is different
from that in this article by V2. According to Deardorff,
the recent revised value of ¢ for three-dimensional flow
is 0.20].

On the other hand, even before we knew of Lilly’s
discussion, there was some doubt about the adequacy
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of the value ky=0.4. To test the suitability of the value,
a number of experiments were carried out by varying
ko in steps from 0.4 through 0.1. With the N=40
model, 14-day predictions were repeated for each k¢
for the case of 1200 GMT 9 January 1964. It was seen
from the computed hemispheric maps of geopotential
height that the wiggling in the pattern increases with
the decrease of ko, and that the cut-off low tends to be
better formed as ko decreases.

To quantitatively assess the influence of k¢ on the
flow field, the ratio of the zonal kinetic energy K z and
the eddy kinetic energy Kz is taken at level 4(~336
mb); Kz and K g are defined by

1
Kz;= / / —p(2+5%)a? cos pdAd o, (4.2)
2

1
KE=// Ep(u’2—i—v’2)a2 cospdM\d ¢, (4.3)

where the bar notation is the zonal average and the
primed variable is the deviation from the average, A
the longitude, p the air density, and a the radius of the
earth. The domain of integration is north of 20N.

Fig. 1 is the time variation of the ratios during the
14-day period. The observed value is the thick solid
line and remains around 1. On the other hand, the
ratios for k,=0.4, 0.3, 0.2 are noticably larger than 1,
suggesting that perhaps the viscosity is too large,
smoothing the detailed structure of vortices excessively.
Thus, it appears that ko should be less than 0.1, so far
as this measure is concerned. It should be mentioned,
however, that despite the closeness of Kz/K g to unity
the large-scale feature of the flow pattern is not greatly
improved.

It may be wise, however, to hold some reservations
about this conclusion, since the horizontal resolution is
still relatively coarse (N=40); thus, the more general
requirement for ko may not apply to this particular case.
In addition, the grid-cut in the spectral space is far
above the so-called inertial subrange, and the spectral
function in this region is somewhat different from
k583, [Leith has now postulated a 22 relationship for
the quasi-two-dimensional flow (see Ogura, 1958, and
Leith, 1968).]

Anyway, the overall impression obtained from
this test is that k¢ should be smaller. However, the
“wiggling” in the case of ko=0.1 increases so appre-
ciably that the calculation could not be continued
beyond the 9th day. There are two .major potential
factors that may remove this difficulty; first, a more
stable scheme of finite differencing, and second, a
reduction of the shock generated by the present moist
convection scheme, where ‘“shock’” means a suddenly
created imbalance between the mass and velocity fields.

Grammeltvedt (1969) tested a number of finite-
difference schemes, and concluded that the generalized

STRICKLER, NAPPO,

BAKER AND HEMBREE 483

2. -2:4
2. _e-22
." i
2.0 : P "0
, .
1.8 o4 L = 18
ko=0.4 %
0=9 /.’ 0}/ 0
o 1 //./ ’j / N6
g PR—— - 702 . X
= 4 el T e },/ 4
_____ s Pt -
1.2 N __/_ﬁ - 1.2
1.0 S, o i h.0
e 0.1 :
0.8 obs o8
0.6 0.6
0. 1 i) 1 i 1 1 1 1

0 1 2 3 4 5 6 _7_6.9 10 1 12 13 4
DAY )
Fi1c. 1. Time variation of Kz/Kg as a function of %,, the
coefficient of the horizontal nonlinear viscosity.

Arakawa method (in which not only the kinetic energy
but also the squared vorticity for the nondivergent
component of flow are conserved) and Shuman’s method
(1960) are the best among those tested from the stand-
point of computational stability. (The present scheme
in our model conserves kinetic energy but not the
squared vorticity.) Concerning the shock, it appears
that the small-scale convection process is responsible.
A new process could be designed in which the amount of
shock is reduced (Gadd and Keers, 1970).

In all subsequent experiments %, is set to 0.25 as a
practical compromise based upon the experience de-
scribed above.

5. Horizontal grid resolution

Another series of tests were undertaken to determine
the effect of changing the resolution of the horizontal
grid. Like the test of instrumental apparatus in a
laboratory experiment, it is important and imperative
to know the mathematical performance of the numerical
model.

a. Grids

Three mesh sizes were taken, i.e., N =20, 40 and 80,
where NV is the number of grid points between the pole
and the equator on the stereographic projection map.
The N=20, N=40 and N =280 meshes consist of 1257,
5025 and 20,081 grid points, respectively, for each level.
The corresponding grid lengths at the pole are 640,
320 and 160 km; those at the equator are just half the
above; while the distances at the mid-latitude are
540, 270 and 135 km. By comparison, the grid con-
ventionally used in the National Meteorological Center
in Suitland (NMC) corresponds to N=231.2, where the
grid distance at the pole is 381 km.

b. Computation times

The time increment Af is 10.0, 5.0 and 2.5 min for
the N =20, 40 and 80 models, respectively. The com-
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putation time is 1 hr per one-day forecast with the
N=20 model, 12 hr with the N=40, both with the
UNIVAC 1108 machine, and 16 hr for ¥=80 in the
IBM 360/91. The codes of the V=280 model are quite
different from those of the N =40 model (for efficiency),
though the physical processes are exactly the same.

¢. Marching calculation

In the marching computation for the 14-day predic-
tion, the “leapfrog’ method is normally used, but com-
putational irregularity appears near the equatorial
boundaries, and sometimes the computation cannot be
continued further. This happens only in the N=40
and V=280 models, not in the V=20, suggesting that
shock generation due to ‘“‘convective adjustment” is
larger in the high-resolution model. In such a case, the
“Euler backward method” is applied to damp out the
high-frequency mode of the solution (Matsuno, 1966;
Mintz, 1965; Kurihara, 1965). This process is used for
only a short period in order to avoid unnecessary filter-
ing. For N=40, it is applied for a period of 0.5 day
at the 10th day, and for N=80, it is used for a period
of 0.25 day at about 4.5, 8.5 and 12 days. Apparently
the amount of damping that results does not depend
upon the time interval but on the number of time steps
(Kurihara, 1965).

d. The cases

Two cases of data were used for this study. One was
for the 2-week period which began 1200 GMT 9 Jan-
uary 1964, and the other for the period which began
1200 GMT 4 January 1966. They are the same cases
adopted by Miyakoda et al. (1969).

e. Comparison

The ideal evaluation of the mathematical perform-
ance of a system of finite-difference equations is to
compute the true solution for the equations and then
compare the numerical solution of the finite-difference
equation with the true solution. This is, however,
extremely difficult, if not impossible. Instead, we have
made a comparison between the solutions obtained
with the model at different resolutions, studying their
differences as well as their departures from reality.

In the following, we shall discuss two aspects of the
comparisons : first, the transient behavior of the flow for
the two-week period of prediction, and second, the
general circulation features which are defined as
temporal averages of quantities such as the zonal wind,
eddy kinetic energy, moisture distribution and mean
temperature.

6. Two-week evolution of flow fields
a. Hemispheric geopolential maps

1) 500 mb

The height fields for the observation and the N= 80,
N=40 and N=20 predictions are displayed (1964
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case) in Figs. 2 and 3. The N =20 result is already quite
different from N=40 even at the 4th day. As far as
N=40 and N=80 are concerned, the general features
are similar, but there are definite differences in the local
configurations of trough and ridge—particularly with
respect to the troughs over the United States and the
Caspian Sea. The greater similarity of the N=40 and
N=280 predictions suggest that with the increase of
resolution the numerical result is apparently converging
toward a certain solution (supposedly the true solution
of the equations). This fact is important because it
shows that the result contains more than just trunca-
tion error. By comparing the prediction with the ob-
served fields one may see that overall the N =80 result
approaches the observed more closely, though obviously
a very close coincidence cannot be expected at this
stage of the evolving prediction system.

It is interesting to note the sharp trough over the
Caspian Sea that appears in the V=80 map on day 4.
It can be identified in the observed map, but it is nearly
missing in the V=40 map. In general, experience has
shown that an existing trough cannot be better defined
by reducing ko further, even below 0.1; the reduction of
ko apparently leads to the formation of a cut-off low,
if there is already an established trough, but it does
not create a new trough. On the other hand, refine-
ment of the mesh does give rise to another trough which
is virtually missing in the V=40 case.

With the increase in resolution, the westerlies undergo
meandering, and the jet streams are sharper. The
result of the N=20 model is particularly poor in this
respect. A close look at the V=80 map reveals that
cyclones and anticyclones at high latitudes are quite
detailed, indicating that polar fronts are reproduced
more realistically in the N =80 than in the N =40 map.

These characteristics are even clearer at the 8th day
(Fig. 3). The large-scale configuration of the wave
pattern at N =40 is appreciably different from that at
N =80, suggesting that the N =40 result is not a good
approximation to the solution for the 8th day.

If one looks at the local detail, the result of a higher
resolution model is not always better. But an overall
feature is that the solution improves with increasing
resolution. For example, it may be seen at the 4th day
that the behavior of a cyclone over the United States
turns out to be good at V=40 but not as good as at
N =80. Whatever the agreement is, however, N =280
should be the better solution in the sense that the
truncation error is supposedly less.

2) 1000 mb

Fig. 4 is a similar comparison, for the 1000-mb maps
at the 8th day (1964 case). The effects of the finite-
difference resolutions on the results is more evident in
these maps than at 500 mb. The most striking feature
1s that the vortices are better grouped and located.
The positions of the major anticyclones are considerably
improved, but the cyclones at higher latitudes are not.
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F16. 2. The 500-mb geopotential heights on the 4th day. The height is in units of 10 m,
the contour interval 60 m.
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3) Remarks

Several earlier studies have used models of high-
computational resolution. Thus, Howcroft (1966) and
Gerrity and McPherson (1969) used a grid size of
190.5 km at 60N, while Bushby and Timpson (1967)
employed a staggered grid with a size of 40 km. Since
all were concerned with the small-scale or mesoscale
forecast for a limited area (instead of the hemisphere),
and the time periods of their forecasts are short, their
purpose was not quite the same as that of the present
study. They reported that mesh refinement significantly
improves the quality of a short-range forecast. The
curvature of height contours in troughs is well main-
tained. In the 10-level model of Bushby and Timpson,
frontal rainfall is well simulated (Benwell and Bushby,
1970).

b. Trough-ridge diagram

To get a comprehensive view of the transient features
of atmospheric motion, the trough-ridge diagram
(Hovmsller) is useful. This is a longitude-time chart
of geopotential height taken along a certain latitude
circle. Fig. 5 shows 500-mb heights for the 1964 case
for the latitude zone between 35 and 45N.

An obvious fact is that the streaks of the troughs or
ridges run more vertical for N =20, less for =40 and
least for ¥ =280, indicating that the travelling waves
have lower speeds in the N =20 and higher speeds in
N =280 models. In this respect as well as in other fine
details, V=80 compares more favorably with the
observed. One exception is that at the end of the pre-
diction period, i.e., on 12th day (indicated by the arrow
at the side) the wave behavior is appreciably disturbed
in the N =280 results.
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F16. 3. The 500-mb geopotential heights on the 8th day.
The interval and units are the same as in Fig. 2.

In hope of getting deeper insight, a spectral analysis
of the trough and ridge pattern was made. The zonal
distributions of the 500-mb geopotential height for
each day were decomposed by the Fourier method.
The components were then grouped into three parts,
l.e., wavenumbers 1 and 2, 3-5, and 6-10. A separate
trough-ridge diagram was then reconstructed (in
physical space) from each group of spectral components
(Figs. 6-8).

Wavenumbers 1 and 2 (the “ultra-long waves’) and
the second group of wavenumbers 3-5 (the “very long
waves”) are usually called Rossby waves or planetary
waves. The third group comprise the “cyclone waves”
which are baroclinically very unstable in conventional
theory [see, for example, Saltzman and Fleisher (1960)
and Phillips (1963) for the wave classification ].

In wavenumbers 1 and 2 (Fig. 6), there is a marked
difference between N=20 and N=40. Perhaps it is
surprising that the effect of grid resolution is serious

in the regime of the lower wavenumbers. As the grid
interval decreases, the westward travelling waves
become more pronounced with amplitudes considerably
increased.

The spurious retrogression of ultra-long waves was
experienced routinely in numerical weather prediction
during the late 1950’s, and the cause was intensely
discussed (Wolff, 1958; Cressman, 1958; Wiin-Nielsen,
1959). There are two modes of the wave. One is the free
mode which propagates horizontally and corresponds to
the theoretical Rossby-Haurwitz wave. The other is
the forced mode which is quasi-stationary and is con-
ceivably related to the effect of orography and the dis-
tribution of land and sea (Charney and Eliassen, 1949;
Smagorinsky, 1953; Gilchrist, 1953; Murakami, 1956,
1964; Martin, 1958; Staff members, Academia Sinica,
1958; Saltzman, 1963; D&os, 1962; Sankar-Rao, 1965;
Derome and Wiin-Nielsen, 1971).

According to Kubota and Tida (1954), Deland (1964,
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F16. 4. The 1000-mb geopotential heights on the 8th day. The anticyclone areas with height
values >240 m are hatched, and the cyclone areas with values <0 m are stippled. The loci
of small segmented lines mark the mountain areas.

1965), Eliasen and Machenhauer (1965), and Kao and
Wendell (1970), the free mode certainly exists in nature
together with the forced mode mentioned above. But
the early numerical models failed to compute the
amplitude of the free mode correctly, probably due to
the crude treatment of the time change in the surface
pressure. Also they failed to compute accurately the
topographical influence and the sensible heat flux from
the earth’s surface.

The present study demonstrates another point which
has been overlooked. Coarse resolution does not com-
pute the correct amplitude of the forced mode. It is
very encouraging that refinement of the grid improves
the stationary mode, probably due to the more correct
calculation of energy conversion due to the baroclinic
instability as well as the eddy energy conversion due to
the barotropic process.

Yet even in the result of the V=80 model, the
amplitude is still underestimated. The question is

whether the resolution of N=80 is insufficient or
whether some missing physical process is responsible
for the underestimation.

The very long waves (Fig. 7) are the most dominant
in the spectrum space of geopotential height. Inter-
estingly, the major wave packets propagating at group
velocity, as seen in the total trough-ridge diagram
(Fig. 5), are largely contributed by these wavenumbers
(see the plotted arrows in Figs. 5 and 7). The group
velocity of Rossby waves mentioned in previous works,
for example, those of Reiter (1958), van Loon (1965)
and Platzman (1968), was about 30° longitude per day
(eastward), which is just about the same as in Fig. 7.
One may easily understand that the production of this
wave energy and its propagation are the most dominant
factors in the evolution of weather, and therefore, that
they are the most important items in extended-range
prediction. However, this point is not clearly reproduced
in the present study.
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In a statistical study of the performance of the ¥ =40
model, it was noted that the greatest shortcoming in
the solution is the underestimation of amplitudes of
wavenumbers 1-3. One of the important factors causing
this is the grid resolution. Truncation error manifests
itself in the fact that baroclinicity is not well repre-
sented, and the nonlinear decascade process which
simultaneously carries energy from the smaller to the
larger scales is greatly distorted (see Fjgrtoft, 1953;
Saltzman, 1959; Saltzman and Fleisher, 1960).

An analysis of the model atmosphere by Manabe
et al. (1970) shows in the low-resolution model (V= 20)
that the baroclinic conversion from eddy available
potential to eddy kinetic energy (—w’e’) is under-
estimated at low wavenumbers. Also their results
indicate that the barotropic energy exchange between
different wavelengths increases markedly with increas-
ing resolution (also see Section 7).

One effect of truncation error, now well known to
be false, is that of phase speed. In the usual finite-
difference method, that is, centered in space with
“leap-frog” differencing in time, the computed wave

becomes dispersive spuriously, and the phase speed
appears smaller as the resolution decreases (Magata,
1957; Reiser, 1957 ; @kland, 1958 ; Kurihara, 1965). This
property is clearly demonstrated in Fig. 8 (Kurihara’s
analysis showed that the Euler backward process causes
phase speed to accelerate spuriously). This is even more
true in the Arakawa scheme, at least theoretically
(Grammeltvedt, 1969). However, these effects are not
simple; in N=40 the phase angle suddenly changes
almost discontinuously at the 7th day and in N=2380
it happens at the 12th day.

¢. Zonal wind

The zonal means of the west-east flow at level 3
(~189 mb) for the 1964 case are shown in Fig. 9. (In
the observation, the data equatorward from 15N
latitude are missing.)

It may be seen from these figures that: 1) the sub-
tropic jet centered around 33N is too strong in all of the
predictions; 2) the polar-frontal jet at about 70N is
better represented by the N =280 model as was men-
tioned earlier; 3) after 12 days, the agreement between
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the overall features of the prediction and observation
becomes worse; 4) in the N =20 model, the subtropical
jet shifts equatorward [see Manabe et al. (1970),
although the effects of mountain and land-sea contrasts
were not included in their model]; and 5) in the N =80
model, the subtropical jet shifts excessively poleward.
Item 3) may be related to the limitation of the hemi-
spheric model.

d. Verification scores

The prediction skill is assessed by comparing the
500- and 1000-mb geopotential heights with the ob-
served over the domain north of 20N.

1) Standard deviation
We use the definition
[Z(x—2)/n]t

for the standard derivation, where # is simply the total
number of grid points (map scale factor is omitted),
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Fi16. 10. The standard deviations of error of the predicted
potential height at 500 and 1000 mb.
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Fi6. 11. The correlation coefficients between the observed and
the predicted anomalies of geopotential heights for 500 and
1000 mb.

and 2= Zess— Zobs, T=2%/1, Where zoq, and zeps are the
forecast and observed heights.

Fig. 10 shows the time variation of the standard
deviation which is the average for two cases, i.e., 1964
and 1966. The curves show that the results improve
progressively with the increase of resolution after the
6th day and until the 10th day.

2) Correlation of geopotential anomaly

This is the correlation coefficient between the forecast
and the observed height deviations from the January
normal, Znorm, and is defined as

(V1= P)(7V.—7>)
[(V1— T2V~ To)2 ¥

where

Yl(t) = Zobs (t) ~— Znorm,
Y2 (t) = chst (O ~—Znorm-

It is noted that the correlation used here is different
from the one we used before (Miyakoda et al., 1969),
the previous one involving the time change from the
initial height. Fig. 11 is the comparison of the correla-
tion coefficients for 500- and 1000-mb geopotential
height anomalies for the various horizontal resolutions.
Two cases are averaged.
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upper part of the figure is based on the difference form of the
Laplacian for N =20 and the lower for N =40.

The figure indicates that the N =20 result is clearly
the worst; N=40 and N =80 are comparable at the
beginning, but N =380 appears superior to N =40 after
the 6th day and until the 11th day. The tendency is the
same for the individual cases.

The hemispheric model has a limitation beyond a
certain period. It appears after 8 days that the inter-
action between the mid-latitude and tropical zones
becomes appreciable, and the performance of the hemi-
spheric model becomes rather bad particularly after 12
days (see also Figs. 5-8).

3) Correlation of Laplacian of geopotential anomaly

The correlation for the geopotential height discussed
above does not show all the details of the similarity of
the height patterns. The coefficient may tend to place
stress on a certain spectral range; that is, the planetary
scale may affect the score disproportionately. Our
interest is in the cyclone scale as well. In attempting to
find a more sensitive measure of skill for the smaller
pattern, we computed the correlation between the
Laplacians of the observed and the forecast height
anomalies (which correspond to the geostrophic
vorticity).

The finite difference form of the Laplacian is

VX =Xitp, it Xiep it XijpotXijp—4Xi j,

where the subscripts ¢ and 7 are the indices of the grid
point for the x and y directions, respectively, and
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X =2—32norm- Two kinds of differences for V2X were
taken; one is the same grid size as N =20 and the other
is that of N =40.

As seen in Fig. 12, the coefficients for V2(2— 2norm) are
generally lower than those for 2—2norm. It is clear this
time, however, that the superiority of the higher resolu-
tion model is apparent even from the 1st day. The score
for the V=20 result drops very quickly. This indicates
that the V=80 result is particularly good in the smaller
scale features of the solution.

7. Features of the general circulation
a. Hemispheric average of lemperature

It has been noticed that the model atmosphere is
appreciably colder than the observed. This is true not
only in the general circulation result in which a long-
term integration is made for the condition of annual
mean radiation (Manabe et al., 1965, 1970), but also in
the result of the 14-day real data prediction (Miyakoda
et al., 1969).

Fig. 13 shows the vertical distribution of temperature
difference, i.e., computed minus observed, averaged over
the domain north of 20N for the 14-day period (the
1964 case).

In the troposphere below level 4, the deficit decreases
with the increase of grid resolution probably because
more latent heat is released in the higher resolution
model (see later). It evidently converges to a certain
negative value (not zero), indicating that the model has
other deficiencies which are partly responsible for this
tendency.

T exp. - T obs.
rl

LEVEL

F16. 13. The hemispherically averaged temperature error
(computed minus observed).
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of the subtropical jet.

b. Meridional sections
1) Zonal wind

Fig. 14 illustrates the averaged zonal wind over the
14-day period. Let us, for convenience, divide the
meridional section of the zonal flow into three parts,
i.e., those centered around the subtropical, the polar-
frontal, and the polar-night jets. It is known that one
defect in the model’s performance is that the subtropical
westerlies are too strong compared to the observed. The
present case is not an exception. The maximum in-
tensity of the observed zonal flow in the subtropical jet
at 39N (Fig. 10) is 29.4 m sec™!, whereas the values in
the predictions are greater than 32 m sec™™.

Evidently the horizontal resolution does not cause a
large variation in wind intensity (in agreement with
Wellck et al., 1971). We also made a separate test for
vertical resolution, i.e., the N=20 (9-level) and the
N=20 (18-level) models. The result shows that an
increase of the vertical levels just increases the strength
of the westerlies, giving a greater error. Thus, it is
almost definite that other factors must be considered in

order to reduce the jet intensity. The vertical diffusion
of momentum is one factor that may be considered.

As was mentioned earlier, it is quite obvious that the
position of the jet axis is shifted poleward in the V=80
case (the jet positions are indicated by arrows in
Fig. 14).

The polar-frontal westerlies observed at 70N are
simulated better in N=280. These westerlies have not
been discussed much recently, but they certainly de-
served more attention (see Palmén and Newton,1969).

2) Eddy kinetic energy

Fig. 15 is the zonal mean 14-day average of eddy
kinetic energy , i.e.,

)
/ ST 2r),

X\ being the longitude. This is one of the quantities
which is most difficult to predict and yet most im-
portant for extended-range forecasts.

The improvement of this variable with increase of
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F16. 15. Meridional sections of eddy kinetic energy, p 2+1)/2, in units of 102 ergs cm=2. The regions where
the intensity > 103 ergs cm™ are stippled. The maxima are plotted.

resolution is large. The maximum observed value of Kg
is 13.7X10? ergs cm™3, and the area of large values
extends to the polar frontal region. The maximum
values in the predictions are 8.4X10% 10.2X10% and
12.910% ergs cm™® for N=20, N=40 and N=280,
respectively. However, even the result for V=80 is not
sufficient. It should be remembered that the eddy
coefficient k¢ is also related to this problem.

c. Eddy transfer

Fig. 16 gives the results for the eddy meridional
transfer of angular momentum,

/ p2ma cosev'ma’dz / / pdz,

and the eddy meridional transfer of sensible heat,

/ p2mwaC, coswﬁ dz / / pds,

ma=a cose(a cosp-Q+u)

where

is the angular momentum. All quantities are averaged
in the zonal direction around the globe (the bar nota-
tion), and integrated vertically and averaged for the

period of two weeks. The curves are the average of two
January cases.

The results may be self-explanatory. It is, however,
noteworthy that the maxima of transfer of momentum
and heat in the N =80 solution are shifted poleward
compared with the observed. The agreement is rather
worse for N =280 than for N =40. The same quantities
are also shown by Manabe et al. (1970) with respect to
a general circulation experiment which did not include
the mountains or the land-sea distribution.

d. Condensation of waler vapor

Fig. 17 shows the zonal means of the computed con-
densation averaged over 14 days, for the two cases.
It is seen from this figure that 1) the amount of con-
densation increases with resolution, and 2) the mid-
latitude maximum for the N=20 model is shifted
equatorward, reflecting the latitudinal position of the
subtropical jet.

Another important aspect related to condensation
concerns the humidity criterion. As discussed in the
1969 paper, the criterion may be a function of the grid
size and should be smaller than the continuum limit of
1009, for effective resolution.

In the present experiments, we assumed the criterion
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to be 809 everywhere for all three grids. Fig. 18
compares the humidity distribution for each grid size
with the observation for the 1964 case. This indicates,
as was speculated, that humidity decreases with an
increase of resolution at middle and high latitudes.
The 809, criterion is perhaps too low for levels 7 and 8
in the N¥=280 model, and may also be a function of
height, i.e., increasing with decreasing altitude (see
Smagorinsky, 1960; Gadd and Keers, 1970).

8. Conclusions

The horizontal eddy viscosity coefficient we used for
the nonlinear viscosity terms, ky=0.25, seems large,
and it probably should be reduced to about 0.1 or less.
The lower viscosity produces cut-off lows more easily
and increases the eddy kinetic energy but the formation
of a new trough can hardly be expected from a simple
reduction of viscosity.

On the other hand, an increase of horizontal grid
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F16. 16. Meridional transfer of eddy angular momentum (upper)
and of sensible heat (lower).
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resolution can correctly give rise to a new trough or
ridge which is missed by a lower resolution model.

The effects of grid size on the two-week evolution of
atmospheric motion were studied. The differences
between the V=20 and N =40 solutions are, in many
respects, substantial. The V=20 forecast is inferior ; the
predicted day-to-day variation of weather systems is
practically unacceptable.

On the other hand, the difference between the N =40
and N =280 solutions is not particularly large for the
first 5 days for scales larger than that of cyclones, but
the difference is sizable after 5-6 days. It should be
stressed, however, that there is appreciable improve-
ment even from the first day in the smaller scale features
of the flow; the V=80 result is better than N =40 in the
distribution of geostrophic vorticity.

Analysis based on two winter cases revealed the
following improvements beyond the 6th day, associated
with refining the mesh from N =40 to N=80. Appre-
ciably improved are the 1000-mb geopotential field, the
behavior and intensity of polar fronts, and the intensity
of eddy kinetic energy. It is particularly worthy
mentioning that long waves are better predicted in
N=280 miodel than in N=40 model. Some improve-
ments are noticed in the verification score of 500- and
1000-mb height patterns, and the hemispheric mean
temperature. Some difference is noticed in the amount
of precipitation in the tropics as well as in mid-latitudes.

Defects are also noticed in V=80 model compared
with N=40. First, the wiggling in the flow field is
stronger partly due to the effective reduction of vis-
cosity dissipation and partly to the nature of convective
adjustment. Second, the breakdown of the solution
beyond the 12th day (possibly due to the equatorial
boundary in the hemispheric model) is more clearly
noticeable in V=80 model. Third, the latitudinal posi-
tion of the subtropical jet is somewhat shifted poleward
in V=80 solution.

Nevertheless, in order to extend the prediction range
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beyond 6 days, the V=80 grid is needed, for the long
wave, at least for the finite-difference scheme which is
presently used.

It is also demonstrated that the computed distribu-
tion of humidity varies appreciably and systematically
with resolution of the model.
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