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1. INTRODUCTION

According to the observations at Mauna Loa and other stations, the
atmospheric CO, concentration is about 335 ppm at present and is in-
creasing continuously. In the latter half of the next century the CO, con-
centration may reach 600 ppm, which is twice as much as the preindustrial
concentration of 290 ppm (Geophysics Study Committee, 1977).

It has been suggested that such an increase in CO, concentration may
lead to the general warming of climate (see, for example, Callendar,
1938). At the Geophysical Fluid Dynamics Laboratory of the NOAA, the
study of climate change resulting from the future increase of atmospheric
CO, concentration has been the subject of a long-term research project
during the past 15 years. This article reviews some of the results from this
research project. -
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2. HisToriICAL BACKGROUND

In the latter half of the nineteenth century, Tyndall (1863) and Arrhe-
nius (1896) suggested that a climate change may be induced by a change of
CO, concentration in the atmosphere. These works were followed by the
studies of Callendar (1938), Plass (1956), Kondratiev and Niilisk (1960),
Kaplan (1960), and Moller (1963). In these studies, the CO,-induced
warming was evaluated from a condition of radiative heat budget at the
earth’s surface. I shall discuss briefly these studies before discussing
the results from mathematical models of climate.

Although the atmospheric CO, absorbs solar radiation at near-infrared
wavelength, the magnitude of the absorbed energy is very small. On the
other hand, it strongly absorbs and emits terrestrial radiation at the wave-
length of ~12-18 pum. In his study, Callendar shows that additional CO,
in the atmosphere increases the downward flux of terrestrial radiation. To
satisfy the condition of the surface heat balance, this CO,-induced change
of radiative flux should be compensated by an increase in the upward
terrestrial radiation resulting from an increased surface temperature, if
other components of surface heat balance remain unchanged. From con-
sideration of the surface heat balance described above, Callendar esti-
mated the CO,-induced rise of surface temperature.

Most of the studies mentioned above employ similar approaches for the
estimation of the CO,-induced warming of the earth’s surface, although
there are some differences among them. For example, Kaplan takes into
consideration the effect of cloud cover on the CO,-induced change in the
downward flux of terrestrial radiation. Kondratiev and Niilisk incorporate
in their computation the effect of overlapping between an absorption band
of water vapor and that of CO,.

Moller attempted to improve these estimates by taking into consider-
ation the effect of CO,-induced change of water vapor in the atmosphere.
He noted that the climatological distribution of relative humidity in the
troposphere changes little with season despite a large change of air tem-
perature. For example, an increase in air temperature is accompanied by
an increase in absolute humidity of air, keeping the relative humidity
unchanged. Therefore, the CO,-induced change in the temperature of the
earth’s surface is accompanied by not only a change of temperature but
also a change of absolute humidity of the overlying air which, in turn,
causes a change in the downward flux of terrestrial radiation at the earth’s
surface. The change in absolute humidity also affects the absorption of
solar radiation and, accordingly, the amount of solar radiation reaching
the earth’s surface. Moller estimated the warming of the earth’s surface
resulting from these increases of both terrestrial and solar radiation. For
this purpose, he employed the following assumption:
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d[S(W(Ty)) — E(Ts, W(Ty), O)] =0 2.1

where S is the net downward solar radiation; E is the net upward terres-
trial radiation at the earth’s surface; W is the total liquid equivalent of
water vapor; C is the CO, concentration of air; T is the temperature of the
earth’s surface. E is a function of only T, and W because the vertical
distributions of relative humidity and static stability are assumed to be
preserved despite the CO»-induced temperature change. Carrying out the
differentiation on the left-hand side of Eq. (2.1), one gets

S oW oE OE dW
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From this equation, one can obtain the following relation which gives the
temperature change dT resulting from the change in CO, concentration
dc:
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From this formula, Méller obtained rather surprising results: an increase
in the water vapor content of the atmosphere with rising temperature
causes a self-amplification effect which results in a large temperature
change. When the air temperature is around 15°C, the doubling of CO,
content results in a large temperature increase of 10°C. For other temper-
atures, the results may be completely different. Moller obtained such a
wide variety of results because the denominator on the right-hand side of
Eq. (2.3) is small and changes in sign and magnitude, depending upon the
surface temperature T. In other words, the net upward radiation at the
earth’s surface hardly increases with increasing surface temperature be-
cause of the dependence of absolute humidity upon the atmospheric tem-
perature. On the other hand, the net upward radiation increases signifi-
cantly with increasing surface temperature when it is assumed that the
absolute humidity of air is unchanged by an increase of atmospheric CO,
concentration. Therefore, the earlier studies of Callendar and others
yielded less arbitrary results.

The study of Moller described above exposed the basic difficulty of the
surface radiation balance approach, which does not take into consider-
ation the CO,-induced changes in other components of the surface heat
balance. It is expected that the change in the atmospheric CO, concentra-
tion alters not only the net radiative flux, but also the boundary-layer
exchanges of sensible and latent heat between the earth’s surface and the
atmosphere. Accordingly, the following balance requirement [instead of
Eq. (2.1)] should hold at the earth’s surface:

d(iS-E-H)=0 (2.4)
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where H is the sum of sensible and latent heat fluxes from the earth’s
surface into the atmosphere. In order to evaluate the change in H, it is
necessary to consider not only the heat balance of the earth’s surface, but
also that of the atmosphere. Instead, Moller assumed that dH = 0. This is
why his approach produced a result which is extremely sensitive to the
surface temperature. :

Recently, Newell and Dopplick (1979) attempted to estimate the CO,-
induced warming of the earth’s surface by employing a surface energy
balance method which incorporates not only the CO,-induced change of
radiative flux E but also that of H. Neglecting the CO,-induced change in
atmospheric water vapor W and solar flux S, one gets the following rela-
tionship from Eq. (2.4):

_ 8ElC
GEI3T, + HI9T,

dTs = ac (2.5)
In order to estimate the CO,-induced warming from Eq. (2.5), it is neces-
sary to compute dH/dT;. For this purpose, they made an unrealistic
assumption that the change of surface temperature is not accompanied by
the changes of temperature and absolute humidity of the overlying air.
This assumption is responsible for the strong dependence of H upon
surface temperature, i.e., the large value of dH/dT,. (Note that it was
assumed that the boundary-layer fluxes of sensible and latent heat are
proportional to the air—surface difference of temperature and absolute
humidity, respectively.) Thus, they obtained a very small value of 9T,/0C
from Eq. (2.5). In short, surface temperature can hardly change in re-
sponse to a CO; increase when it is assumed that the temperature and
absolute humidity of the overlying air do not change.

To evaluate H and its dependence on other variables, it is obviously
necessary to consider not only the heat balance of the earth’s surface but
also that of the atmosphere. In the following section, the CO,-induced
change of the atmospheric temperature is discussed based upon the
results from radiative, convective models of the atmospheric—surface
system.

3. RADIATIVE, CONVECTIVE EQUILIBRIUM

In order to evaluate the CO,-induced change of atmospheric tempera-
ture, Manabe and Wetherald (1967) used a ‘‘radiative, convective model
of the atmosphere.”” This one-dimensional model consists of a system of
the equations which represent the effects of radiative transfer and vertical
convective mixing upon the heat balance of the atmosphere. As discussed
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below, the model may be used for the determination of the vertical distri-
bution of the global mean temperature of the atmosphere in thermal equi-
librium. By comparing the two thermal equilibria for the normal and
above-normal concentrations of atmospheric CO., Manabe and
Wetherald estimated the change of the global mean atmospheric tempera-
ture which occurs in response to an increase in the CO, concentration of
air. It turned out that their study was useful for getting a preliminary
insight into the physical mechanisms responsible for the CO,-induced
temperature change in the atmosphere. This section begins with the defi-
nition of radiative, convective equilibrium followed by a discussion of the
CO,-induced change of the atmospheric temperature.

3.1. Approach toward a Thermal Equilibrium

An atmosphere in radiative, convective equilibrium satisfies the follow-
ing conditions:

(1) The net radiative flux at the top of the atmosphere is zero.

(2) The lapse rate of the atmosphere does not exceed a certain critical
lapse rate because of the stabilizing effect of convection and other
dynamical processes.

(3) In a layer where the lapse rate is subcritical (convectively stable),
the condition of local radiative equilibrium is satisfied, i.e., the net
radiative flux is zero.

(4) The heat capacity of the earth’s surface is zero. This implies that, at
the earth’s surface, the net downward flux of radiation is equal to
the upward convective heat flux.

In order to determine the temperature distribution of the atmosphere in
radiative, convective equilibrium, Manabe and Wetherald employed ‘‘the
time integration method’” in which the state of radiative, convective equi-
librium was approached asymptotically through the numerical time inte-
gration of the following equation:

¢ o =00 G.1)
where C, is the specific heat of air; T is temperature; Qr and Q¢
are heating rate per unit mass due to radiation and convection,
respectively. For the computation of heating (or cooling) due to solar and
terrestrial radiation, the effects of water vapor, carbon dioxide, ozone,
and cloud cover were taken into consideration. The effect of convection
was incorporated into the model by use of the very simple procedure of

. R
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““convective adjustment.’” This procedure involves the adjustment of the
lapse rate to a critical value whenever it becomes supercritical during the
course of a time integration. The adjustment was made such that the sum
of internal and potential energy was unaltered. For their study, the critical
lapse rate was chosen to be 6.5°C/km in reference to the static stability of
the actual atmosphere. Based upon the assumption that the earth’s sur-
face has no heat capacity, the net downward radiative flux received by the
earth’s surface was immediately returned to the lowest layer of the atmo-
sphere, inducing the convective adjustment in the overlying layer. Fol-
lowing the suggestion of Moller, it was also assumed that the model
atmosphere maintains a given distribution of relative humidity. As air
temperature changed during the course of a time integration, the distribu-
tion of absolute humidity was continuously updated such that relative
humidity remains unchanged. On the other hand, it was assumed that the
uniform mixing ratio of CO, and the vertical distributions of cloud cover
and ozone did not change with time. In addition, the globally averaged,
annual mean insolation was prescribed at the top of the model atmosphere
throughout the course of a numerical time integration.

Figure 1 illustrates how the temperature of the model atmosphere ap-
proaches the equilibrium value starting from the initial condition of a cold
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FIG. 1. Approaches toward the state of radiative, convective equilibrium. The solid and
dashed lines show the appreaches from warm and cold isothermal atmospheres, respec-
tively. (From Manabe and Wetherald, 1967.)
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(or warm) isothermal atmosphere. Toward the end of each time integra-
tion, the model atmosphere attains the realistic structure consisting of a
convective troposphere and a stable stratosphere. The net incoming solar
radiation becomes almost exactly equal to the outgoing terrestrial radia-
tive at the top of the atmosphere, indicating that the atmosphere—surface
system of the model is in radiative equilibrium as a whole. In the stable
model stratosphere, the radiative heating (or cooling) is equal to zero,
satisfying the condition of local radiative equilibrium. On the other hand,
the model troposphere is not in radiative equilibrium. The total radiative
heat loss from the model troposphere is equal to the net radiative heat
gain by the earth’s surface, implying the convective transfer of heat from
the earth’s surface to the atmosphere of the model.

3.2. Equilibrium Response

To evaluate the sensitivity of the model atmosphere to changes in atmo-
spheric CO; concentration, a set of numerical time integrations was per-
formed with the radiative, convective model of the atmosphere described
above. Figure 2 illustrates the vertical distributions of the equilibrium
temperature of the model atmosphere with the normal, half the normal,
and twice the normal concentration of CO,. This figure indicates that, in
response to the doubling of the atmospheric CO,, the temperature of the
model troposphere increases by about 2.3°C whereas that of the middle
stratosphere decreases by several degrees. In addition, it reveals that the
magnitude of the warming resulting from the doubling of CO, concentra-
tion is approximately equal to the magnitude of the cooling from the
halving of CO, concentration. This result suggests that CO,-induced tem-
perature change is not linearly proportional to the change in CO, concen-
tration. Instead, it is proportional to the change in the logarithm of CO,
concentration (see also the results of Rasool and Schneider, 1971; August-
son and Ramanathan, 1977).

The physical process of the warming due to an increase in CO; concen-
tration has traditionally been explained by citing the greenhouse effect as
an analogy. However, this is not a satisfactory analogy for the warming of
the model troposphere. The warming process may be understood by con-
sidering the CO,-induced change in the emissivity of the model atmo-
sphere. In response to an increase in CO, concentration, the infrared
opacity of the model atmosphere increases, raising the altitude of the
effective source of the infrared emission into the space. Since the tropo-
spheric temperature decreases with increasing altitude, this results in the
lowering of the effective emission temperature for the outgoing radiation
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FIG. 2. Vertical distributions of temperature in radiative, convective equilibrium for vari-

ous values of atmospheric CO, concentration, i.e., 150, 300, 600 ppm by volume. (From
Manabe and Wetherald, 1967.)

and reduces the intensity of upward radiation at the top of the model
atmosphere. In order to satisfy the condition that the outgoing terrestrial
radiation be equal to the net incoming solar radiation at the top of the
model atmosphere, it is therefore necessary to raise the temperature of
the model troposphere, preventing the reduction of the outgoing terres-
trial radiation.

In response to this warming, the absolute humidity of the model tropo-
sphere increases. This causes further increase in the infrared opacity of
the atmosphere and raises the altitude of the effective source of the outgo-
ing radiation. Thus, the temperature of the model troposphere must in-
crease in order to maintain the radiation balance of the earth—atmosphere
system. In addition, this increase of absolute humidity increases the frac-
tion of solar radiation absorbed by the model troposphere and further
enhances the CO»-induced warming. Because of these positive feedback
effects, the radiative, convective equilibrium of a model with a fixed

. T,
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distribution of relative humidity is twice as sensitive to a doubling of the
atmospheric CO, concentration as that of another model with a fixed
distribution of absolute humidity (Manabe and Wetherald, 1967). In short,
the change of absolute humidity resulting from the change in air tempera-
ture significantly enhances the sensitivity of climate.

The above discussion implies that the earth’s surface and the tropo-
sphere of the model are strongly coupled. The CO»-induced warming of
the coupled system results from the reduction in the radiative cooling of
the system. The COs-induced change in the turbulent heat flux from the
earth’s surface to the overlying troposphere is essentially determined by
the change in radiative heat deficit of the troposphere, which is equal to
the change in the net radiative heat energy absorbed by the earth’s sur-
face.

As pointed out already, the temperature of the model stratosphere re-
duces in response to an increase of the CO, concentration in the atmo-
sphere. In order to comprehend this result, it is necessary to recognize
that the radiative heat budget of the model stratosphere is essentially
maintained as a balance between the heating due to the absorption of the
solar ultraviolet radiation by ozone and the net radiative cooling due to
carbon dioxide. The increase of the emissivity of air resulting from an
increase in CO, concentration enhances this cooling due to CO, and is
responsible for the reduction of the temperature in the model strato-
sphere.

It is significant that the CO,-induced change in the temperature of the
model atmosphere is proportional to the change in the logarithm of atmo-
spheric CO, concentration rather than the concentration itself. This is
because the emissivity of CO, is approximately proportional to the loga-
rithm of the CO, concentration.

Table I tabulates the changes of surface temperature due to the dou-
bling of the atmospheric CO, concentration. The data were obtained from

TABLE 1. INCREASE OF SURFACE AIR TEMPERATURE OF THE ATMOSPHERE IN
RADIATIVE, CONVECTIVE EQUILIBRIUM RESULTING FROM THE DOUBLING OF CO,
CONCENTRATION OF AIR

Reference AT (°C)
Manabe and Wetherald (1967) 2.3
Manabe (1971) 1.9
Ramanathan (1976) 1.5
Wang et al. (1976) 1.6%
Augustsson and Ramanathan (1977) 2.0

@ The estimates of Wang et al. (1976) are inferred from the result of numerical experiments
in which CO, concentration is increased by a factor of 1.25.
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radiative, convective models of the atmosphere developed by various
authors. The magnitudes of warming contained in this table range from
1.5° to 2.3°C and are not very different from one another.

One must keep in mind, however, that the radiative, convective models
used to obtain the results in Table I do not include various feedback
mechanisms which can alter the sensitivity of climate. For example, the
study of Augustson and Ramanathan quoted in Table I demonstrates that
the sensitivity of climate can change significantly when the assumption of
fixed cloud cover is abandoned. A recent study of Hansen et al. (1981)

with a radiative, convective model indicates that the sensitivity of a model °

climate depends significantly upon the choice of a parameterization of the
moist convective process.

Obviously, it is necessary to use a more comprehensive model of cli-
mate for the further discussion of the CO,-climate sensitivity problem.
Nevertheless, there is little doubt that a radiative, convective model is a
very useful tool for getting a preliminary insight into this problem and
identifying various factors which affect the sensitivity of climate.

4. DiSTRIBUTION OF THE GLOBAL CLIMATE CHANGE

In the preceding section, the CO,-induced change of global mean tem-
perature is discussed based upon the results from one-dimensional models
of the atmosphere in radiative, convective equilibrium. In order to discuss
the latitudinal or geographical distribution of the CO,-induced climate
change, however, it is necessary to use a three-dimensional model of
climate in which the effects of the atmospheric circulation and other
physical process are explicitly taken into account. Furthermore, such a
three-dimensional model is indispensable for the comprehensive assess-
ment of the influences of various feedback mechanisms upon the sensitiv-
ity of climate.

Almost 25 years have passed since the pioneering attempts of Phillips
(1956) and Smagorinsky (1963) to simulate the atmospheric general circu-
lation by the use of three-dimensional, dynamical models of the atmo-
sphere. Owing to the improvement of climate models and rapid advance
of computer technology, it has become possible to simulate many of the
large-scale characteristics of atmospheric circulation and climate by these
models.

Encouraged by the similarity between the model climate and the actual
climate, Manabe and Wetherald (1975) made the first attempt to study the
CO»-induced climate change by the use of a general circulation model of
the atmosphere. For economy of computer time, their model had a limited
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computational domain with an idealized geography and had no seasonal
variation of insolation. Nevertheless, this study, together with a compan-
jon study by Manabe and Wetherald (1980), yielded a preliminary insight
into how the latitudinal distribution of the CO»-induced climate change
may be determined. These studies were followed by the investigations of
Manabe and Stouffer (1979, 1980) and Manabe et al. (1981) which em-
ployed a global model of the joint atmosphere—mixed-layer ocean system
with seasonal variation of insolation. This section discusses the latest
results from this global model. Some of the conclusions from the earlier
studies mentioned above will be incorporated in this discussion.

4.1. General Circulation Model

A general circulation model of climate is a prognostic system of equa-
tions representing the physical and dynamical processes which control
climate. As was done to obtain a radiative, convective equilibrium solu-
tion of the atmosphere, a statistically stationary climate is approached
asymptotically through the long-term integration of the general circulation
model.

The general circulation model of climate used by Manabe and Stouffer
consists of three major components: (1) a general circulation model of the
atmosphere, (2) a heat- and water-balance model of the continental sur-
face, and (3) a static, mixed-layer model of the ocean. Figure 3 contains
the box diagram illustrating the basic structure of the model. The struc-
‘ture of each component is briefly described below.

The general circulation model of the atmosphere predicts the changes
of the vertical component of vorticity, horizontal divergence, tempera-

ATMOSPHERE
CONTINUITY THERMODYNAMIC
EQUATION OF EQUATION EQl:AA;IT?:NOF
WATER VAPOR RADIATION

R

liHYDROLOGY EHEAT BALAE] [ SEA ICE EHEAT BALANCE
CONTINENT MIXED-LAYER OCEAN

F1G. 3. Box diagram illustrating the basic structure of the atmosphere—mixed-layer ocean
model of Manabe and Stouffer (1980). :
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ture, moisture, and surface pressure based upon the equation of motion,
the thermodynamical equation, and the continuity equations of air mass
and water vapor. The horizontal distributions of these predicted variables
are represented by a finite number of spherical harmonics. The model has
a global computational domain with realistic geography.

For the computation of solar and terrestrial radiation, the distributions
of ozone and cloud cover are prescribed beforehand and the uniform
concentration of carbon dioxide is set differently for each experiment,
whereas the distribution of water vapor is determined from the prognostic
system of water vapor.

Condensation of water vapor is predicted whenever supersaturation is
indicated in the computation of the continuity equation of water vapor.
Snowfall is predicted when air temperature near the earth’s surface falls
below the freezing temperature. Otherwise, rainfall is predicted.

The temperature of the continental surface is determined so that it
satisfies the requirement of the heat balance. The changes of soil moisture
and snow depths are obtained from the budget computations of water and
snow, respectively. .

The ocean model is a vertically isothermal and static water layer of
uniform thickness with provision for a sea ice layer. The thickness of 68 m
is chosen to ensure that the heat storage associated with the seasonal
variation of observed sea surface temperature is correctly modeled. The
rate of temperature change of the mixed-layer ocean is computed based
upon the budget among surface heat fluxes. For this computation, the
contributions of the horizontal heat transport by ocean currents and heat
exchange between the mixed layer and the deeper layer of ocean are not
taken into consideration. In the presence of sea ice, the temperature of
the underlying water of the mixed-layer ocean is at the freezing point and
the heat flux through the ice is balanced by the latent heat of freezing and
melting at the bottom of the ice. This process, together with the melting at
the upper surface of the ice, sublimation, and snowfall, determines the
change of ice thickness. The albedo of sea ice and continental snow is
assumed to vary between 50 and 80% depending on latitude and its thick-
ness. Smaller values are assigned for thin sea ice, thin snow, or melting
surface of sea ice.

4.2. Simulated Climate

In order to determine with confidence the CO,-induced change of cli-
mate based upon the results from a numerical experiment with a mathe-
matical model, it is necessary that the model be capable of reproducing
the seasonal and geographical variation of climate. This section contains a
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F1G. 4. Geographical distribution of monthly mean surface air temperature (kelvins) in
February: (a) computed distribution from the 1 X CO, experiment (Manabe and Stouffer,
1980); (b) observed distribution (Crutcher and Meserve; 1970; Taljaad er al., 1969).

brief description of climate as simulated by the Manabe-Stouffer model
described in Section 4.1.

The model climate is obtained as a statistically stationary state emerg-
ing from a 15-yr integration of the model. The initial condition for this
time integration is an isothermal and dry atmosphere at rest with an
isothermal mixed-layer ocean. Accordingly, it is clear that the success or
failure of the climate simulation does not depend critically upon the spe-
cific choice of the initial condition.

In Fig. 4, the geographical distribution of monthly mean surface air
temperature in February obtained from the standard (I X CO,)! experi-
ment is compared with the corresponding observed distribution from the
data compiled by Crutcher and Meserve (1970) and Taljaad er al. (1969).
On the basis of this comparison, one can identify unrealistic features in
the model distribution. For example, the computed surface air tempera-

''n x CO, denotes n times the normal CO, concentration.
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ture is too low over the North Atlantic Ocean due to the absence of the
effect of poleward heat transport by ocean currents in the model ocean.
On the other hand, it is too high in the Southern Hemisphere, particularly
along the periphery of Antarctica, probably because the prescribed cloud
amount in the Southern Hemisphere is too small as compared with the
observed amount. Nevertheless, it is clear that the model successfully
reproduces the large-scale characteristics in the global distribution of the
observed surface air temperature.

Figure 5 illustrates the geographical distribution of the difference in
surface air temperature between August and February. It is expected that
the difference yields information on the approximate magnitude of the
seasonal variation except in the equatorial region where semiannual varia-
tion predominates. This figure indicates that the model fails to simulate
the belt of relatively large temperature variation around 30° S. It does,

90N
OBSERVED~.

(b)

908 R R

T T
0 60E 120

1zlso 120 60W 0

F1G. 5. Geographical distribution of surface air temperature difference (kelvins) between
August and February: (a) computed distribution from the 1 X CO, experiment (Manabe and
Stouffer, 1980); (b) observed distribution [from the data compiled by Crutcher and Meserve
(1970) and Taljaad er al. (1969)]. Note that the contour interval is 2 K when the absolute
value of the difference is less than 10 K and is 10 K when it is more than 10 K.
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FIG. 6. Seasonal variation of hemisphere and global mean values of radiative fluxes at the
top of the atmosphere (Manabe and Stouffer, 1980): (a) net radiative flux (i.e., net downward
solar flux minus upward terrestrial flux); (b) net downward solar flux (i.e., incoming solar
flux minus reflected flux); (c) upward terrestrial flux. Observed fluxes are deduced from
satellite observation by Ellis and Vonder Haar (1976) in the Northern Hemisphere (X),
Southern Hemisphere (+), and the entire globe (@).

however, reproduce the region of large annual temperature range over the
northeastern part of the Eurasian continent and the northern part of North
America. In general, the simulated distribution resembles the observed
distribution quite well.

To evaluate the performance of the model in reproducing the overall
radiation budget of the atmosphere—ocean system, Fig. 6 is constructed.
This figure illustrates the seasonal variation of hemispheric and global
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mean values of solar, terrestrial, and net radiative fluxes at the top of the
model atmosphere. For comparison, the values of the radiative fluxes
deduced from satellite observation by Ellis and Vonder Haar (1976) are
added to the figure. This comparison reveals that the agreement between
the computed and observed fluxes is good, although both the solar and
terrestrial fluxes of the model are slightly larger than the observed fluxes.
The agreement is particularly noteworthy if one recalls that the prescribed
distribution of cloud cover in the model atmosphere has no seasonal
variation. These results suggest that the variation of cloud cover has a
relatively small role in determining the seasonal variation of hemispheric
mean values of radiation fluxes and surface air temperature of the atmo-
sphere. This encourages one to speculate that the cloud cover may not
have a dominant effect in determining the sensitivity of global (or hemi-
spheric) mean temperature.

4.3. Design of Sensitivity Experiment

The climatic effect of an increase in atmospheric CO, is investigated
based upon the comparison between two climates with normal and four
times the normal CO, concentration. One could have investigated the
consequence of a smaller increase of the CO; concentration, which is
more likely to occur in the future., Instead, the atmospheric CO, concen-
tration is increased by a factor of four for the ease of discriminating the
COy-induced change from the natural fluctuation of the model climate.
Figure 7 illustrates how the global mean sea surface temperature of the
model evolves with time during the courses of two time integrations of the
model with normal (1 x CO,) and four times the normal (4 x CO,) con-
centration of CO,. This figure clearly indicates that, in both experiments,
the global mean sea surface temperature stops changing about 15 yr after
the beginning of each time integration. In Section 4.4, the climatic effect
of the increase in CO, concentration is discussed based upon analysis of
the differences between the two statistically stationary states which
emerge from the 1 X CO, and 4 x CO, experiments.

4.4. Thermal Response

4.4.1. Annual Mean Response. The latitude-height distribution of the
COy-induced change of zonal mean, annually averaged temperature is
illustrated in Fig. 8. In qualitative agreement with the results from the
study of radiative, convective equilibrium described earlier, the tempera-
ture of the model troposphere increases whereas that of the model strato-
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sphere decreases in response to the increase of the CO, concentration in
air. The tropospheric warming is particularly pronounced in the surface
layer at high latitudes where the poleward retreat of snow cover and sea
ice with high albedo enhances the warming. At low latitudes, the CO,-
induced heating spreads over the entire model troposphere via the effect
of moist convection. Furthermore, the warming in the upper model tro-
posphere is larger than the warming near the earth’s surface because of
the moist convective control of the vertical temperature distribution in
low latitudes. (Note that the moist adiabatic lapse rate decreases with
increasing air temperature.) Accordingly, the increase of surface air tem-
perature at low latitudes is much less than the corresponding increase at
high latitudes where the heating enhanced by the reduction of surface
albedo is limited to the lower model troposphere due to stable stratifica-
tion. The distribution of the annual mean response described above is
qualitatively similar to the earlier results discussed by Manabe and
Wetherald (1975, 1980).

One of the important factors which determines the sensitivity of surface
temperature to the change of the atmospheric CO, concentration is the
parameter B, defined by

B = 9F /9T, 4.1

where F is the outgoing terrestrial radiation at the top of the atmosphere
and 7 is surface temperature. Because of the latitudinal variation of the
vertical profile of the CO,-induced warming in the model troposphere
described in the preceding paragraph, the values of B at high latitudes are
much smaller than the corresponding values at low latitudes. Therefore,
in order to compensate for the decrease of F due to the CO»-induced
increase in the atmospheric opacity, the surface temperature at high lati-
tudes must increase much more than the surface temperature at low lati-
tudes. In short, the latitudinal variation of B discussed here partly
accounts for the difference in the sensitivity of surface temperature be-
tween high and low latitudes, as pointed out by Held (1978).

Figure 8 also reveals that at high latitudes of the model, the lower
tropospheric warming in the Northern Hemisphere is larger than the cor-
responding warming in the Southern Hemisphere. This interhemispheric
difference in warming partly results from the absence of the snow albedo
feedback mechanism over Antarctica covered by continental ice sheets. It
should be kept in mind, however, that the simulated sea surface tempera-
ture is too high and the area coverage of sea ice is too narrow in the
Southern Hemisphere of the model. Thus, this model tends to underesti-
mate the effect of sea ice albedo feedback and, accordingly, the CO,-
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induced warming in the Southern Hemisphere. A better simulation of the
sea ice distribution is required before one can discuss the interhemi-
spheric asymmetry of the CO»-induced warming.

Owing to the interhemispheric difference in the CO,-induced warming
discussed above, the area mean change of surface air temperature in the
Northern Hemisphere is +4.5°C and is larger than the area mean warming
of +3.6°C in the Southern Hemisphere. Thus, the global mean increase of
surface air temperature is 4.1°C. This result suggests that the warming due
to doubling of the CO, concentration would be about 2°C provided that
the warming is proportional to the increase in the logarithm of the atmo-
spheric CO, concentration as explained earlier. This is similar to the
corresponding warming of 1.9°C obtained from the radiative, convective
model of Manabe (1971) (see Fig. 1). In the global model atmosphere, the
surface warming at high latitudes is enhanced by the albedo feedback
mechanism and stable stratification, whereas the surface warming at low
latitudes is reduced by moist convection as discussed earlier. Because of
these two opposing influences, the area mean surface warming of the
global model turns out to be similar to the surface warming of the one-
dimensional model.

Table II contains the estimates of area mean increases of surface air
temperatures (in response to the doubling of atmospheric CO, concentra-
tion) which were obtained by various authors from their general circula-
tion models of climate. This table indicates that the magnitude of the
warming obtained from the seasonal model of Hansen (1979) is 3.9°C and
is significantly more than the warming of 2.0°C from the model of Manabe
and Stouffer. Since the details of Hansen’s study have not been pub-
lished, it is difficult to determine the basic causes for the difference.
According to the report of the Climate Research Board (1979), Hansen
obtained larger warming partly because the positive feedback effect of
Snow cover is exaggerated in his model. In his standard (1 x CO,) experi-
ment, the simulated surface air temperature is colder than the observed
temperature and the area of snow cover is too extensive, resulting in the
larger sensitivity mentioned above. In addition, it is speculated in the
report that the difference in warming may also result from the difference
in the treatment of cloud cover in the two models. Cloud cover is a
prognostic variable in the Hansen model, whereas it is prescribed in the
model of Manabe and Stouffer. Further comparative assessment of the
two studies appears to be necessary before one can pinpoint the real
Cause of the difference between the results from these two studies.

It is significant that the estimates of the CO,-induced warming obtained
by Gates er al. (1981) and Mitchel (1979) are much smaller than the esti-
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TABLE II. ESTIMATES FROM NUMERICAL MODEL EXPERIMENTS OF THE WARMING OF
AREA-MEAN SURFACE AIR TEMPERATURE AT (°C) RESULTING FROM DOUBLING OF CO,
CONCENTRATION IN THE ATMOSPHERE

Sea surface AT cO)
Reference Geography temperature Insolation Cloud doubling

Interactive ocean
Manabe and Wetherald  Idealized  Predicted Annual Prescribed 2.9
M;LSZ)? and Wetherald Idealized  Predicted Annual Predicted 3.0
Wiltﬁz(r);ld and Manabe Idealized  Predicted Annual Prescribed 3.0e
W::ltlgngld and Manabe Idealized  Predicted Seasonal  Prescribed 2.4¢4

(1981)

Manabe and Stouffer Realistic Predicted Seasonal  Prescribed 2.0¢
(1979, 1980)

Hansen ez al. Realistic Predicted  Annual Predicted 3.9
(1979a)

Hansen e al. Realistic Predicted Seasonal  Predicted 3.5
(1979b)

Noninteractive ocean

Gates et al. Realistic Prescribed  Seasonal Predicted 0.3
(1981)

Mitchell (1979) Realistic Prescribed  Seasonal  Prescribed 0.2

“ Temperature changes inferred from the results of numerical experiments in which the
atmospheric CO, concentration is increased by a factor of four.

mates obtained from other studies. This is because they assumed that sea
surface temperature is unaltered by the increase of the atmospheric CO,
concentration, imposing a strong constraint upon the changes of the tem-
perature of their model atmospheres.

Table II also reveals that a model with the seasonal variation of insola-
tion is less sensitive to the increase of the atmospheric CO, concentration
than another version of the model with an annual mean insolation. [Note
the difference between the results from the annual and seasonal models of
Hansen and the corresponding difference in the results of Wetherald and
Manabe (1981).] This is partly because the contribution of the albedo
feedback mechanism is smaller in a seasonal model in which snow cover
is absent over the Northern Hemisphere continents during most of sum-
mer. For further discussion of this topic, refer to Wetherald and Manabe
(1981).

Based upon the results from both one-dimensional models and general
circulation models of climate, the report of the Climate Research Board
(1979) concluded that the global mean increase of surface air temperature
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resulting from the doubling of the atmospheric CO, concentration is near
3°C with a probable error of 1.5°C. In view of the difficulty in developing a
reliable scheme of cloud prediction and a realistic model of the joint
ocean—atmosphere system, it will take some time to reduce the uncer-
tainty in the estimate of the CO,-induced change in the atmospheric tem-

perature .

4.4.2. Seasonal Response. Figure 9 shows the seasonal variation of
the difference between the zonal mean surface air temperatures of the 4 x
CO; and the 1 X CO, atmospheres. At low latitudes, the warming due to
the quadrupling of the atmospheric CO, concentration is relatively small
and depends little on season, whereas at high latitudes it is generally
larger and varies markedly with season, particularly in the Northern
Hemisphere. Over the Arctic Ocean and its vicinity, the warming is at a
maximum in early winter and is small in summer. This implies that the
range of seasonal variation of surface air temperature in these regions
decreases significantly in response to the CO, increase.

An analysis of heat fluxes over the Arctic Ocean of the model indicates
that the CO,-induced reduction of sea ice thickness is mainly responsible
for the large early winter warming of surface air mentioned above. In
early winter, the upward conductive heat flux through sea ice in the 4 x
CO, experiment is larger than the corresponding flux in the 1 x CO,
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F1G. 9. Latitude-time distribution of the zonal mean difference in surface air temperature
(K) between the 4 x CO, and 1 X CO, model atmospheres. (From Manabe and Stouffer,
1980.) Zonal averaging is made over both oceans and continents.
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experiment because of the difference in sea ice thickness. Accordingly,
the flux of sensible heat from the ice surface to the atmosphere in the
former experiment is also larger than the corresponding flux in the latter
experiment. This difference in the upward flux of sensible heat accounts
for the large CO,-induced warming of surface air in early winter. The
winter warming is further enhanced by a stable stratification which limits
the heating to the lowest layer of the model troposphere at high latitudes.

As Fig. 9 indicates, the magnitude of the warming in summer is much
less than the corresponding warming in winter. Because of the reduction
of sea ice, the surface albedo decreases significantly from the 1 X CO, to
the 4 X CO, experiment. However, the additional energy of solar and
terrestrial radiation absorbed by ocean surface is used either for melting
the sea ice or warming the ice-free mixed-layer ocean which has a large
heat capacity. Thus, the summer warming of surface air turns out to be
relatively small. It should be noted, however, that the additional energy
absorbed during summer in the 4 x CO, case, delays the appearance of
sea ice or reduces its thickness, thereby increasing the conductive heat
flux in early winter when the air—water temperature difference becomes
very large. '

The seasonal variation of the CO,-induced warming of surface air tem-
perature over the model continents is significantly different from the vari-
ation over the model oceans. According to Fig. 10, which shows the
latitude—time distribution of the increase in zonal mean surface air tem-
perature over continents, the CO,-induced warming of high latitudes is at
a maximum in early winter, being influenced by the large warming over
the Arctic Ocean discussed above. However, Fig. 10 also indicates a
secondary center of relatively large warming around 65° N in April. This
results from a large reduction in surface albedo during spring when the
insolation acquires a near-maximum intensity. The CO,-induced reduc-
tion of snow cover area is responsible for this albedo change.

The discussion in the preceding paragraphs indicates that, as compared
with snow cover, sea ice has a quite different influence on the seasonal
variation of the CO,-induced increase of surface air temperature at high
latitudes. This is because sea ice not only reflects a large fraction of solar
radiation, but also reduces the heat exchange between the atmosphere
and underlying seawater. Thus, the CO,-induced warming of surface air
over the Arctic Ocean is at a maximum during early winter as discussed
earlier. On the other hand, the warming over continents is also large in
spring, when the heating due to the snow albedo feedback mechanism is
largest.

In assessing the results of Manabe and Stouffer described here, it is
desirable to keep in mind that the mixed layer of their model does not
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Fi1G. 10. Same as Fig. 9 except that the zonal averaging of surface air temperature is
computed only over continents. (From Manabe and Stouffer, 1980.)

exchange heat with the deeper layer of ocean. Nevertheless, the qualita-
tive aspect of their results is probably valid because a stably stratified
halocline, which exists beneath the mixed layer of the Arctic Ocean,
markedly reduces the heat exchange between the mixed layer and the
deeper layer of the ocean.

4.4.3. Geographical Response. The geographical distribution of the
difference between the annual mean surface air temperatures of the 4 x
CO; and 1 x CO, atmospheres is shown in Fig. 11a. This figure indicates
that the distribution of the CO,-induced annual mean warming is almost
zonal and reveals the characteristics which are identified in Section 4.4.2
on zonal mean response (i.e., large polar warming, relatively small warm-
ing in the tropics, and the interhemispheric asymmetry in the warming
between the two polar regions).

The difference in the surface air temperature for the December—Feb-
ruary (DJF) period is shown in Fig. 11b. According to this figure, the
COy-induced warming is larger than its zonal average along the east coast
of both Eurasian and North American continents. The large Arctic warm-
ing discussed in Section 4.4.2 reduces the cooling effect of the southward
advection of cold air along the periphery of the Aleutian and Icelandic
lows. This accounts for the relatively large CO,-induced warming along
the east coasts of continents mentioned above. .

The distribution of the CO,-induced change of surface air temperature
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FiG. 11. Geographical distribution of the difference in surface air temperature (K) be-
tween the 4 X CO, and 1 x CO, model atmospheres: (a) annual mean difference; (b)
December—January-February difference; (c) June-July—August difference. Shaded areas
identify the regions where the difference exceeds 5°C. (From Manabe and Stouffer, 1980.)
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for the June—August (JJA) period is shown in Fig. 11c. In this figure, one
can identify the regions of relatively large warming over the continents at
middle and high latitudes of the Northern Hemisphere. These regions
approximately coincide with the regions where soil moisture decreases in
response to the increase of the atmospheric CO,. The reduction of soil
moisture results in the reduction of evaporative ventilation and, accord-
ingly, the warming of the continental surface, particularly during summer
when the insolation is at or near maximum intensity. As will be discussed
in Section 4.6.3, the geographical distribution of soil moisture change as
determined by this numerical experiment is influenced by the large natural
fluctuation of the model hydrology. Therefore, the details of the summer
distribution of surface air temperature difference should be regarded with
caution.

4.5. Hydrologic Response

4.5.1. Annual Mean Response. The increase in CO, concentration
affects not only the thermal structure of the model atmosphere but also
the hydrologic behavior of the model. One of the basic hydrologic
changes is the overall intensification of the hydrologic cycle. In response
to the quadrupling of the atmospheric CO, content, the global mean rates
of both evaporation and precipitation increase by as much as 7%.

One of the important factors responsible for the intensification of the
hydrologic cycle is the change in the surface radiation budget. For exam-
ple, an increase in atmospheric CO, enhances the downward flux of ter-
restrial radiation reaching the earth’s surface. In addition, the COs-in-
duced warming of the troposphere results in the increase of absolute
humidity as discussed in Section 3 and also contributes to the increase of
downward flux of terrestrial radiation. Thus, a larger amount of radiative
energy is received by the earth’s surface, to be removed as turbulent
fluxes of sensible and latent heat. This accounts for the increase in the
global mean rate of evaporation mentioned above.

One can identify another important factor which is responsible for the
enhancement of evaporation. According to the Clapeyron—Clausius rela-
tionship between the saturation vapor pressure and temperature, the satu-
ration vapor pressure increases almost exponentially with a linear in-
crease of surface temperature. Thus, when surface temperature is high,
evaporation becomes a more effective means of ventilating the earth’s
surface as compared with the upward flux of sensible heat. Accordingly, a
larger fraction of radiative energy received by the earth’s surface is re-
moved as latent heat rather than sensible heat. ThlS implies the CO,-
induced increase in the evaporation rate.
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To satisfy the balance requirement of water vapor in the model atmo-
sphere, the increase in the global mean rate of evaporation discussed
above should be matched by a similar increase in the global mean rate of
precipitation. This explains why the global mean rates of both precipita-
tion and evaporation increase in response to an increase of atmospheric
CO, content. For further discussion of the physical mechanisms which
are responsible for the CO,-induced increase of the intensity of the hydro-
logic cycle, see the articles by Manabe and Wetherald (1975) and by
Wetherald and Manabe (1975).

The global intensification of the hydrologic cycle is evident in Fig. 12,
which illustrates the latitudinal distributions of annually averaged, zonal
mean rates of precipitation and evaporation from both the 1 x CO, and
the 4 X CO, experiments. This figure indicates that at high latitudes, the
increase of the precipitation rate is much larger than that of the evapora-
tion rate, whereas the former tends to be smaller than the latter at low
latitudes of the model. This result implies that, as compared with the 1 x
CO, atmosphere, the 4 x CO, atmosphere receives more moisture from
the earth’s surface at low latitudes and returns it to high latitudes in the
form of increased precipitation. The poleward transport of moisture in the
model atmosphere increases significantly in response to the increase of
atmospheric CO, and compensates for the difference in moisture ex-
change between the earth’s surface and the atmosphere of the model as
described above. The increase in the moisture content of air resulting
from the CO,-induced warming of the model troposphere accounts for the
increase of poleward moisture transport as discussed by Manabe and
Wetherald (1980). The increase of the precipitation rate at high latitudes is
responsible for the enhanced wetness of soil over the Arctic and subarctic
region during most of the year as discussed below.

4.5.2. Seasonal Response. The CO,-induced change in the hydrology
of the model has a significant seasonal dependence. Figure 13 illustrates
the latitude-time distribution of the difference in zonal mean soil moisture
between the 4 X CO, and 1 x CO, experiment. According to this figure,
the difference in zonal mean soil moisture in high latitudes of the model
has a large positive value throughout most of the year with the exception
of the summer season. As discussed above, this CO,-induced increase in
soil moisture results from the penetration of warm, moisture-rich air into
high latitudes of the model. Figure 13 also indicates two zones of reduced
soil wetness at middle and high latitudes during the summer season. Qual-
itatively similar results were obtained by Wetherald and Manabe (1981)
from a model with an idealized geography. The characteristics of the CO,-
induced change of soil moisture identified above have relatively high sta-
tistical significance (Manabe et al., 1981; Hayashi, 1982).
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Fic. 13. Latitude—time distribution of zonal mean difference in soil moisture (cm) over
continents between the 4 X CO, and 1 x CO, experiments. Note that the field capacity of
soil moisture is assumed to be 15 cm everywhere. The zonal mean difference is not shown in
high-latitude regions of both hemispheres where the longitudinal span of continents is either
zero or very small. (From Manabe and Stouffer, 1980.)

To appreciate the relative magnitude of the CO,-induced soil moisture
change, the percentage change of soil moisture is computed by averaging
the results from two sets of CO, sensitivity experiments and is shown in
Fig. 14. This figure indicates that during summer the percentage reduction
of zonal mean soil moisture exceeds 20% at 60° N and 44° N. The percent-
age increase of zonal mean soil moisture, which occurs at high latitudes
except during summer, exceeds 10%. In short, the changes in zonal mean
soil moisture described in the preceding paragraph, constitute a substan-
tial fraction of the amount of soil moisture itself. Another feature of
interest in Fig. 14 is a large fractional reduction of zonal mean soil mois-
ture at about 25° N in winter. Although one notes some fractional changes
of zonal mean soil moisture in tropics of the model, the changes have
relatively small statistical significance as compared with the changes at
middle and high latitudes as discussed by Manabe et al. (1981) and Hay-
ashi (1982).

To determine the mechanisms responsible for the CO,-induced summer
dryness at middle and high latitudes described above, Manabe et al.
(1981) made an extensive analysis of the seasonal variation of the soil
moisture budget from the model. Their analysis reveals that at high lati-
tudes, the snowmelt season in the 4 X CO, experiment ends earlier than
the corresponding season in the 1 X CO, experiment. Thus, the warm
season of rapid soil moisture depletion begins earlier due to enhanced
evaporation, resulting in less soil moisture during summer in the 4 X CO,
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experiment. The mechanism described above is mainly responsible for the
CO,-induced dryness in summer at high latitudes of the model.

At middle latitudes, the earlier timing of the spring maximum in snow-
melt also contributes to the summer dryness as at high latitudes. In addi-
tion, the spring-to-summer reduction in the precipitation rate occurs ear-
lier, contributing to the earlier beginning of the drying season and
CO,-induced summer dryness. In the 4 X CO, experiment, the period of
weak baroclinicity during summer begins earlier than the standard experi-
ment, resulting in the earlier occurrence of the spring-to-summer reduc-
tion in the precipitation rate mentioned above.

One can identify another factor which is responsible for the earlier
occurrences of the spring maximum and of the spring-to-summer reduc-
tion of the precipitation rate. In a CO,-rich atmosphere, the middle-lati-
tude rainbelt is located poleward of the corresponding rainbelt in the
normal CO, atmosphere because of the penetration of the moisture-rich,
warm air into high-latitude regions. Since (t‘_}ile_.migdle-latitude rainbelt
moves poleward from winter to summer, this ﬁomm shift of the rain-
belt implies an earlier arrival of the rainbelt in/\spring. It also accounts for
the CO,-induced winter dryness in the model subtropics mentioned
above.
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FiG. 14. Latitude—time distribution of the percentage change in zonal mean soil moisture
over continents in response to the quadrupling of the atmospheric CO, concentration. Here,
the percentage of difference is computed by averaging the results from two versions of the
global model with two different computational resolutions. The zonal mean difference is not
shown in high-latitude regions of both hemispheres where the longitudinal span of continents
is either zero or very small. See Manabe et al. (1981) for further details.
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4.5.3. Geographical Distribution. So far, the CO,-induced change of
zonal mean soil moisture has been discussed. However, one of the ulti-
mate goals of the CO,—climate sensitivity study is the determination of the
geographical distribution of the climate change. Manabe er al. (1981)
made a preliminary attempt to evaluate the geographical distribution of
the CO,-induced change of soil moisture. Unfortunately, the local hydrol-
ogy of a general circulation model has much larger temporal variability
than the zonal mean hydrology. In order to distinguish the CO,-induced
local hydrologic change from the natural fluctuation of the model hydrol-
ogy, it is necessary to perform a very long-term integration of the model.
The periods of the numerical time integrations conducted by Manabe et
al. are too short for this purpose. Furthermore, the geographical distribu-
tion of hydrologic variables (i.e., precipitation rate) as simulated by cur-
rent climate models contains many unrealistic features. Therefore, the
geographical details of the CO,-induced hydrologic change is a topic for
future studies.

4.6. Signal-to-Noise Ratio?

In Sections 4.4 and 4.5, the distribution of the CO,-induced change in a
global model climate is discussed. To appreciate the practical implications
of such a climate change and assess its detectability, it is desirable to
compare the CO,-induced change with the magnitude of natural fluctua-
tion of climate. For this purpose, one can estimate the signal-to-noise
ratio S/N for the CO,-induced change of a climatic variable from the
following equation:

S/N = A.q/a, 4.2)
where A.g indicates the CO,-induced change of a variable g and &, de-
notes a weighted mean standard deviation of g defined by

_ (N = Dol + (N* = 1)a§
TeT T(NES ) + (NF - D)

(4.3)

Here, o) and o are the standard deviations of g in the 1 X CO, and 4 X
CO, experiments, respectively. N!¢ and N* are the number of samples
(i.e., number of years in the analysis period) from the two experiments (10
and 3, respectively).

When the signal-to-noise ratio as defined above is much larger than 1,

2 The results described in this section have not been previously published. They are
obtained through a recent collaboration between S. Manabe and R. J. Stouffer.
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the CO,-induced change in g is much larger than the magnitude of its
natural fluctuation and can easily be detected. On the other hand, if the
signal-to-noise ratio is much less than unity, it is practically impossible to
detect the CO»-induced change because it is obscured by the natural varia-
tion. In this situation, the CO,-induced change has little practical impli-
cation.

The signal-to-noise ratio is computed for the monthly averaged, zonal
mean values of surface air temperature and soil moisture which are dis-
cussed in the preceding sections. For this purpose, the periods of the 1 X
CO, and 4 x CO, time integrations are extended to year 20 and year 16,
respectively (see Fig. 7). The data from the last 10-year and 3-year periods
of the two time integrations are used for this analysis.

Figure 15a illustrates the latitudinal and seasonal variation of the signal-
to-noise ratio for the CO,-induced change of zonal mean surface air tem-
perature over continents (see Fig. 10 for the distribution of the signal).
According to this figure, the signal-to-noise ratio of this quantity in middle
latitudes of the Northern Hemisphere is at a maximum during summer
when the natural variability of surface air temperature is relatively small.
Although the CO,-induced change of surface air temperature is particu-
larly large at high latitudes with the exception of summer season, the
distribution of the signal-to-noise ratio does not share the similar charac-
teristics because the temporal fluctuation of zonal mean surface air tem-
perature is very large near the poles. Earlier, Wigley and Jones (1981)
obtained a qualitatively similar result from the CO,-induced signal shown
in Fig. 10 and the observed variability of surface air temperature in the
real atmosphere. (See Fig. 1 of their paper. One can approximately de-
duce the signal-to-noise ratio defined here by dividing their version of
signal-to-noise ratio by V/5.) The similarity between the two results im-
plies that the noise level of the model is not very different from the noise
level in the actual atmosphere as determined by Wigley and Jones. In the
Southern Hemisphere, where the latitudinal span of continents is narrow,
the signal-to-noise ratio over continents is small because of high noise
level. Although it is not shown here, the signal-to-noise ratio of zonally
averaged surface air temperature over oceans is much larger than the
corresponding ratio over continents due to the small variability of surface
air temperature over oceans.

The signal-to-noise ratio for zonal mean surface air temperature over
both oceans and continents is illustrated in Fig. 15b. In the Northern
Hemisphere, the signal-to-noise ratio is large in middle latitudes during
the summer season as it is over continents. In the Southern Hemisphere,
it is relatively large in middle latitudes throughout most of the year. The
signal-to-noise ratio is relatively small in the polar -regions where the
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LATITUDE

MONTH

FiG. 16. The latitude—time distribution of the signal-to-noise ratio for the change of zon-
ally averaged, monthly mean soil moisture over continents in response to the quadrupling of
the atmospheric CO, concentration.

variability of zonally averaged surface air temperature is particularly
large, as discussed by North et al. (1982).

Figure 16 illustrates the latitudinal and seasonal variation of the signal-
to-noise ratio for the CO,-induced change in zonal mean soil moisture
over continents. (See Fig. 13 for the distribution of the signal.) According
to this figure, some of the features with relatively large signal-to-noise
ratio include the enhanced summer dryness in middle and high latitudes of
the Northern Hemisphere, the enhanced winter dryness around 25° N,
and the enhanced wetness around 60° N during the fall-winter—spring
period. (In the Southern Hemisphere, the signal-to-noise ratio is small
because the longitudinal span of continents is small.) Figure 16 also indi-
cates that the changes of soil moisture, which are caused by the quadru-
pling (or doubling) of atmospheric CO, may have a magnitude comparable
to its natural variability. Comparison of Figs. 15a and 16 reveals that the
signal-to-noise ratio of this variable is much less than the corresponding
ratio for the surface air temperature. In summary, the results from the
present study suggest that it is harder to detect the CO,-induced change in
soil moisture than the corresponding change in surface air temperature.

F1G. 15. The latitude—time distribution of 1:¢ signal-to-noise ratio for the change of zon-
ally averaged, monthly mean surface air temperature in response to the quadrupling of the
atmospheric CO, concentration. The zonal averaging is made over (a) continents and (b)
both oceans and continents.
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[The statistical significance of the CO,-induced change may be evalu-
ated by use of the signal-to-noise ratio obtained here. If the signal-to-noise
ratio in Figs. 15 and 16 is equal to 1.45, the change is statistically signif-
icant at 95% confidence level. For a discussion of the Student’s ¢ test, see
the book by Panofsky and Brier (1968).]

5. TRANSIENT RESPONSE

In Section 4, the discussions focused upon the difference between the
two equilibrium climates of a model with normal and above-normal atmo-
spheric CO, concentrations. However, this equilibrium response of cli-
mate will not be realized immediately mainly because of the large thermal
inertia of oceans. Therefore, it is important to determine the features of
the transient response of climate resulting from the future increase of
atmospheric CO,.

Preliminary studies of CO»-induced transient climate change have been
conducted by the use of simple energy balance models of the ocean—at-
mosphere system (Schneider and Thompson, 1981; Hoffert ez al., 1980).
Based upon the results from their study, Schneider and Thompson sug-
gested that the latitudinal distribution of the transient change of climate
may be quite different from the equilibrium response described in the
preceding sections. For a further investigation of this problem, it is desir-
able to develop a comprehensive model of the ocean—atmosphere system.

Since the atmosphere—mixed-layer ocean model described in Section 4
lacks the deeper layers of an ocean which have large heat capacity, it is
not suitable for the transient response study mentioned above. In order to
investigate this problem, it is necessary to construct a full ocean—atmo-
sphere model in which general circulation models of the atmosphere and
a full ocean model are coupled with each other. Such a model has been
developed at the Geophysical Fluid Dynamics Laboratory during the last
15 yr (Manabe and Bryan, 1969; Manabe et al., 1979). Recently, Bryan et
al. (1982) used a simplified version of the model for a study of the CO,
transient response problem. Because of the many assumptions and simpli-
fications adopted in the construction of the model, the quafitative aspect
of the result should be received with caution. Nevertheless, the results
from this study yield some preliminary insight into the nature of this
problem. A brief description of this study follows.

5.1. Coupled Ocean—Atmosphere Model

As pointed out already, major simplification and idealization are incor-
porated into the coupled ocean—atmosphere model used in this prelimi-
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FiG. 17. Computational domain of the ocean-atmosphere model (Bryan et al., 1982).

nary study. For example, seasonal variation of solar insolation is not
included, and the geometry of land and sea is highly idealized as shown in
Fig. 17. To minimize the amount of calculation, the model atmosphere
and ocean are constrained to be triply periodic in the zonal direction with
mirror symmetry across the equator. The basic structure of the model is
illustrated in Fig. 18 as a box diagram.

The atmospheric component of the model is identical to that of the
atmosphere—mixed-layer ocean model used for the study described in
Section 4.2 (with the exception of simplifications identified in the preced-
ing paragraph). The oceanic component of the model does not have a
sufficient horizontal resolution to simulate mesoscale eddies, which are
the dynamic counterparts of cyclones and anticyclones in the atmo-
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EVAPORATION SENSIBLE HEAT SURFACE STRESS
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PRECIPITATION RADIATIVE TRANSFER
SALT EQUATION THERMODYNAMIC EQUATION OF
ICE EQUATION EQUATION MOTION
[ [ }
OCEAN

FiG. 18. Box diagram illustrating the structure of the ocean—atrﬁosphere model (Manabe
and Bryan, 1969).
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sphere. The resolution is sufficient, however, to include the main features
of the observed wind-driven and thermohaline circulation. A simple
model of sea ice and land snow cover is incorporated as described in
Section 4.2.

5.2. Design of Switch-On Experiment

Since the main topic of this study is the response of the coupled model
as it makes the transition from one equilibrium state to another, the first
requirement was to calculate equilibrium climates corresponding to the
normal and above-normal atmospheric CO, concentrations. In order to
obtain a climatic equilibrium of the model, it was necessary to use an
economical method of numerical time integration developed by Manabe
and Bryan (1969), Bryan and Lewis (1979), and Manabe et al. (1979)
because it takes an extremely long time (several thousand years) for the
coupled system to reach a statistically stationary equilibrium climate.
This method, which is called the ‘‘nonsynchronous method,”” may be
thought of as a relaxation procedure to hasten the convergence to equilib-
rium. In this study, 1 yr in the atmosphere model was taken to correspond
to 110 yr in the upper ocean. One year in the upper ocean, in turn, was
taken to be equivalent to 25 yr in the deepest level of the ocean.

The determination of two climatic equilibrium states provides the basis
for a switch-on experiment in which the normal CO, equilibrium climate is
perturbed by a sudden quadrupling of the atmospheric CO, concentration.
The atmospheric and oceanic components of the model are time-inte-
grated over a period of 25 yr in a synchronous mode as opposed to the
nonsynchronous, economical method used to obtain a climate equi-
librium.

5.3. Temporal Variation

Figure 19 illustrates the zonally averaged response at the 10th year of
the time integration. The atmosphere exhibits the largest response at low
levels near the pole, whereas the temperature of the underlying ice-cov-
ered seawater hardly changes (i.e., remaining at the freezing point). This
result indicates that sea ice insulates the surface air from the underlying
seawater. Around the sea ice margin, i.e:, at about 75° N, the warming of
the sea surface temperature is limited to the surface layer of the water
because of a stably stratified halocline which insulates the shallow surface
layer from the deeper layers of the ocean. The deepest penetration of the
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Fic. 19. Latitude-height distribution of zonally averaged temperature of the ocean-at-
mosphere model at the 10th year minus initial temperature (K), showing the response to a
step function increase in atmospheric CO, (Bryan et al., 1982).

heat anomaly occurs at about 60° N, where the stratification of the ocean
is relatively weak and convective overturning occurs frequently. The
greater stratification of the tropical ocean accounts for the smaller pene-
tration of the heat anomaly at low latitudes.

To evaluate the response of the model atmosphere in comparison with
its equilibrium response, the change of surface air temperature T may be
normalized as follows:

R = (T — TY)/(T. — Ty) (5.1

where R is the normalized response; Ty and T. are the initial and final
values of the surface air temperature, respectively. Ty and T. are equal to
the equilibrium surface air temperatures of the model atmospheres with
the normal and above-normal concentrations of CO,, respectively. The
zonal mean values of R are computed separately over oceans and conti-
nents, and are illustrated as a function of latitude and time in Fig. 20a and
b. According to Fig. 20a, the rise in surface air temperature over the
oceans is initially more rapid at low latitudes than at 60° latitude, where
the downward penetration of the heat anomaly is deeper. However, the
normalized response becomes nearly uniform at all latitudes and is about
65% at about the 20th year of the time integration. This result suggests
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that beyond the 20th year, the penetration of the heat anomaly into the
deeper ocean is very slow and hardly influences the latitudinal profile of
the normalized response of surface air temperature. Over the model conti-
nents which have zero thermal inertia, the normalized response of zonal
mean surface air temperature is even faster and becomes nearly uniform
as early as the 10th year (see Fig. 20b).

This result suggests that the latitudinal dependence of the transient
response of surface air temperature is very similar to that of the equilib-
rium response provided that the time scale for the increase of the atmo-
spheric CO, concentration is longer than ~10-20 years.

In view of many simplifications and shortcomings of the coupled model
used for this study, the results from this computation must be regarded as
tentative. Nevertheless, the study of Bryan et al. seems to indicate that,
barring an unseen drastic acceleration of the rate of increase of atmo-
spheric CO,, sensitivity studies of climate equilibrium may be used as an
approximate guide for predicting the latitudinal pattern of surface air
temperature change in response to a gradual increase of atmospheric CO,.

6. CONCLUDING REMARKS

In this presentation, I have reviewed some of the CO,—climate sensitiv-
ity studies which have been conducted by various authors, in particular,
by the staff members at the Geophysical Fluid Dynamics Laboratory of
the NOAA. Based upon the results from mathematical models of climate
with various degrees of complexities, it has been possible to identify the
changes of climate resulting from an increase of atmospheric CO, content
and to discuss the physical mechanisms responsible for the changes.
Some of these CO,-induced changes of climate are listed below.

(1) The temperature of the troposphere increases whereas that of the
stratosphere decreases.

(2) The annual mean warming of the surface air at high latitudes is two
to three times as large as the corresponding warming at low lati-
tudes.

(3) Over the Arctic Ocean and the surrounding regions, the CO,-in-
duced warming has a large seasonal dependence. It is at a maximum
in winter and at a minimum in summer. The warming has little
seasonal dependence at low latitudes.

(4) The global mean rates of both precipitation and evaporation in-
crease. .

(5) The coverage and thickness of sea ice in the polar regions decrease.




78 SYUKURO MANABE

(6) The snowmelt season arrives earlier.

(7) The annual mean rate of runoff increases at high latitudes.

(8) During summer, the zonal mean value of soil moisture in the North-
ern Hemisphere reduces in two belts of middle and high latitude,
respectively.

The CO,-induced changes of climate listed above have been identified
by comparing two equilibrium climates of a mathematical model with
normal and above-normal atmospheric CO, concentrations, respectively.
Therefore, these changes may be qualitatively different from the transient
response of climate to an increase of the atmospheric CO, concentration.
In this presentation, I have also reviewed the results from a study in
which the transient response of climate to a sudden increase of atmo-
spheric CO;, was investigated by the use of an ocean—atmosphere model
with an idealized geography. The results from this preliminary study sug-
gest that the latitudinal distribution of climate change from an equilibrium
response study may be qualitatively similar to the transient response of
climate, unless the CO, increase accelerates much faster than expected.

In order to make reliable assessments of both the equilibrium and the
transient responses of climate to the future increase of atmospheric CO,,
it is necessary to further improve various components of the ocean—at-
mosphere model, in particular the oceanic component. For example, the
thermocline as simulated by a current ocean model is too deep at low
latitudes. Therefore, it is probable that a sensitivity study with a current
model may yield a distorted assessment of the transient response of cli-
mate. Recent measurements of transient tracers such as tritium in the
oceans provide data which are very suitable for validation of the transient

behavior of ocean models. Preliminary studies of this kind have already

been started by Sarmiento (1982).

Although the development of the atmospheric component of the model
is at a more advanced stage than the oceanic component, it also has many
shortcomings. For example, the geographical distributions of hydrologic
variables (i.e., precipitation rate) as simulated by a current general circu-
lation model of the atmosphere contain many unrealistic features, particu-
larly in the vicinity of major mountain ranges (i.e., the Rockies, Hima-
layas, and Andes). This suggests that the dynamical computation of the
flow over and around these mountain ranges requires further improve-
ments.

In the global model described here, the distribution of cloud cover is
prescribed. Accordingly, use of this global model implies the assumption
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that cloud cover is unaltered by change in atmospheric CO,. Although the
success of the global model in simulating the seasonal variation of hemi-
spheric mean values of radiative fluxes and surface air temperature en-
courages the author to believe that cloud cover may not have a dominant
influence on the sensitivity of the global mean climate, it is far from
obvious that this is the case (Smagorinsky, 1977). This is the subject of
active debate in the current literature (Cess, 1976; Ohring and Clapp,
1980). The development of a reliable scheme of cloud cover prediction to
be incorporated into a climate model is urgently needed for the study of
this critical problem.

The CO»-induced climate change described in this study has not been
identified by observation mainly because such a change is obscured by the
change of climate caused by other factors. These factors include the
nonlinear interaction between the atmosphere and oceans, the long-term
variation of solar luminosity, and the changes in the concentrations of
aerosol and other minor atmospheric constituents (i.e., nitrous oxide,
chrolofluorocarbon, etc.). Recently, Hansen et al. (1981) claimed to have
detected the CO,-induced climate change by separating the portion of the
change attributable to some of these factors from the observed change of
climate. However, a more careful determination of the contributions of
these factors is required before one is convinced of the validity of their
conclusion. For this purpose, it is necessary to carefully monitor the solar
constant, the atmospheric loading of aerosols, and the spectral distribu-
tions of solar and terrestrial radiation fluxes at the top and bottom of the
atmosphere. It is clear that the successful assessment of the CO,-induced
climate change requires an evenhanded emphasis upon both modeling
research and monitoring of the climate-controlling parameters.
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