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the upper critical field, Hc2. The square FLL, shown in the top row of
Fig. 3, is stable below 2 kOe for all temperatures. We note that
although the magnetic order below TN is also square symmetric,
other effects, including in-plane Fermi surface anisotropy16 and Hc2

anisotropy17, can stabilize the square FLL. As the square FLL is stable
in most of the superconducting phase outside the regime of
magnetic ordering, this symmetry certainly cannot be solely attrib-
uted to the magnetic order. In the magnetically ordered state,
coincident with the transition at 2 kOe, the FLL undergoes a
rhombic distortion, as shown in the middle of row of Fig. 3. The
two rhombohedral domains, rotated by 908, are each distorted by
158 6 18, the same angular splitting as seen in the new magnetic
modulation in this region. This symmetry remains stable between 3
and 4 kOe. Above 4 kOe, the FLL undergoes a second transition into
two hexagonal domains, also rotated by 908, shown in the bottom
row of Fig. 3. This cannot be an extension of the low-field
rhombohedral distortion, as that would result in hexagonal
domains orientated in the [100] direction, rather than the observed
[110] as is evident from Fig. 3. Instead, this change in orientation
implies a discontinuous transition. Above 4 kOe, all 12 magnetic
reflections are of equal intensity, giving the same number of
reflections as the FLL, albeit with a symmetry distorted from pure
hexagonal. The origin of the FLL symmetry transitions in relation to
magnetic transition is still an open question, as we cannot from the
present data determine if one drives the other or vice versa.

It is important to point out the difference between the symmetry
transitions reported here, and our previous reports of the low-field
transition (H , 1 kOe) in ErNi2B2C (ref. 10), and YNi2B2C and
LuNi2B2C (ref. 11) where the transitions proceed continuously
through a rhombic distortion and is understood from anisotropic
flux line interactions due to the high in-plane anisotropy of the
Fermi surface16. The low-field region was not probed in the SANS
measurements, but Bitter decorations at 50 Oe and 4.2 K verified a
hexagonal FLL. Previous studies of the interaction between magnet-
ism and the superconducting FLL in ErNi2B2C showed a rotation
due to the internal field direction and a disordering due to increased
pinning9. We believe that these effects, while convincing evidence of
the strong coupling between the two types of order, can be under-
stood within the scattering time approximation. The observations
reported in here will require a deeper and more subtle under-
standing.

The splitting of the magnetic peaks with wavevector qmII can be
suppressed between 4 and 10 kOe by cooling the sample in the
saturated paramagnetic state and then reducing the field into the
hexagonal FLL state. Such low-temperature hysteresis is common in
magnetic systems. In HoNi2B2C, hysteresis in the metamagnetic
transitions has been reported18, and in DyNi2B2C the associated
residual moment has been seen to suppress superconductivity19.
This hysteresis is not seen in the FLL. If the FLL is the determining
factor in this problem, then this hysteresis in the split of the
magnetic modulation could be ascribed to passing through a FLL
symmetry transition. Further studies into the details of the symme-
tries and the transitions between them are needed to identify the
driving mechanisms, and to shed more light on the intimate
connection between superconductivity and magnetism in this
material. M
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A 1995 report1 of the Intergovernmental Panel on Climate Change
provides a set of illustrative anthropogenic CO2 emission models
leading to stabilization of atmospheric CO2 concentrations ran-
ging from 350 to 1,000 p.p.m. (refs 1–4). Ocean carbon-cycle
models used in calculating these scenarios assume that oceanic
circulation and biology remain unchanged through time. Here we
examine the importance of this assumption by using a coupled
atmosphere–ocean model of global warming5 for the period 1765
to 2065. We find a large potential modification to the ocean carbon
sink in a vast region of the Southern Ocean where increased
rainfall leads to surface freshening and increased stratification6.
The increased stratification reduces the downward flux of carbon
and the loss of heat to the atmosphere, both of which decrease the
oceanic uptake of anthropogenic CO2 relative to a constant-
climate control scenario. Changes in the formation, transport
and cycling of biological material may counteract the reduced
uptake, but the response of the biological community to the
climate change is difficult to predict on present understanding.
Our simulation suggests that such physical and biological changes
might already be occurring, and that they could substantially
affect the ocean carbon sink over the next few decades.

We use the GFDL atmosphere–ocean climate model7 to which we
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have coupled an ocean carbon model8. A constant climate ‘control’
model fixes CO2 and other long-lived greenhouse gases at their
initial value. The global warming (‘GW’) model is that of Haywood
et al.5, which includes estimates of the radiative forcing based on
observed CO2 (Fig. 1a) and other long-lived greenhouse gases from
1765 to 1990, and predicted future increases of these gases until
2065 (see Methods). Also included is an estimate of the direct effect
of sulphate aerosols. The model prediction of warming in global
mean surface air temperatures is in reasonable agreement with
observations5. Despite limitations in the model, and our inability to
know whether the climate sensitivity of this model is correct, the fact
that the model reproduces the observed temperature record
encourages us to use it as a framework for examining the response
of the global carbon cycle to climate change in the next century.

The ocean carbon component of the coupled atmosphere–ocean
model solves the full carbon system equations and includes the
‘biological pump’ (in which organic matter and CaCO3 are formed
at the ocean surface, then sink and are released at depth) parame-
trized as in the previous century-scale coupled model study8 of
Sarmiento and Le Quéré (Fig. 1b; see Methods). Given our present
understanding, any model of how biology will respond to global
warming must be considered highly speculative. Our approach was
to run a simple model based on assuming a minimum change in the
production and export of organic matter and CaCO3. This ‘con-
stant-biota’ model fixes the production and export at their initial
values except where the major nutrient phosphate becomes depleted
at the surface, in which case production is set to zero. Such a fixed
production model might be expected if whatever limits growth in
the present ocean (for example, iron supply by windborne dust9)
were to remain constant. We fix the time history of atmospheric
CO2 as in Fig. 1a and allow the CO2 to invade the ocean. One
simulation was performed in the control climate model to provide a
‘baseline’ with constant climate. This is similar to the assumption of
constant ocean circulation (except that climate variability is
included) that was made in the Intergovernmental Panel on Climate
Change (IPCC) CO2 stabilization models1–4. A second simulation
was performed in the GW model.

We find that the constant-biota GW model takes up almost as
much CO2 as the constant-biota baseline model (Fig. 1b; rows A and
E of Table 1). The 1980–89 mean annual uptake is in the middle of
the IPCC estimate of 2:0 6 0:8 Pg C yr 2 1 for ocean models without
global warming1. However, an analysis of the processes contributing
to the global warming simulation reveals that, without the biolo-
gical pump, there would be a very large negative influence on the
oceanic uptake owing to warming of the ocean and changes in
transport (Fig. 1c; rows B and C of Table 1). The solubility GW
model that we use to isolate these processes (see Methods) shows a
divergence from its baseline beginning before ,1970 (Fig. 1c). By
1990 the cumulative solubility GW uptake is 27 Pg C lower than its
baseline, and by 2065 the decrease is 124 Pg C (rows B and C of
Table 1). The latter is about half of the total fossil CO2 emissions
from the beginning of the industrial revolution until today. The
constant-biota model counteracts these decreases, but we need to
know whether other scenarios would do the same.

As a reasonable lower limit to the impact of the biological pump,
we examined a ‘constant phosphate’ model that fixes the surface
phosphate content through time, such as might be expected if the
primary limit to phytoplankton growth were a limiting micronu-
trient that is supplied primarily from within the ocean (for example,
possibly dissolved iron supplied by deep waters of the present
Southern Ocean10). The 1990 to 2065 cumulative uptake in the
constant phosphate model (Fig. 1b) is 219 Pg C. This is 79 Pg C less
than its control run, as contrasted with a difference of only 27 Pg C
for the constant-biota model. An upper-limit model of complete
phosphate consumption (a ‘super-biotic’ model similar to the iron-
fertilization scenario explored by Sarmiento and Orr11 and to one of
the proposed hypotheses for the lowering of CO2 during the last ice
age12–14) shows a 1990 to 2065 cumulative uptake of 409 Pg C.
Although such an extreme scenario would never be realized, it is
clear, from the range between the lower limit of 219 Pg C and the
super-biotic uptake of 409 Pg C, that changes in biology could easily
modify the ocean carbon sink substantially between now and the
middle of the twenty-first century.

An important result of the simulations is that most of the impact
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Figure 1 Time series of model boundary

conditions and predictions. a, Atmospheric

CO2 based on observations before 1990 and

the IPCC IS92a model23 thereafter. b, Annual

ocean uptake of carbon by the biology model.

Four simulations are shown: the constant-

biota control model (thin solid line), the con-

stant-biota GW model (thick solid line), the

constant-phosphate control model (thin

dotted line) and the constant-phosphate GW

model (thick dotted line). c, Annual ocean

uptake of carbon by the ‘solubility’ model. d,

Maximum value of overturning in the thermo-

haline cell of the North Atlantic in units of

Sverdrups (1Sv ¼ 106 m3 s2 1). e, Global mean

of the air–sea heat flux. f, Global mean vertical

density gradient at the base of the first layer of

the model (50.9m) for latitudes polewards of

308 in both hemispheres.
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of warming and transport processes (as well as the compensatory
effect of biology) occurs in the Southern Ocean (Fig 2a and b). A
primary reason for the importance of the Southern Ocean is its
dominance in the global oceanic uptake of anthropogenic carbon15.
Similar changes that occur in the high latitudes of the North Atlantic
are larger by unit area but smaller in total impact owing to the
relatively small total area that is involved.

Because of the importance of the high latitudes in the carbon
cycle response to global warming, it is tempting to ascribe the
observed effects to changes in deep-water formation, as was sug-
gested for an idealized century-scale study with the same model as
ours8. In support of this, our simulations show a marked decrease in
the circulation of North Atlantic Deep Water beginning as early as
the next decade (Fig. 1d). However, in the period between now and
the middle of the twenty-first century, this and other changes in
vertical advection have very little impact on the oceanic uptake of
carbon from the atmosphere. Indeed, the region of the Southern
Ocean where the maximum changes in air–sea flux occur is
characterized by massive upwelling due to Ekman divergence.
This upwelling actually increases slightly in response to the global
climate warming.

An analysis of the term balances in the upper layer of the model

shows that the decrease in uptake in the solubility GW model is due
primarily to the net flux of heat into the ocean (perturbation heat
flux) that results from climate warming (which decreases CO2

solubility) (Table 1; Fig. 1e and 2c), and a decrease in the magnitude
of the vertical component of isopycnic mixing and convective
overturning (Table 1; Fig. 2d). Note that the correct diagnostic for
the effect of heating on the air–sea CO2 flux is the perturbation of
the atmosphere–ocean heat flux, which measures the present rate at
which the ocean is being heated. The increase in temperature that
results from this input of heat (which is concentrated at lower
latitudes than the perturbation of the heat flux) is a diagnostic for
the integrated effect of heating, not of its instantaneous rate. The
heat flux perturbation effect predominates in the early period,
accounting for 82% of the decrease in the cumulative uptake
from 1765 to 1990 (Table 1). However, between 1990 and 2065,
transport processes (mixing, convective overturning and advection)
account for 66% of the decrease in cumulative uptake; during the
final decade, the contribution of transport processes has increased
to 75% of the decrease.

The high-latitude heat flux perturbation and changes in ocean
transport processes are a consequence of increased stratification of
the upper water column (Fig. 1f). The increased stratification causes

Table 1 Oceanic uptake of anthropogenic CO2 in constant-biota model

Annual uptake (PgCyr−1) Cumulative uptake (PgC)

1980–89 2056–65 1765–1990 1990–2065

A. Constant-biota baseline 1.96 5.03 112 289
B. Change due to variation in transport processes in absence of biological pump* −0.17 −1.54 −5 −63
C. Change due to warming in absence of biological pump† −0.20 −0.50 −23 −33
D. Change due to biological pump‡ +0.40 +1.26 +39 +69

E. Global warming constant-biota model 1.99 4.25 123 262
...................................................................................................................................................................................................................................................................................................................................................................
* The change due to variation in transport processes is calculated from the difference between the solubility baseline model and a solubility ‘constant-temperature’ GW scenario in which
surface temperature was kept constant for calculation of surface carbon chemistry. An analysis of the transport out of the surface layer shows that the processes that decrease are vertical
mixing and convective overturning. In contrast, advective transport increases. During the final decade of the simulation, the ratio of the decrease in convection to mixing is 0.24:0.76. The
change in vertical mixing is mostly (.90%) accounted for by the isopycnic component, which is decreased owing to the change in the slope of the isopycnals. The advective contribution
increases by an amount equal to 38% of the decrease in convective transport.
† The change due to warming is calculated by taking the difference between the solubility GW and solubility constant-temperature GW simulations.
‡ The biological contribution is estimated by taking the difference between the global warming constant-biota result and the constant biota baseline plus the change due to warmingand the
change in ocean transport processes in the solubility model; that is, D ¼ E 2 ðA þ B þ CÞ.
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Figure 2 Zonal integrals for the decade 2056–65

of: a, the change in air–sea CO2 fluxes (positive

for ocean uptake) due to warming and changes

in ocean transport estimated by the difference

between the solubility GW and the solubility

baseline (Pgdegree−1 yr−1); b, the change in air–

sea CO2 fluxes due to the biological pump

estimated by taking the difference between the

constant-biota GW and the constant-biota base-

line air–sea CO2 fluxes, after removing the

changes due to warming and transport

(Pgdegree−1 yr−1); c, GW minus baseline heat

fluxes in W m−1; and d, GW minus baseline of the

convection index (105 m times the fraction of the

year during which convection occurs at the base

of the first model layer). e, Zonal mean change

in surface density (GW minus control model in

units of kg m−3). The solid line is the total

change in density. The dashed and dotted

lines are the density changes due to tempera-

ture and salinity, respectively. f, Zonal integral

(solid line) for the decade 2056–65 of constant

biota GW minus constant biota baseline sur-

face phosphate concentration in mmolm−2.

Also shown (dotted line) is the negative of

the surface phosphate concentration in the

baseline scenario. Note that the phosphate

depletion is substantially less than the phos-

phate available in almost all latitude bands.
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the decrease in vertical mixing along isopycnals (which are now
more horizontal) as well as the decrease in convective overturning
(Fig. 2d). These changes in transport decrease the vertical transport
of carbon. They also decrease the upward mixing of warm waters from
below. Because of this, surface temperatures do not increase as much
as elsewhere, and even cool in some regions16, with the consequence
that the perturbation of the heat flux is greatest in the Southern
Ocean. The increased stratification also causes a gradual collapse of
the thermohaline circulation6 in the entire deep ocean, which has a
major role in the carbon balance on century timescales8.

Increased stratification at the surface is a global phenomenon
resulting from increased temperature in low latitudes and freshen-
ing in high latitudes (Fig. 2e). In this connection we note that an
earlier ocean-only study of the carbon cycle response to global
warming over the industrial period was forced with warming but
did not include changes in hydrology17. In our coupled model, the
freshening of the high latitudes by increased precipitation is crucial
to determining the response of the ocean carbon cycle to global
warming6. The anthropogenic carbon uptake predicted by the pre-
vious study and our constant biota model are similar over the next 50–
60 years, but the mechanisms driving that response are different.

The enhancement of atmospheric CO2 uptake by the biological
pump in the constant-biota simulation also occurs primarily in the
high latitudes of the Southern Ocean (Fig. 2b), mirroring the
decrease in CO2 uptake in the solubility GW model (Fig. 2a). The
dominance of the Southern Ocean is again due to its sensitivity to
the changes in stratification and to the fact that this is the region of
the world in which deep mixing is normally able to reach into the
vast volume of deep water that holds excess biogenic carbon11. The
effect of the biological model on the air–sea flux of CO2 depends on
how the biological pump responds to the increased stratification
and changes in ocean transport. We initialize the biological model
with the downward biological pump flux in balance with the
upward transport of excess dissolved inorganic carbon and nutri-
ents; that is, there is no initial net flux of CO2 across the air–sea
interface. The slowing of vertical exchange in the GW model breaks
this balance by decreasing the upward supply of excess dissolved
inorganic carbon. The continued downward flux of organic carbon
and CaCO3 in the constant-biota GW model leads to an accumula-
tion of excess biogenic dissolved inorganic carbon in the deep
ocean. A diagnostic of the effect of decreased upward supply of
deep carbon and nutrients in the constant-biota simulation is the
decrease in surface phosphate concentration (Fig. 2f). The phos-
phate that is removed from the surface is accompanied by carbon.
The resulting decrease in surface dissolved inorganic carbon leads to
an increase in anthropogenic CO2 uptake. The constant-phosphate
model has a much smaller effect on the surface dissolved inorganic
carbon concentration because it does not decrease the surface
phosphate concentration.

An important caveat regarding our results is that all the ocean
transport processes that change are parametrizations of phenomena
that are not resolved by the model. It is urgent that simulations such
as ours be attempted with models with different parametrizations of
mixing and convection18. If similar results are obtained, we would
urge consideration of a major international effort to monitor the
Southern Ocean for changes in temperature, salinity and vertical
stratification, as well as changes in the biological pump; and to study
the processes that determine the response of the Southern Ocean to
global warming. Our understanding of biological processes, in
particular, is still rudimentary19.

Detection of changes in the carbon balance due to the biological
pump should be possible, although challenging. Atmospheric
oxygen is a possible tracer. Between 1995 and 2065, we infer an
increase of 283 p.p.m. in the ratio of atmospheric oxygen to nitrogen
in the constant-biota model. This signal (equivalent to 59 p.p.m.
CO2, with the addition of a carbon atom20) would be readily
detectable20,21, but would have to be isolated from the signals from

fossil fuel burning and terrestrial biota20. The contribution of
oceanic warming to the oxygen signal could possibly be isolated
from other processes by using changes in the atmospheric concen-
tration ratio of noble gases to nitrogen (which differ in the
temperature sensitivity of their solubilities; R. Keeling, personal
communication). Another possible tracer of change is oceanic
oxygen, whose global mean decreases by −8 mmol m−3 between
1990 and 2065. Locally, at a depth of ,1,600 m in the Southern
Ocean, large regions southeast of the Pacific and south of the Indian
Ocean show a decrease of more than −20 mmol m−3, with troughs
in excess of −50 mmol m−3. These changes would be easy to
measure, but present models are not sufficiently reliable to indicate
where those regions would be. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

The GW climate model includes radiative forcing from CO2 plus the effect of
other long-lived greenhouse gases represented as their equivalent in CO2. The
estimated direct effect of sulphate aerosols is represented as an increase in
surface reflectance. The thermal forcing is similar to that of Mitchell et al.22,
with an increase of ,1% per year after 1990, which is similar to the IPCC IS92a
model23. The GW model does not include changes in radiative forcing by ozone
or soot, changes in solar forcing, or the indirect effect of aerosols. The
atmosphere and ocean models have approximately 48 horizontal resolution.

The biological pump consists of: (1) the formation of organic matter and
CaCO3 at the surface of the ocean; (2) export to depth by sinking of particulate
organic matter and CaCO3, as well as transport of dissolved organic matter; and
(3) metabolization of organic matter and dissolution of CaCO3 in the deep
ocean to form ‘excess’ dissolved inorganic carbon and nutrients. The initial
magnitude of the biological pump is determined before coupling the ocean
model to the atmospheric model by requiring that the model fit the observed
surface distribution of phosphate8,24. The ratio of organic carbon to phos-
phorus is fixed at 120:1, with half the production going into particulate organic
matter and half into dissolved organic carbon. Particulate organic matter is
metabolized following a scaling depth obtained from sediment trap
observations25. Dissolved organic matter is metabolized as a first-order decay
process. The ratio of CaCO3 to phosphorus production and dissolution is
determined at each depth level of the model by forcing the horizontal mean
alkalinity profile predicted by the model towards observations. The CaCO3-to-
phosphorus ratio is fixed after coupling the ocean model to the atmosphere model.
We ignore the small sediment burial term of both organic matter and CaCO3.

Before coupling the ocean carbon model to the atmosphere–ocean climate
model, we determine the total carbon content by fixing atmospheric CO2 at
277.95 matm and allowing it to invade the ocean-only model until the air–sea
flux goes to zero. After the ocean carbon model has been coupled to the climate
model, the coupled model is run for an additional 250 years with a fixed
atmospheric CO2 concentration before beginning the global warming
simulations. The model is then run from 1765 to 2065 with atmospheric
CO2 increasing as in Fig. 1a and invading the ocean by gas exchange with a
windspeed-dependent gas-exchange coefficient26. In our predictions of anthro-
pogenic CO2 uptake, we ignore sediment dissolution of CaCO3 and changes in
calcification rates that would buffer the oceanic carbon chemistry. An impor-
tant aspect of future increases in atmospheric CO2 is that they will occur too
rapidly for the sediment dissolution buffering mechanism to have a role until
much later27.

The solubility model is identical to the biological simulation except that the
biological pump is removed. An additional change is to decrease the total
amount of alkalinity in the ocean to the salinity-normalized mean of surface
observations (2,379 meq m−3 at a salinity of 35‰, as contrasted with the global
mean of 2,477 meq m−3 at a salinity of 35‰ used in the biological model). This
is done so that the surface carbon buffer capacity in the solubility model is
comparable to that in the biological model. The solubility model permits us to
examine the effect of warming and changes in ocean circulation without the
biological response.
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Terrestrial ecosystems and the climate system are closely coupled,
particularly by cycling of carbon between vegetation, soils and the
atmosphere. It has been suggested1,2 that changes in climate and in
atmospheric carbon dioxide concentrations have modified the
carbon cycle so as to render terrestrial ecosystems as substantial

carbon sinks3,4; but direct evidence for this is very limited5,6.
Changes in ecosystem carbon stocks caused by shifts between
stable climate states have been evaluated7,8, but the dynamic
responses of ecosystem carbon fluxes to transient climate changes
are still poorly understood. Here we use a terrestrial biogeochem-
ical model9, forced by simulations of transient climate change
with a general circulation model10, to quantify the dynamic
variations in ecosystem carbon fluxes induced by transient
changes in atmospheric CO2 and climate from 1861 to 2070.
We predict that these changes increase global net ecosystem
production significantly, but that this response will decline as
the CO2 fertilization effect becomes saturated and is diminished
by changes in climatic factors. Thus terrestrial ecosystem carbon
fluxes both respond to and strongly influence the atmospheric
CO2 increase and climate change.

Ecosystem carbon fluxes are controlled by the processes of
photosynthesis, plant (autotrophic) respiration and soil (hetero-
trophic) respiration. The difference between plant photosynthesis
and respiration is defined as net primary production (NPP), and the
difference between NPP and soil respiration, defined as net ecosys-
tem production (NEP), represents the net carbon flux from the
atmosphere to ecosystems. Among many factors affecting these
processes, the most obvious at the global scale are elevated CO2

concentration and climate change, which directly and indirectly
influence and interact to control the carbon fluxes from ecological
and physiological processes1,2. We have used the carbon exchange
between vegetation, soil and the atmosphere (CEVSA) model9 to
assess the dynamic responses of natural terrestrial ecosystems to
CO2 increases and climate change from the onset of industrializa-
tion (the 1860s) to a doubling of current radiative forcing, which
will be reached in the 2060s based on IPCC scenario IS92a (ref. 11).
The model simulates the processes of stomatal conductance, evapo-
transpiration, plant photosynthesis and respiration, nitrogen
uptake, carbon allocation among plant organs, litter production,
nitrogen mineralization and soil organic carbon decomposition,
and uses these to calculate the carbon fluxes between vegetation,
soils and the atmosphere. We do not include the effects of nitrogen
deposition and modifications to ecosystem structure and distribu-
tion by natural and anthropogenic processes.

The scenarios of transient CO2 concentration and climate
change between 1861 and 2070 used in this study were produced
by the Hadley Centre for Climate Prediction and Research, UK
Meteorological Office with a coupled ocean–atmospheric general
circulation model (GCM), which accounts for the effects of
both greenhouse gases and aerosols10,12. The concentrations of
greenhouse gases and aerosols used by the GCM for the period
1861–1990 were derived from observed data, whereas those
after 1990 were based on IPCC scenario IS92a with an increase in
CO2 by 1% yr−1 (ref. 11). This climate projection has been appro-
priately tested against observed trends and spatial patterns of
climate10,12.

We use the CEVSA model and the GCM scenarios of CO2 and
climate change to make simulations at a spatial resolution of 2.58
latitude 3 3:758 longitude and a time step of one month. The model
is first run with the GCM simulation of pre-industrial climate until
an ecological equilibrium is reached, that is when the differences
between annual NPP, litter production and soil respiration, and the
interannual variations in soil moisture and carbon stocks were less
than 0.1%. After reaching this equilibrium, the model is driven by
the GCM simulation of the transient changes in CO2 and climate
from 1861 to 2070.

We isolated and combined the effects of elevated CO2 and climate
change by simulations with CO2 increase but no climate change,
climate change but no CO2 increase, and both CO2 increase and
climate change. In addition to a global-scale analysis, the results
are integrated into three latitudinal zones, northern (.408 N),
temperate (408 N–208 N and .308 S) and tropical (208 N–308 S)
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