
The Earth’s climate is vastly different now from what it was 100 mil-
lion years ago when dinosaurs roamed the planet and tropical plants

thrived closer to the poles. It is different from what it was 20,000 years
ago when ice sheets covered much of the Northern Hemisphere. Although
the Earth’s climate will surely continue to change, climatic changes in the
distant past were driven by natural causes, such as variations in the
Earth’s orbit or the carbon dioxide (CO2) content of the atmosphere.
Future climatic changes, however, will probably have another source as
well—human activities. Humans cannot directly rival the power of natur-
al forces driving the climate—for example, the immense energy input to
the Earth from the sun that powers the climate. We can, however, indi-
rectly alter the natural flows of energy enough to create significant cli-
matic changes. The best-known way people could inadvertently modify
climate is by enhancing the natural capacity of the atmosphere to trap
radiant heat near the Earth’s surface—the so-called greenhouse effect.
This natural phenomenon allows solar energy to reach the Earth’s surface
and warm the climate. Gases such as water vapor and CO2, however, trap
a much larger fraction of long wavelength radiant energy called terrestri-

Climate Change
al infrared radiation near the Earth’s surface. This causes the natural
greenhouse effect to be responsible for some 33°C (60°F) of surface
warming. Thus, seemingly small human-induced changes to the natural
greenhouse effect are typically projected to result in a global warming of
1°C to 5°C in the next century (Intergovernmental Panel on Climate
Change 1990, 1996a). This could result in an ecologically significant
change, which is why climatic considerations are fundamental in the dis-
cussion of the status and trends of ecological conditions. 

We may already be feeling the climatic effects of having polluted the
atmosphere with gases such as CO2. Many activities associated with
human economic development have changed our physical and chemical
environment in ways that modify natural resources. When these
changes—such as burning fossil fuels that release CO2 or using land for
agriculture or urbanization that cause deforestation—become large
enough, significant global (worldwide) changes are expected. Such mod-
ifications can disturb the natural flows of energy in Earth systems and
thus can force climatic changes. These disturbances are also known as
global change forcings. Quantitative evaluations of the potential effect of
human activities in creating global change are needed. Such evaluations
are also central to potential policy responses to mitigate global changes
(Schneider 1990; Intergovernmental Panel on Climate Change 1996b,c).

How can human societies prepare for so uncertain a climatic future?
The ability to predict that future with a known degree of confidence
would help. The processes that make up a planet’s climate, however, are
too large and complex to be reproduced physically in a laboratory.
Fortunately, they can be simulated mathematically with the help of com-
puters. In other words, one can devise mathematical expressions for the
observed behavior and the physical principles that govern the system—
laws of thermodynamics and Newton’s laws of motion. The computer can
then calculate how the climate would change (Trenberth 1992). For rea-
sons detailed in this chapter, mathematical climate models cannot simu-
late the full complexity of reality, but they can, in combination with field C
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and laboratory studies, reveal important aspects
of how the climatic system operates. The criti-
cal scientific tasks are to formulate, build,
and verify the models to produce ecologically
useful forecasts. Verifying these forecasts
requires knowledge of how the actual climate
has changed.

What Has Happened 

About 2.5 million years ago, continents
moved into roughly their present positions.
Antarctica was, by then, completely covered
with an ice sheet, and year-round sea ice devel-
oped in the Arctic Ocean. Although permanent
polar ice has been present since then, the polar
ice caps and other ice masses have expanded
and contracted on a 40,000-year cycle. About
750,000 years ago, this cycle was joined by a
much longer (100,000-year) and more intense
cycle of ice ages and relatively ice-free periods
(interglacials). For example, an ice age occurred
about 150,000 years ago and an interglacial
from about 140,000 to 120,000 years ago; the
last major glacial ice age peaked about 20,000
years ago, and the current 10,000-year-long
interglacial period (Holocene) began (Lorius et
al. 1990; Fig. 1). Scientists can reconstruct
these events because when snow falls on high,

known as a termination, to the climatically very
stable Holocene period. The Holocene is the
10,000-year interglacial period in which human
civilization developed and modern plant and
animal distributions evolved to their current
states (Eddy and Oeschger 1993).

These ice cores also provide information on
the presence of CO2, an important greenhouse-
effect gas (Fig. 1). Carbon dioxide was in much
lower concentrations during cold periods than
in interglacials (which is similar for the green-
house gas methane, CH4). This implies an
amplifying effect, or a positive feedback,
because less of these gases during glacials
means less trapped infrared radiative heat
amplifying the cooling—and means the reverse
during interglacials. The ice cores also show
that concentrations of CO2 and CH4 and tem-
perature were remarkably constant for about the
past 10,000 years (before A.D. 1700), particular-
ly when compared with the longer record. That
relative constancy in chemical composition of
the greenhouse gases held until the last two cen-
turies—the industrial era. 

The transition from Ice Age to the Holocene
took from 5,000 to 10,000 years, during which
time the average global temperature increased
5°C and the sea level rose 100 meters. Thus, it
took nature about 5,000–10,000 years to trans-
cold glaciers two notable aspects are preserved:
the air trapped between snow grains is eventual-
ly transformed into air bubbles as the snow is
compressed into ice from the weight of subse-
quent accumulations, and the ratio of two oxy-
gen molecules with different molecular weights
(O16 and O18 isotopes) is a proxy record for
the temperature conditions that existed when
the snow was deposited. Cores taken from holes
drilled into some 2,000 meters of ice on
Greenland and Antarctica show similar gross
patterns, but the Greenland core exhibits larger,
shorter-term fluctuations. The ice buildup from
90,000 years ago to 20,000 years ago was quite
variable and was followed by a (geologically
speaking) fairly rapid 10,000-year transition,

form the ice landscape for much of North
America and Europe and to transform subpolar
seas to their more current conditions in which
their permanent ice is restricted to polar seas,
high-latitude lands, or high mountains. Because
this 5,000- to 10,000-year transition coincides
with about a 5°C global warming, we estimate
that natural rates of warming on a sustained
global basis are about 0.5°C to 1°C per thou-
sand years. Such changes were large enough to
have radically influenced where species live and
to have potentially contributed to the well-
known extinctions of woolly mammoths, saber-
tooth cats, and enormous salamanders.

To illustrate the dramatic ecological changes
accompanying the Ice Age to the recent inter-
glacial transition, we will briefly describe the
findings of a large interdisciplinary team of sci-
entists. The team included ecologists, palynolo-
gists (scientists who study pollen), paleontolo-
gists (scientists who study prehistoric life, espe-
cially fossils), climatologists, and geologists
who formed a research consortium known as
the Cooperative Holocene Mapping Project
(1988; Wright et al. 1993). One group of these
researchers used a variety of proxy indicators to
reconstruct vegetation patterns over the past
18,000 years for a significant fraction of the
Earth’s land areas. In particular, cores of fossil
pollen from dozens of sites around North
America clearly showed how boreal tree pollen,
now the dominant pollen type in the boreal zone
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Fig. 1. Long-term temperature and
CO2 records from Antarctic ice
cores and recent atmospheric mea-
surements. Data show that CO2
changed in the atmosphere in asso-
ciation with climatic changes over
the past 160,000 years, with less
of this greenhouse gas occurring in
colder periods and more in warmer
times (Lorius et al. 1990). For
CO2, the vertical line between the
circles represents changes attribut-
able to human activities in the
industrial era. For temperature, the
line between the circles represents
instrumental records of global
changes since the Industrial
Revolution. 
© Nature
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in central Canada, was a prime pollen type dur-
ing the last Ice Age (15,000–20,000 years ago)
in what are now the mixed hardwood and Corn
Belt regions of the United States. During the
last Ice Age, most of Canada was under ice;
pollen cores indicate that as the ice receded,
boreal trees moved northward chasing the ice
cap. One interpretation of this information was
that biological communities moved intact with a
changing climate. In fact, Darwin (1859) assert-
ed as much:

As the arctic forms moved first south-
ward and afterward backward to the
north, in unison with the changing cli-
mate, they will not have been exposed
during their long migrations to any great
diversity of temperature; and as they all
migrated in a body together, their mutual
relations will not have been much dis-
turbed. Hence, in accordance with the
principles inculcated in this volume,
these forms will not have been liable to
much modification.

If this were true, the principal ecological
concern over the prospect of future climate
change would be that human land-use patterns
might block what had previously been the free-

deglaciation in North America by shifting their
ranges (Graham 1992; Fig. 3) relatively quickly
(Graham and Mead 1987). Graham and Grimm
(1990), however, cautioned against relying too
much on past conditions in forecasting future
patterns resulting from global change forcings,
because the forecasted global average rate of
temperature increase exceeds those rates typical
of the last 120,000 years, a conclusion consis-
tent with the results of the Cooperative
Holocene Mapping Project researchers studying
vegetation communities (Davis 1990).

Future climates may not only be quite differ-
ent from more recent previous climates but may
also be different from those inferred from pale-
oclimatic data and from those to which some
existing species are evolutionarily adapted.
Therefore, possible future changes inferred
from past changes can be taken only as a guide
or a means to verify aspects of the forecasts of
models of climate or ecosystem dynamics
(Crowley 1993; Schneider 1993a). Such 
verification exercises may provide more 
credible forecasts of the effects of climatic
change on animals.

Why Climate Changed 

The two basic categories of causes of cli-

ranging movement of natural communities in
response to climate change. The Cooperative
Holocene Mapping Project, however, incorpo-
rated multiple pollen types into its analyses,
including not only boreal species but also herbs
and more arid (xeric) species, as well as oaks
and other mesic species. What they discovered
was that during the transition from the last Ice
Age to the present interglacial, nearly all
species moved north, as expected. During a sig-
nificant portion of the transition period, howev-
er, the distribution of pollen types provided no
analog associations to today’s vegetation com-
munities (Overpeck et al. 1992). That is, where-
as all species moved, they did so individual by
individual, not as groups. Consequently, the
groupings of species during the transition peri-
od were often dissimilar to those present today
(Fig. 2). The relevance of this is that in the
future ecotypes will not necessarily move as a
unit as climate changes (assuming there is time
and space enough for such a migration). Past
vegetation response to climatic change at an
average rate of 1°C per millennium indicates
that credible predictions of vegetation changes
from comparable or even more rapid climatic
changes projected from human activities cannot
neglect time-evolving (that is, transient) dynam-
ics of the ecological system.

What is known about the response of various
animal taxa to the ice age-interglacial 
transition? Mammals responded to the last

matic change are external and internal. External
causes mean that the climate change arises out-
side of the system and it is not influenced much
by the system, although external processes do
not have to be physically external to the Earth
(such as the sun). If our focus is on atmospheric
change on a 1-week time scale (that is, the
weather), the oceans, land surfaces, biota, and
human activities that produce CO2 are all exter-
nal (that is, they are not influenced much by the
atmosphere in such a short time). If our focus is
on 100,000-year ice age interglacial cycles,
however, the oceans, ice sheets, and biota are
part of the internal climatic system and vary as
an integral part of the Earth’s environmental
systems. On this longer scale we must also
include as part of our internal system the “solid”
Earth, which really is not solid but viscous and
elastic. Therefore, stating which components
are external or internal to the climatic system
depends on the time period and spatial scale
being examined, as well as on the phenomena
being considered.

Fluctuations in heat radiated by the sun—per-
haps related to varying sun spots—are external to
the climate system. Influences of the gravitation-
al tugs of other planets on the Earth’s orbit are
also external. Many researchers think that such
tugs gave rise to the 40,000-year ice cycle in the
past 2.5 million years and possibly contributed to
the 100,000-year ice age and interglacial cycles
as well (Imbrie et al. 1993). Human-caused
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changes in the Earth’s climate could not percep-
tibly alter either one of these cycles. 

Changes in volcanic dust or CO2 in the
atmosphere also influence climate; volcanic
dust can cool the climate by scattering some
sunlight back to space, and CO2 can warm the
climate through the greenhouse effect. On short
time scales, these factors are largely external
because the state of the climatic system pre-
sumably does not have much influence on them.
This may not be true, though, in the long term.
For example, the tendency for volcanoes to
erupt might change when the Earth’s crust is
distorted by the weight of ice sheets. Likewise,
if the climate changes in such a way that an area
previously covered with plants becomes drier,
dust can be raised more easily. Thus, on the
long-term scale, dust generation falls into the
internal category. 

Fig. 2. Selected paleovegetation
maps reconstructed by using the
method of modern analogs and
more than 13,000 samples of fos-
sils and modern pollen. a) 18,000
B.P., b) 12,000 B.P., c) 6,000 B.P.,
and d) modern. No vegetation is
mapped in areas without fossil
pollen data, and no analog refers
to vegetation without any modern
analog (Overpeck et al. 1992).

Fig. 3. Modern distribution
(orange area) of Greenland col-
lared lemmings and fossil locali-
ties (red dots) that illustrate the
southern extension of their distrib-
ution during the late Wisconsinan.
Purple line marks Wisconsinan
glacial maximum (Graham 1992).
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Carbon dioxide and methane levels rise and
fall with ice age cycles (Fig. 1), which are clear-
ly internal on a 10,000-year time scale. But on a
20-year scale these greenhouse gases become
largely an external cause of climatic change,
because small changes in climate have little
feedback effect on, for example, humans burn-
ing fossil fuel. 

Changes in the character of the land surface,
if caused by human activities, are largely exter-
nal. If vegetation cover changes because of cli-
matic change, however, land surface change
then becomes internal because changes in plant
cover can influence the climate by changing
albedo (reflectivity to sunlight), evapotranspira-
tion, surface roughness, and relative humidity
(Henderson-Sellers et al. 1993).

Snow and ice are important factors in cli-
matic change because they have higher albedo
(reflectivity) than warmer surfaces and, in the
instance of sea ice, can inhibit transfer of heat
and moisture between air and wet surfaces.
Salinity, which affects changes in sea ice and in
the density of seawater (which helps control
where ocean waters sink), may also be an inter-
nal cause of climatic variation. The sinking and
upwelling of ocean waters are biologically sig-
nificant because the upwelling waters are often
nutrient-rich.

human (or societal) activities affecting pollution
over the next century. The next step is to esti-
mate the response of the various components of
the Earth system to such societal forcings. The
Earth system itself consists of the following
interacting subcomponents: atmosphere, oceans,
cryosphere (snow, seasonal ice, and glaciers)
and land-surface (biota and soils) systems. 

Research in the field and in laboratories pro-
vides an understanding about various processes
affecting the subcomponents of the Earth sys-
tem. This understanding can be put into mathe-
matical expressions, which, when combined,
form a model of the behavior of particular com-
ponents of the Earth system. In practice, models
of the atmosphere are connected to models of
the oceans, ice, biota, and land surfaces to sim-
ulate the consequences of some scenario of
societal forcing on climate and ecosystems.
Controversy arises because both the societal
forcing that will actually occur and the scientif-
ic knowledge of each subsystem are still incom-
plete. Because models cannot be perfect repli-
cas of the actual natural system, scientists must
expend considerable efforts to test their models
against the expanding base of field and labora-
tory data. This not only allows them to assess
the credibility of current simulations, but it 
also reveals improvements for the next genera-
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Fig. 4. Estimates and projections
of population size and gross
domestic product (GDP) per capita
for less highly developed countries
(LDC’s) and more highly devel-
oped countries (MDC’s) for
1950–2100 (Bongaarts 1992).
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Unusual patterns of ocean surface tempera-

ture—such as the El Niño—demonstrate the
importance of internally caused climatic fluctu-
ations because the atmospheric circulation can
change simultaneously with ocean surface tem-
peratures. The atmosphere rubs on the ocean,
however, so the ocean responds with a modifi-
cation in its motions and temperature pattern,
which forces the atmosphere to adjust, which
changes the winds, which changes the way the
atmosphere rubs on the ocean, and so forth
(Trenberth 1993). As a result, air and water
interact internally in this coupled system like
blobs of gelatin of different size and stiffness,
connected by elastic bands or springs, all inter-
acting with one another while also being pushed
from the outside (by solar, volcanic, or human-
caused change).

Credibility of Climate Change
Forecasts

To predict the ecologically significant ways
the climate might change, one must specify
what people do that modifies how energy is
exchanged among the atmosphere, land surface,
and space because such energy flows are the
driving forces behind climate. Making the
atmosphere window dirtier through air pollution
is an example of such a so-called societal forc-
ing of the climate system. Estimating societal
forcing involves forecasting a plausible set of

tion of models. 

Elements of Global
Warming Forecasts

The societal driving forces behind global-
warming scenarios are projections of popula-
tion, consumption, land use, and technology.
Typical twenty-first century projections for
human population size and affluence for less
highly developed countries and more highly
developed countries show drastic increases in
population and wealth (Fig. 4). When these fac-
tors are multiplied by the amount of energy
used to produce a unit of economic product (the
so-called energy intensity) and the amount of
CO2 emitted per unit of energy (the technology
factor called carbon intensity), the result is a
forecast for carbon emissions in the twenty-first
century. For the particular projections shown in
Figures 4 and 5 (from Bongaarts 1992), CO2
emissions rise severalfold over the next 100
years. Such specific scenarios are plausible but
debatable because the amount of carbon emitted
through human activities will significantly
depend on what kinds of energy systems will be
developed and deployed globally and on what
the standards of living will be over the next 
several decades. It is very difficult to make 
such projections credibly; therefore analysts
disagree by as much as a factor of 10 about how
much CO2 will be emitted by 2100 (Johansson

Fig. 5. Estimates and projections
of energy and carbon intensities
for less highly developed countries
(LDC’s) and more highly devel-
oped countries (MDC’s) for
1965–2100 (Bongaarts 1992).

© Population and Development Review
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et al. 1993; Intergovernmental Panel on Climate
Change 1996a,c).

To turn estimates of CO2 emissions into 
estimates of CO2 concentrations in the 
atmosphere—the variable needed to calculate
potential climate changes—one must estimate
what fraction of CO2 emitted will remain in the
atmosphere. This airborne fraction is most sim-
ply estimated at 50%, because the amount of
CO2 buildup in the atmosphere each year
(about 3 billion tons of carbon as CO2) is about
half the fossil fuel-injected CO2. The atmos-
pheric concentration of CO2 should, however,
be computed by using carbon cycle models,
which account for the time-evolving amounts of
carbon in vegetation, soils, oceanic, and atmos-
pheric subcomponents (Intergovernmental
Panel on Climate Change 1996a,b). The esti-
mated CO2 concentration can then be fed into
computerized climatic models to estimate its
effects on climate. 

Climate prediction, like most other forecasts
involving complex systems, generally involves
educated guesses. Those attempting to deter-
mine the future behavior of the climate system
from knowledge of its past behavior and present
state basically can take two approaches. One
approach, the empirical–statistical, uses statisti-
cal methods such as regression equations that

average greenhouse properties of the atmos-
phere. Such a model is zero-dimensional—it
reduces the real temperature distribution on the
Earth to a single point, a global average. In con-
trast, three-dimensional climate models produce
the variation of temperature with latitude, longi-
tude, and altitude. The most complex atmos-
pheric models, the general circulation models,
predict the time evolution of temperature plus
humidity, wind, soil moisture, sea ice, and other
variables through three dimensions in space
(Washington and Parkinson 1986).

Relevance to Ecosystem Studies

Scientists who estimate the future climatic
changes that are relevant to ecosystems have
focused on the general circulation models that
attempt to represent mathematically the com-
plex physical and chemical interactions among
the atmosphere, oceans, ice, biota, and land. As
these models have evolved, more and more
information has become available, and more
comprehensive simulations have been per-
formed. Nevertheless, the complexities of the
real climate system still vastly exceed the gen-
eral circulation models and the capabilities 
of even the most advanced computers
(Intergovernmental Panel on Climate Change
1990, 1996a,b). Simulating one year of weather
connect past and present observations statisti-
cally to obtain the most probable extrapolation.
The second approach, usually called climate
modeling, focuses on first principles, which are
equations representing laws believed to
describe the physical, chemical, and biological
processes governing climate. Because the statis-
tical approach depends on historical data, it is
obviously limited to predicting climates that
have been observed or are caused by processes
appropriately represented in the past conditions.
The statistical method cannot reliably answer
questions such as what would happen if atmos-
pheric CO2 increased at rates much faster than
in the known past. Thus, the more promising
approach to climate prediction for conditions or
forcings different from the historic or ancient
past is climate modeling. A significant compo-
nent of empirical–statistical information,
though, is often embedded into these models
(Washington and Parkinson 1986; Root and
Schneider 1995). This often makes modelers
uncomfortable about the validity of predictions
of such models on unusual or unprecedented sit-
uations unless a great deal of effort is expended
to test the models against present and paleocli-
matic baseline data.

Climate models vary in their spatial resolu-
tion, that is, the number of dimensions they sim-
ulate and the spatial detail they include. The
simplest model calculates only the average 
temperature of the Earth, independent of the

in 30-minute time steps with the crude resolu-
tion of 40 latitudinal lines x 48 longitudinal
lines and 10 vertical layers—nearly 20,000 grid
cells around the globe—takes about 10 hours on
a supercomputer (the Cray Y-MP, for example).
This level of resolution, however (Fig. 6), can-
not resolve the Sierra Nevada of California and
the Rocky Mountains as separate mountain
chains. Refining the resolution to 50-square-
kilometer grid squares would so dramatically
increase the number of computations that it
would take roughly one year of computer time
to simulate weather statistics for one year.

What is most needed to evaluate potential
biological effects of temperature change is a
regional projection of climatic changes that can
be applied to ecosystems at a regional or local
scale. Analyses of large, prehistoric climatic
changes (Barron and Hecht 1985; Budyko et al.
1987; Schneider 1987; Cooperative Holocene
Mapping Project 1988) and historical weather
analogs (Pittock and Salinger 1982; Jager and
Kellogg 1983; Lough et al. 1983; Shabalova
and Können 1995) provide some insights into
such changes. Historical weather analogs, how-
ever, since they are empirically and statistically
based, rely on climatic cause-and-effect
processes that probably differ from those that
will be driven by future greenhouse gas radia-
tive effects (Schneider 1984; Mearns et al.
1990; Crowley 1993). Consequently, ecologists
turn to climatic models to produce forecasts of
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regional climatic changes for the decades
ahead. How credible are such forecasts? 

Regional Changes 

Although the consensus among researchers
about the plausibility of significant human-
induced global climatic change is growing, no
assessment (Intergovernmental Panel on
Climate Change 1996a) has suggested the exis-
tence of a strong consensus about how that
global climatic change might be distributed
regionally. For example, the world is not actual-
ly undergoing a dramatic and instantaneous
doubling of CO2, which is the hypothesis used
in most standard computer model experiments
applied to ecological assessments. Instead, the
world is undergoing a steady increase in green-
house gas forcing. Because that increase is heat-
ing the Earth in a reasonably uniform way, one
might expect a uniform global response, though
this is far from likely. For example, the centers
of continents have relatively low heat-retaining
capacity, and the temperatures there would
move relatively rapidly toward whatever their
new equilibrium climate would be compared
with the centers of oceans, which have high
heat-retaining capacity. Tropical oceans,
though, have a thin (about 50 meters) mixed
layer that interacts primarily with the atmos-

a. 40 latitude x 48 longitude (1,920 total grid cells) b. 54 latitude x 64 longitude (3,456 total grid cells)

c. 64 latitude x 128 longitude (8,192 total grid cells) d. 144 latitude x 288 longitude (41,472 total grid cells)
phere. It takes about 10 years for that mixed
layer to substantially change its temperature,
which is still much slower than the response
time of the middle of the continents, but is much
faster than that of the oceans closer to the poles.
At high latitudes, in places like the Weddell or
Norwegian seas, waters can mix down to the
bottom of the ocean, thereby continuously
bringing up cold water and creating a deepwater
column that takes a century or more to substan-
tially change its temperature.

During the transient phase of climate change
over the next century, therefore, one would
expect the middle of continents, the middle of
oceans, and the polar and subpolar oceans all to
change toward their new equilibrium tempera-
tures at different rates. Thus, the temperature
differences from land to sea and equator to pole
will evolve over time, which, in turn, implies
that the transient character of regional climatic
changes could be very different from the
expected long-term equilibrium (Schneider 
and Thompson 1981; Stouffer et al. 1989;
Washington and Meehl 1989). This does not
imply that transient regional changes are inher-
ently unpredictable, only that at present they are
very difficult to predict credibly.

Even more uncertain than regional averages,
but perhaps more important to long-term
ecosystem responses, are estimates of climatic
variability during the transition to a new equi-
librium, particularly at the regional scale. These

include estimates of such events as the frequen-
cy and magnitude of severe storms, enhanced
heat waves, temperature extremes, sea-level
rises (Titus and Narayanan 1995), and reduced
frost probabilities (Mearns et al. 1984, 1990;
Parry and Carter 1985; Wigley 1985; Rind et al.
1989). For example, there is a physical principle
that evaporation increases dramatically as sur-
face-water temperature increases. Because hur-
ricanes are powered by evaporation and con-
densation of water, if all other factors are
unchanged, the intensity of hurricanes and the
length of the hurricane season could increase
with warming of the oceans (Emanuel 1987).
Such changes would significantly affect suscep-
tible terrestrial and marine ecosystems (Doyle
1981; O’Brien et al. 1992).

Verifying Climate Forecasts

The most perplexing question about climate
models is whether they can be trusted as a reli-
able basis for altering social policies, such 
as those governing CO2 emissions or the 
shape and location of wildlife reserves. 
Even though these models are fraught with
uncertainties, several methods are available for
verification tests. Although no method is 

Fig. 6. The fineness of a climate
model’s grid size affects the accu-
racy of the simulations as well as
the level of detail in the climate
simulation that can be used for
ecological applications. The infor-
mation above each model shows
the number of latitude and longi-
tude lines for each grid-cell size
and how many such cells cover the
Earth’s surface at the specified res-
olution. Most climate models use
resolutions a, b, or c because com-
putational resources increase by
more than a factor of ten each time
the length of a grid cell’s side is
halved. a) Grid R15, b) grid R21,
c) grid T42, and d) grid T95.
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sufficient by itself, several methods together can
provide significant, albeit circumstantial, evi-
dence of a forecast’s credibility.

The first validation testing method involves
checking the model’s ability to simulate the pre-
sent climate. The seasonal cycle is one good test
because temperature changes in a seasonal
cycle are larger on a hemispheric average than
the change from an ice age to an interglacial
period (that is, 15°C seasonal range in the
Northern Hemisphere versus 5°C glacial-inter-
glacial cycle). General circulation models map
the seasonal cycle well (Fig. 7), which suggests

that their mid- to high-latitude surface-tempera-
ture sensitivity to large-scale radiative forcing is
not in error by more than a factor of three. This
helps explain the scientific consensus about the
plausibility of global warming of several
degrees in the twenty-first century. The season-
al test, however, does not indicate how well a
model simulates slow processes such as
changes in deep ocean circulation, ice cover,
forests, or soil carbon storage, which may have
important effects on the decade- to century-long
time scales over which atmospheric CO2 is
expected to double.
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Fig. 7. A three-dimensional cli-
mate model was used to compute
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ence between January and July
over the globe. The a) computed
model reproduces many of the fea-
tures of the b) observed seasonal
cycle shown here (Manabe and
Stouffer 1980).
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A second verification technique involves
isolating individual physical components of the
model and testing them against actual data. For
example, one can check whether the model’s
cloudiness statistics match the observed cloudi-
ness statistics of a particular area and season.
This technique, though, cannot guarantee that
the complex interactions of individual model
components are properly treated. For example,
the model may be reliable at predicting average
cloudiness but unreliable at representing how
cloudiness might change with a change in cli-
mate (the so-called cloud feedback problem). In
this instance, simulation of overall global cli-
matic response to some parameter like
increased CO2 is likely to be inaccurate. A
model should reproduce the flow of thermal
energy among the atmosphere, the surface, and
space with no more than about a 10% error.
Together, these energy flows make up the well-
established natural greenhouse effect on Earth
and constitute a formidable and necessary test
for all models. A model’s performance in simu-
lating these energy flows is an example of phys-
ical validation of model components. In one
encouraging example, Raval and Ramanathan
(1989) used satellite observations to compute
the infrared heat-trapping capacity of the atmos-
phere (that is, the natural greenhouse effect)

gas injections over the past 150 years, which
saw a 25% increase in CO2, a 150% increase in
CH4, and the introduction of human-generated
heat-trapping chemicals such as chlorofluoro-
carbons and halons. Most scientists still argue
that, although the 0.5°C ± 0.2°C surface warm-
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Fig. 8. The record of past global
warming in observed global mean
temperature changes, 1860–1995
(Intergovernmental Panel on
Climate Change 1996a data). The
purple line is the 5-year running
mean; the blue line represents the
annual values.
with increased surface temperature. Next, they

made a similar calculation between the heat-
trapping-effect calculations in the general circu-
lation model and compared this with satellite
observations, finding that the models performed
very well in this test.

A third validation method involves the
model’s ability to reproduce the diverse cli-
mates of the past. This method is aided by
recording instrumental observations made dur-
ing the past few centuries and paleo-records that
serve as a proxy for climatic conditions of the
ancient Earth, or even include testing models’
ability to simulate climates of other planets
(Kasting et al. 1988). Paleoclimatic simulations
of the Mesozoic (Age of the Dinosaurs),
glacial-interglacial cycles, or other extreme past
climates help scientists understand the coevolu-
tion of the Earth’s climate and living things
(Schneider and Londer 1984). As verification
tests of climate models, they are also crucial to
predicting future climates and changes in bio-
logical systems.

Much has been learned from examining the
global climatic trends of the past century. The
years 1990 and 1995 were the warmest years on
record for the lower atmosphere in the past cen-
tury (Fig. 8); at the same time the stratosphere
was at its coldest (Intergovernmental Panel on
Climate Change 1996a). These data are consis-
tent with an enhanced greenhouse effect signal
that might be anticipated from the greenhouse

ing in the twentieth century is consistent with
the human-induced greenhouse gas buildup, it
is not possible to state with 99% confidence that
the observed warming was caused by that
greenhouse gas forcing (Intergovernmental
Panel on Climate Change 1996a). It is possi-
ble—although at a relatively low probability of
10%–20% (Schneider 1994)—that the 0.5°C
warming trend was wholly natural and that
there was little or no contribution from the
buildup of greenhouse gases (for estimates of
the probability of global warming amounts, see
Morgan and Keith 1995).

Of course, if one cannot tell whether an
unforecastable natural fluctuation in climate in
the twentieth century could have created the
bulk of the observed warming, then one equally
cannot tell whether there was a natural cooling
fluctuation taking place during the twentieth
century. If so, the world would then have
warmed up much more than observed had we
not had a fortuitous natural cooling trend. One
could even speculate that the dramatic tempera-
ture rise in the 1970’s and all of the associated
new warm global temperature records reflect
the termination of a natural cooling trend com-
bined with the rapid establishment of the
expected enhanced greenhouse effect. 

One important possibility that could have
helped create the twentieth-century temperature
record seen in Figure 8 is the generation of
aerosol particles (for example, human-made or
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induced by natural sulfur dioxide) floating in
the atmosphere that could either directly or indi-
rectly reflect sunlight to space. The aerosol par-
ticles, through incorporation into clouds, could
increase the number of water droplets, making
some clouds brighter. Measurements and theory
are not yet adequate to describe the latter mech-
anism quantitatively, although some attempts
are under way (Kaufman et al. 1993). Charlson
et al. (1992) suggested that industrial activities
since the 1950’s offset some of the greenhouse
surface heating by countering it with some
atmospheric cooling from haziness around and
downwind of sulfur-burning areas in the
Northern Hemisphere. Although such sulfur
dioxide-induced cooling may have opposed any
global warming by several tenths of a degree,
the hazes occur regionally and could be produc-
ing ecologically significant, unexpected region-
al changes in climate patterns (Schneider 1994). 

Recent studies (Santer et al. 1996) suggest
that when aerosols and greenhouse gas forcings
are combined, climatic change patterns in mod-
els over the past 30 years of observations match
much more closely. Nevertheless, all these pos-
sibilities render current observations consistent
with a CO2 doubling effect of anywhere from as
low as a 0.5°C warming to as high as a 5.0°C
warming (Wigley and Raper 1991). Several rea-

consensus of hundreds of scientists in the
United States and elsewhere, used a five-star
rating system to describe various possibilities
for global warming, one star being least likely
and five stars most likely. The scientists gave
global average temperature changes (from CO2
doubling) ranging from 1.5°C to 4.5°C three
stars, equivalent presumably to a 60% subjec-
tive chance. The Intergovernmental Panel on
Climate Change (1996a) saw no reason to alter
that assessment. As mentioned previously,
though, the ecologically important forecasts of
time-evolving regional climatic changes are
much less credible and require that ecologists
use many alternative scenarios of possible cli-
matic changes.

Estimating the Effects of Climate Change
on Ecosystems

Even the highest-resolution, three-dimen-
sional general circulation model will not have a
grid with nodes much less than 100 kilometers
apart within the foreseeable future; individual
clouds and most ecological research (to say
nothing of cloud droplets) occur on scales far
smaller than that. Therefore, general circulation
models will not be able to resolve the local or
regional details of weather affecting most local
biological communities or the importance of
sons exist for such a wide range of uncertainty:
difficulty in knowing how to model delays in
global warming because of the large heat capac-
ity of the oceans;  not knowing what other glob-
al change forcings may have opposed warm-
ing—for example, sulfate aerosols from burning
high-sulfur coal and oil or undetectable changes
in the sun’s light output before 1980; and large,
unknown, internal natural climatic fluctuations.

In summary, no clear physical objection or
direct empirical evidence has contradicted the
consensus of scientists (Intergovernmental
Panel on Climate Change 1990, 1996a) that the
world is warming, nor has evidence emerged to
contradict the substantial probability that tem-
peratures will rise because of increases in
greenhouse gases (Morgan and Keith 1995).
The evidence for current global warming fore-
casts is circumstantial, but is sufficient enough
that many researchers believe that recently
observed climatic variations and human activi-
ties are probably connected (Karl et al. 1995).
The Intergovernmental Panel on Climate
Change 1996a:5  carefully weighed the uncer-
tainties and concluded that “Nevertheless, the
balance of evidence suggests that there is a dis-
cernable human influence on global climate.”

The consensus remains widespread that a
global temperature increase of anywhere from
1°C to 5°C is reasonably probable in the next
century. The Intergovernmental Panel on
Climate Change (1990), which reflects the 

regional effects of hills, coastlines, lakes, vege-
tation boundaries, and heterogeneous soil (Root
and Schneider 1993). It is, nonetheless, impor-
tant to have climatic forecasts and ecological
response analyses on the same physical scales.

Shrinking Climate Forecasts to
Regional Scales

Empirical Mapping Techniques

Techniques exist that can translate the output
of climate models so that it is closer to most
ecological scales. One method that uses actual
climatic data at both large and small scales can
help provide maps that may allow small-scale
analysis of large-scale climate change scenar-
ios. For example, the Sierra Nevada of
California or the Cascades in the northwestern
United States are north-south mountain chains
whose east-west dimensions are smaller than
the grid size of a typical general circulation
model. In the actual climate system, onshore
winds on the Pacific coast would produce cool
upslope and rainy conditions on the western
slope and a high probability of warmer and drier
conditions associated with that flow pattern on
the downslope or eastern slope. 

One regional map has been generated for
Oregon (Gates 1985), in which a high-resolu-
tion network of meteorological stations was
used to plot temperature and precipitation 
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isopleths based on observed climatic fluctua-
tions at large (for example, state-sized) scales.
These maps show that the dominant mode of
variation for this area is warm and dry on one
side of the mountains, cold and wet on the other.
Although this empirical mapping technique
seems appropriate for translating low-resolu-
tion, grid-scale climate model forecasts to local
applications, a strong caveat must be offered.
That is, the processes in the climate system that
give rise to internal variability or natural fluctu-
ations are not necessarily the same processes
that would give rise to local deviations from
large-scale patterns if the climate change were
driven by external forces rather than an internal
variation of the system. For example, the
Oregon maps would indicate that if the grid-box
average temperature were warmer on the east-
ern slope, then it should be cooler and wetter on
the western slope. That condition is the most
probable regional situation for today’s naturally
fluctuating climate. However, if 50 years from
now the warming on the eastern slope were, say,
a result of doubled atmospheric CO2 causing an
enhanced downward infrared radiative heating,
then both eastern and western slopes would
probably experience warming. Although the
degree of warming and associated precipitation
changes would not necessarily be uniform, an

uses a mesoscale model (that is, 10–50 square-
kilometer grid cells) based on physical laws to
solve the problem of translating general circula-
tion model grid-scale averages into a finer scale
mesh much closer to the dimensions of most
ecological applications. Of course, even this
mesoscale grid will still be too coarse to assess
many impacts, necessitating further down-scal-
ing techniques. Neither are the problems of gen-
eral circulation models entirely eliminated by
mesoscale grids, because they too are bigger
than individual clouds or trees. But such meth-
ods do bring climate model scales and ecologi-
cal-response scales much closer. 

Giorgi (1990) and colleagues at the National
Center for Atmospheric Research have worked
many years with this embedding technique.
They have noted, for example, that a general
circulation model with a very coarse grid that is
unable to resolve the separate topographies of
the Sierra Nevada and the Rocky Mountains
(and therefore is unable to produce the rain
shadow of the Great Basin) may still produce
reasonably accurate simulations of large-scale
wind and moisture patterns. By using the large-
scale wind and moisture fields of the general
circulation model to drive a mesoscale model
with a factor of 10 higher resolution (capable of
resolving much of these mountain and desert
entirely different climatic change pattern would
probably occur as opposed to that obtained from
the empirical mapping technique if one used the
naturally varying weather conditions existing
today rather than the anthropogenically forced
conditions of the twenty-first century
(Schneider 1993b).

Therefore, techniques to shrink climate fore-
casts that use current distributions of environ-
mental variables at local scales and correlate
them with current large-scale regional patterns
will not necessarily provide a good guideline
about how large-scale patterns would be distrib-
uted locally. The reason is that the causes of the
future change may be physically or biologically
different from the causes of the historical fluc-
tuations that led to the empirical maps in the
first place. This caveat is so important that it
requires scientists to use extreme caution before
adopting such empirical techniques for global
change applications.

Driving Regional-Scale Models with
Large-Scale Forecasts

Other techniques can still translate large-
scale patterns to smaller scales, but these tech-
niques are based on known processes rather
than empirical maps for today’s conditions. One
such technique is to drive a high-resolution,
process-based model for a limited region with
the large-scale patterns produced by a general
circulation model. In essence, this approach

topographies), these researchers were able to
reproduce much more realistically the regional
distribution of current climatic conditions.
Therefore, such a process-based technique
could be used to translate general circulation
model grid-box scenarios into at least water-
shed-scale changes that would be closer to the
scale of ecological studies than current general
circulation model grids.

Unfortunately, even this process-based tech-
nique has several serious problems yet to be
solved. First, these models use about as much
computer time to simulate several days of
weather at regional scales as the general circu-
lation model needs for simulating one year of
weather globally. Second, the mesoscale model
results depend on validity of the overall flow
patterns from the large-scale models. If the lat-
ter exhibit roughly the right direction for pre-
vailing wind and moisture flow, the smaller-
scale model will more faithfully translate that
large-scale pattern down to regional detail. 

A new technique combining empirical and
process-based approaches to translate general
circulation model grid predictions of doubling
CO2 climate changes to 10-square-kilometer
grid cells was developed by Stamm and
Gettelman (1995) and is called a local climate
model. Although they obtained encouraging
results for local climate deviations in the highly
varying topography of the western United
States, Stamm and Gettelman found that their
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technique has difficulty estimating ecologically
important extreme (high or low) temperatures
or extreme precipitation events. Resolving these
difficulties with current techniques is critical to
the utility of the local climate model for ecolog-
ical impact assessment. Other downscaling
techniques are summarized in Mearns (1997).

Examples of Ecological Responses
to Climate Changes

Bringing climatic forecasts down to ecolog-
ical applications at local and regional scales is
one way to bridge the scale gap across ecologi-
cal and climatological studies. Ecologists, how-
ever, have also analyzed data and constructed
models that apply over large scales, including
the size of climatic model grids. A long tradi-
tion in ecology has associated the occurrence of
vegetation types or the range limits of different
species with physical factors such as tempera-
ture, soil moisture, land–sea boundaries, or ele-
vation. Biogeography is the field that deals with
such associations, and its results have been
applied to estimate the large-scale ecological
response to climate change.

Predicting Vegetation Responses to
Climate Change

The Holdridge (1967) life-zone classifica-
tion assigns biomes (for example, tundra, grass-
land, desert, or tropical moist forest) according
to two measurable variables, temperature and
precipitation (Fig. 9). Other more complicated
large-scale formulas have been developed to
predict vegetation patterns from a combination
of large-scale predictors (for example, tempera-
ture, soil moisture, or solar radiation); vegeta-
tion modeled includes individual species (Davis
and Zabinski 1992), limited groups of vegeta-
tion types (Box 1981), or biomes (Prentice
1992; Melillo et al. 1993; Neilson 1993). These
kinds of models predict vegetation patterns that
represent the gross features of actual vegetation
patterns, which is an incentive to use them to
predict vegetation change with changing cli-
mate. Smith et al. (1992) show an example of a
vegetation model’s prediction of changes given
the forecast of doubled CO2 from a climate
model (Fig. 10). 

As we explore in more detail later, such
models have limitations. One criticism of such
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Fig. 9. Holdridge’s (1967) climate–vegetation classification scheme.
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large-scale approaches is that, although the cli-
mate or other large-scale environmental factors
are favorable to some biome that is actually pre-
sent, these approaches also often predict vegeta-
tion to occur where it is absent. Other criticisms
are aimed at the static nature of such models,
which often predict vegetation changes to
appear instantaneously at the moment the cli-
mate changes, neglecting transient dynamics
that often cause a sequence or succession of
vegetation types to emerge over decades to cen-
turies following some disturbance (for example,
fire), even in an unchanging climate.

Predicting Animal Responses to
Climate Change

Scientists of the U.S. Geological Survey, in
cooperation with Canadian scientists, conduct
the annual North American Breeding Bird
Survey, which provides distribution and abun-
dance information for birds across the United
States and Canada. From these data, collected
by volunteers under strict guidance from the
U.S. Geological Survey, shifts in bird ranges
and abundances can be examined. Because
these censuses were begun in the 1960’s, these
data can provide a wealth of baseline informa-
tion. Price (1995) has used these data to exam-
ine the birds that breed in the Great Plains. By

significant shifts with different possible dou-
bled CO2 climate change scenarios. More
refined techniques that also attempt to include
actual mechanisms for ecological changes are
discussed later.

Reptiles and amphibians, which together are
called herptiles, are different from birds in
many ways that are important to our discussion.
First, because herptiles are ectotherms—mean-
ing their body temperatures adjust to the ambi-
ent temperature and radiation of the environ-
ment—they must avoid environments where
temperatures are too cold or too hot. Second,
amphibians must live near water, not only
because the reproductive part of their life cycle
is dependent on water, but also because they
must keep their skin moist because they breathe
through their skin as well as their lungs. Third,
herptiles are not able to disperse as easily as
birds because they must crawl rather than fly,
and the habitat through which they crawl must
not be too dry or otherwise impassible (for
example, high mountains or superhighways). 

As the climate changes, the character of
extreme weather events, such as cold snaps and
droughts, will also change (Karl et al. 1995),
necessitating relatively rapid habitat changes
for most animals. Rapid movements by birds
are possible since they can fly, but for herptiles
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using the present-day ranges and abundances
for each of the species (Fig. 11a), Price derived
large-scale, empirical–statistical models based
on various climate variables (for example, max-
imum temperature in the hottest month and total
precipitation in the wettest month) that provid-
ed estimates of the current bird ranges and
abundances (Fig. 11b). Then, by using a gener-
al circulation model to forecast how doubling of
CO2 would affect the climate variables in the
models, he applied the statistical models to pre-
dict the possible shape and location of the birds’
ranges and abundances (Fig. 11c).

Significant changes were found for nearly
all birds examined. The ranges of most species
moved north, up mountain slopes, or both. The
empirical models assume that these species are
capable of moving into these more northerly
areas, that is, if habitat is available and no major
barriers exist. Such shifting of ranges and abun-
dances could cause local extinctions in the more
southern portions of the birds’ ranges, and, if
movement to the north is impossible, extinc-
tions of entire species could occur. We must
bear in mind, however, that this empirical–sta-
tistical technique, which associates large-scale
patterns of bird ranges with large-scale patterns
of climate, does not explicitly represent 
the physical and biological mechanisms that
could lead to changes in birds’ ranges.
Therefore, the detailed maps should be viewed
only as illustrative of the potential for very 

such movements are much more difficult. For
example, R. L. Burke (University of Michigan,
Ann Arbor, personal communication) noted that
during the 1988 drought in Michigan, many
more turtles than usual were found dead on the
roads. He assumed they were trying to move
from their usual water holes to others that had
not yet dried up or that were cooler (for exam-
ple, deeper). For such species, moving across
roads usually means high mortality. In the long
term, most birds can readily colonize new habi-
tat as climatic regimes shift, but herptile disper-
sal (colonization) rates are slow. Indeed, some
reptile and amphibian species may still be
expanding their ranges north even now, thou-
sands of years after the last glacial retreat.

R. L. Burke and T. Root (personal communi-
cation) have begun analyzing North American
herptile ranges in an attempt to determine
which, if any, are associated with climatic fac-
tors such as temperature, vegetation-greening
duration, solar radiation, and so forth. Their
preliminary evidence indicates that northern
boundaries of some species ranges are associat-
ed with these factors (Fig. 12), implying 
that climatic change could have a dramatic
impact on the occurrence of herptile species. It
could also alter the population genetics within
species since there can be genetic differences
among populations with respect to climate tol-
erance. Many more extinctions are possible in
herptiles than in birds because the forecasted
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Fig. 10. Changes in biomass from
gap model simulations for central
Alaska sites with a) south-facing
slopes and b) north-facing slopes
for present climate (control) and
for different climate model simula-
tions with doubled CO2 (Smith et
al. 1992). GISS = Goddard
Institute for Space Studies, GFDL
= Geophysical Fluid Dynamics
Laboratory, OSU = Oregon State
University, UKMO = United
Kingdom Meterological Office.
© Academic Press



102 Status and Trends of the Nation’s Biological Resources — Volume 1

human-induced climatic changes could occur
rapidly when compared with the rate of natural
climatic changes, and because the dispersal
ability of most herptiles is painfully slow, even
without considering the additional difficulties
associated with human land-use changes dis-
turbing their migration paths.

Several reptile species could exhibit vulner-
ability to climatic change because of an unusu-
al characteristic: their sex is determined by the
temperature experienced as they develop inside
the egg. Such temperature-dependent sex deter-
mination makes these animals uniquely sensi-
tive to temperature change, meaning that cli-
matic change could potentially cause dramatic
range contractions. For example, the European
pond turtle, a species whose sex is determined
by temperature, colonized England (Stuart
1979) and Denmark (Degerbol and Krog 1951)
during a warm period in the late Ice Age. With
the return of colder temperatures, these popula-
tions rapidly disappeared. Holman (1990;
University Museum, Michigan State University,
East Lansing, personal communication) sug-
gested that a combination of shorter summers,
which reduced available incubation time, and
biased sex ratios, which were due to cooler
summers, could easily have caused the swift
retreat of this turtle to a more southern range.
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survey route
Most North American turtles are subject to
temperature-dependent sex determination
(Ewert and Nelson 1991; Ewert et al. 1994);
their populations can vary over the years from
100% males to 100% females (Mrosovsky and
Provancha 1992; Janzen 1994). Janzen found
that sex ratios were closely linked to mean July
temperature, and he demonstrated that under
conditions predicted by climate change models,
populations of turtles will regularly produce
only females within 50 years.

In general, animals most likely to be affect-
ed earliest by climatic change are those in
which populations are fairly small and limited
to isolated habitat islands. As a result of human-
generated landscape changes, many reptiles
now fall into this category, as do many other
animals. Indeed, temperature-dependent 
sex-determined species are especially likely 
to suffer from extreme sex ratio biases, and
therefore their sensitivity to rapid climate
change appears potentially more severe than
most other animals.

There are estimates that a number of small
mammals living near isolated mountaintops
(which are essentially habitat islands) in the
Great Basin would become extinct given typical
global change scenarios (MacDonald and
Brown 1992; Fig. 13). Recent studies of small
mammals in Yellowstone National Park show
that statistically significant changes in both
abundances and physical sizes of some species
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Fig. 11. a) Map of current range and abundance of the bobolink as determined from actual obser-
vations during the U.S. Geological Survey Breeding Bird Survey and b) map of current range and
abundance of the bobolink as estimated from the empirical–statistical model. The high correspon-
dence in patterns between maps a and b suggests that this model reliably captures many of the
features of the actual observed range and abundance of this species as depicted in map a. 
c) Map of the forecasted range and abundance of the bobolink for climate change response of a
model with doubled CO2. This map illustrates the potential for very significant shifts that dou-
bled CO2 could cause (Price 1995).
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occurred with historical climate variations
(which were much smaller than most projected
climate changes for the next century), but there
appear to have been no simultaneous genetic
changes (Hadley et al. 1997; E. A. Hadley,
Montana State University, Bozeman, unpub-
lished manuscript). Therefore, it is likely that
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Fig. 12. Strong associations are evi-
dent between the northern range
limit of the broad-headed skink
(upper purple line) and 1,000 cool-
ing degree-days, and between the
northern range limit of the
American alligator (lower purple
line) and 2,000 cooling degree-
days, suggesting the importance of
climate on the large-scale biogeo-
graphic patterns of both species.
Cooling degree-days indicate the
accumulated number of degrees
Fahrenheit over a year above a
threshold of 65˚ F (R. L. Burke 
and T. Root, University of
Michigan, Ann Arbor, personal
communication).
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climate change in the twenty-first century could
cause substantial alteration to biotic communi-
ties, even in protected habitats such as
Yellowstone National Park. In addition, the bio-
mass of macrozooplankton in waters off south-
ern California has decreased dramatically as
surface waters warmed (Roemmich and
McGowan 1995; Fig. 14). Similarly, a study
suggests that statistically the range of the
Edith’s checkerspot butterfly in western North
America has shifted northward and upward in
association with long-term regional warming
trends (Parmesan 1996).

Top-Down Approaches

The biogeographic approach just summa-
rized is an example of a top-down technique (for
example, Holdridge life-zone classification, Fig.
9), in which data on abundances or range limits
of vegetation types or biomes are overlain on
data of large-scale environmental factors such as
temperature or precipitation. When associations
among large-scale biological and climatic pat-
terns are revealed, biogeographic rules express-
ing these correlations graphically or mathemati-
cally can be used to forecast changes in vegeta-
tion driven by given climate changes. Price’s
maps of the changes in bird ranges (Fig. 11) are
also an example of such a top-down approach.
As noted earlier, though, such top-down
approaches are not necessarily capturing the
important mechanisms responsible for the 

association—the association itself may be a
chance occurrence. Scientists therefore strive to
look at smaller scales for processes that account
for the causes of biogeographic associations, in
the belief that the laws discovered at smaller
scales will apply at large scales as well.

Bottom-Up Approaches

The next traditional analysis and forecasting
technique is often referred to as bottom-up.
Small-scale ecological studies have been under-
taken at the scale of a plant or even a single leaf
(Idso and Kimball 1993) to understand how, for
example, increased atmospheric CO2 concen-
trations might directly enhance photosynthesis,
net primary production, or water-use efficiency.
Most such studies indicate increases in all these
factors, increases that some researchers have
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Fig. 13. Predicted changes in the
number of species of small mam-
mals inhabiting 19 isolated moun-
tain ranges in the Great Basin after
extinctions caused by (the
assumed scenario of) climate and
subsequent vegetation change.
Such climate change would
decrease the amount of suitable
habitat for these species that live
in island-type regions, eventually
leading to a number of extinctions.
For each mountain range, the pur-
ple dot represents the present num-
ber of species per square kilome-
ter, the red dot indicates the pre-
dicted number per square kilome-
ter after extinctions, and the arrow
connecting the two points shows
the magnitude of change
(MacDonald and Brown 1992).
© Blackwell Science
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extrapolated to ecosystems (Idso and Brazel
1984; Ellsaesser 1990).

To what extent can we reasonably project
from experiments that use single leaves or single

turn, would increase transpiration, thereby off-
setting some of the direct CO2/water-use effi-
ciency improvements observed experimentally
at the scale of a single leaf or plant. Regardless
of the extent to which this forest-scale feedback
effect will offset inferences made from bottom-
up studies of isolated plants, the following gen-
eral conclusion emerges: the bottom-up meth-
ods may be appropriate for some processes at
some scales in environmental science, but they
cannot be considered credible without some
sort of validation testing at the scale of the sys-
tem under study. Schneider (1979) has made the
same point for climate models, as do several
authors in Ehleringer and Field (1993) for veg-
etation modeling. Harte et al. (1995) used actu-
al field experiments with heaters to simulate
global warming as an experiment to demon-
strate top-down/bottom-up connections.

Combined Top-Down and Bottom-Up
Approaches

To help resolve the deficiencies of the top-
down biome forest models mentioned previous-
ly, more process-based, bottom-up approaches
such as forest gap models have been developed
(Botkin et al. 1972; Pastor and Post 1988; Smith
et al. 1992). These models include individual
species and can calculate vegetation dynamics
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Fig. 14. a) Time series of zoo-
plankton volume (cubic centime-
ters of zooplankton per 1,000
cubic meters of seawater strained
in the Southern California Bight),
and b) time series of the upper 100
meters of average temperature of
seawater for a). On the logarithmic
scale, a change of -1.6 is the
change from the mean of the
1950–1970 data to the minimum
in the 1990’s and is equivalent to
an 80% decrease (Roemmich and
McGowan 1995).
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plants to more complex and larger environmen-
tal systems, such as an entire tundra (Oechel et
al. 1994) or forest ecosystem (Bazzaz 1990;
Bazzaz and Fajer 1992)? Forest ecosystem 
models driven only by global climate change
scenarios in which CO2 was doubled in a glob-
al circulation model typically project dramatic
alteration to the current geographic patterns of
global biomes (Prentice 1992; Smith et al. 1992;
Neilson 1993). But when such forest prediction
models are modified to explicitly account for
some of the possible physiological changes
resulting from doubled CO2, such as change in
water-use efficiency, they use the empirical
results from small-scale studies to extrapolate to
whole forests. This bottom-up method dramati-
cally reduces the percentage of land area pre-
dicted to experience biome change for any given
climate change scenario (Vegetation/Ecosystem
Modeling and Analysis Project 1995). Prentice
et al. (1992), though, building on the work of
McNaughton and Jarvis (1991), excluded
extrapolations of the effects of direct
CO2/water-use efficiency from their model. 

At the scale of a forest, the relative humidity
within the canopy, which significantly influ-
ences the evapotranspiration rate, is itself regu-
lated by the forest. In other words, if an increase
in water-use efficiency decreased the transpira-
tion from each tree, the aggregate forest effect
would be to lower relative humidity. This, in

driven by time-changing climatic change scenar-
ios. Such models typically assume a random dis-
tribution of seed germination in which juvenile
trees of various species appear. Whether these
trees grow well or just barely survive depends on
whether they are shaded by existing trees or
grow in relatively well-lit gaps, what soil nutri-
ents are available, and other environmental fac-
tors such as solar radiation, soil moisture, and
temperature.   Under ideal conditions, individual
tree species are assigned a sigmoid (S-shaped)
curve for growth in trunk diameter. So far, this
approach may appear to be the desired process-
based, bottom-up technique, an impression rein-
forced by the spatial scale usually assumed,
about 0.1 hectares. But the actual growth rate
calculated in the model for each species has usu-
ally been determined by multiplying the ideal
growth rate curve by a series of growth-modify-
ing functions that attempt to account for the lim-
iting effects of nutrient availability, temperature
stress, and so forth. These growth-modifying
functions for temperature are usually determined
empirically at a large scale by fitting an upside-
down U-shaped curve, whose maximum is at the
temperature midway between the average tem-
perature of the species’ northern range limit and
the average temperature of its southern range
limit (Fig. 15). Growing degree-days (related to
temperature but not temperature per se) are used
in this scenario.
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Determining past trends and the present
status of biological resources is essen-

tial for effective decision making at national
parks and other lands held in the public
trust. Today, however, managers have a
more powerful tool for making decisions—
the ability to reliably forecast resource con-
ditions under various future scenarios. This
is particularly evident when considering
potential effects of climatic change on
national biological resources.

Although predicting the future has always
been an uncertain business, with support
from the U.S. Geological Survey Global

Regional Hydro-Ecological Simulation
System (RHESSys) provides quantitative
estimates of key ecosystem processes for any
specified point in time or space (White and
Running 1994). 

A concurrently developed model, FIRE-
BGC (biogeochemistry), can translate
RHESSys estimates into the probable age,
size, and species composition of a forest 100
years in the future on any specified moun-
tain slope in Glacier National Park (Keane et
al. 1996; Fig. 2). The predictions are spatial-
ly explicit, meaning that future forests can
be calculated and mapped for each slope and

biophysical principles and calculations,
rather than by being estimated through
empirical means. Finally, future landscapes
can be generated by using various projec-
tions of future climates. These climatic sce-
narios can be imported to RHESSys from
larger-scale climate modeling efforts.

RHESSys does not predict future cli-
mates; instead, it translates projected cli-
mate scenarios into tangible ecological
changes on landscapes at Glacier National
Park. Because RHESSys is spatially explicit
in describing future conditions and can be
displayed on a computer monitor or map, it

Understanding Climate Change Effects on 
Glacier National Park’s Natural Resources
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Fig. 15. Functions used to modify
optimal growth of individual
species in forest gap models
(Smith et al. 1992): a) available
light, b) soil fertility, c) soil mois-
ture, and d) temperature.
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Change Research Program, scientists have
further developed the capability for simulat-
ing the function and structure of northern
Rocky Mountain ecosystems (Fig. 1). The

aspect of the mountain landscape. The mod-
els are also mechanistic, meaning that com-
ponents such as trees are “grown” in the vir-
tual reality of computer memory by using

can convey a powerfully intuitive under-
standing of potential landscape changes. 

Sources:
NWS: National Weather Service
GOES: Geostationary Operational Environmental Satellite
TM: Landsat/Thematic Mapper
MSS: Landsat/Multispectral Scanner
AVHRR: NOAA/Advanced Very High Resolution Radiometer
USGS: U.S. Geological Survey
DEM: Digital Elevation Model
DMA: Defense Mapping Agency
SCS: Soil Conservation Service

Models:
MTCLIM: mountain microclimate simluator
FOREST-BGC: forest ecosystem simulator
Topmodel: hydrological routing simulator
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Fig. 1. RHESSys, the Regional Hydro-Ecological Simulation System, integrates data from various
standard sources into a series of interacting models that provide quantitative estimates of ecosystem
functions (modified from White and Running 1994).

Fig. 2. Glacier National Park encompasses a
4,078 square-kilometer forested, mountainous
landscape with numerous alpine lakes and
streams.
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How Modeling Works
RHESSys uses remotely sensed imagery

and other satellite data to provide the geo-
graphic distribution of vegetation cover
types for Glacier National Park. By combin-
ing this information with elevation data in a
geographic information system (GIS), the
computer can create a three-dimensional
digital landscape. Estimates of biomass or
rates of photosynthetic activity for each veg-
etation cover type in the park are made from
satellite data by using other tested tech-
niques (Running et al. 1989). RHESSys 
then “knows” approximately what is on the
landscape and where it is; next it needs 
to estimate landscape response to environ-
mental changes. 

A microclimate model (MTCLIM) takes
daily meteorological measurements and, by
using mathematical expressions of physical
principles, extrapolates those data to every
point in the mountainous terrain
(Hungerford et al. 1989). Thus, the daily
changes in microclimate experienced by
each stand of trees in the park is calculated.
A forest biogeochemistry model (FOREST-
BGC) uses the microclimate calculations
(such as relative humidity or solar radiation)
and appropriate biophysical principles to
estimate daily tree response (Running and decomposition both daily and annually. The

Fig. 3. A forest succession model, FIRE-BGC, predicts the occurrence of two major forest fires in the
upper McDonald watershed during simulation year 163. Blue colors are the cooler part of the fire,
pink the hottest parts. The boundaries and intensity of the potential future fire are calculated by
another model, FARSITE, based on such parameters as fuel loads and simulated daily meteorology.
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Gower 1991). The net result is that
RHESSys can simulate forest ecosystem
processes daily for many years and across
large areas of Glacier National Park. 

Of course, tree growth is determined by
more than just daily weather, which is why
the various models within RHESSys inter-
act. For instance, the responses of a forest
stand to changes in microclimate are passed
along to calculate the effects of increasing
tree growth on soil moisture. Reductions in
soil moisture provide feedback to another
model, which estimates streamflow in each
forested drainage. Changes in soil moisture
also provide feedback to the model, which
estimates rates of tree growth and so on. An
advantage to the RHESSys structure is that
the individual models can be tested and
improved independently without changing
the entire simulation system. This allows
RHESSys to quickly take advantage of 
continuing improvements in ecological
modeling.

RHESSys estimates ecological process-
es such as rates of evapotranspiration,
hydrological balance, or net primary pro-
ductivity (Fig. 1). FIRE-BGC is a biogeo-
chemical succession model that uses those
estimates to generate the physical structure
and species diversity of forests. FIRE-
BGC defines homogeneous landscape 
units (like forest stands) and calculates 
individual tree growth, death rates, seedling
survival, organic matter accumulation, and 

replacement of one stand of trees by another
stand (succession) can be tracked through
time as tree demographic processes take
place. The role of ecological disturbances,
such as large forest fires, has also been inte-
grated (Finney and Ryan 1995; Fig. 3). 

How Well Do the Models
Work?

We can test model performance by com-
paring ecosystem processes simulated for
present conditions with measurements of the
real ecosystem. Climate data for Glacier
National Park’s Lake McDonald basin have
been used to drive a RHESSys simulation
for the same period when numerous field
measurements were being taken. For
instance, thousands of snow depth measure-
ments were made to verify the RHESSys
estimates of snowpack distribution and
moisture content. This test was critical
because snowpack provides significant
moisture during summer months for many
ecosystem functions. Automated weather
stations were placed on remote mountain
slopes to confirm that the microclimate
model was making reasonable predictions of
climatic variables (Fig. 4). Many other
ecosystem measurements were taken,
including stream discharge volume and tim-
ing. Figure 5 shows the relation between the
streamflow that actually occurred and what

RHESSys predicted would occur (Comanor
et al. 1997). Other comparisons of modeled
and measured ecosystem phenomena
showed similar relationships. 

RHESSys is able to reasonably simulate
the underlying dynamics that drive ecologi-
cal changes in Lake McDonald basin. These

Fig. 4. Research scientists from the U.S.
Geological Survey and National Park Service at
an automated climate station above Lake
McDonald, Glacier National Park. Data collected
from this station will help verify the meteorologi-
cal estimates generated by a submodel of
RHESSys.
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simulations indicate that the Glacier
National Park landscape is dynamic and will
change over time even with a stable climate.
We cannot assume, however, that the climate
is not changing.

Predicting Climate
Change Effects

Forecasting future climates is both diffi-
cult and controversial. The value of models
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Fig. 5. A comparison of the observed and simu-
lated outflow (meters per second) from the upper
Lake McDonald watershed, Glacier National
Park, 1993. Simulated outflows were calculated
by RHESSys.
© J. White, University of Montana

1996 2050

Fig. 6. Estimated changes in vegetation cover by 2050 for the Lake McDonald watershed, Glacier National
Park, following climate change. Changes were estimated by RHESSys by using a climate change scenario
of a 30% increase in annual precipitation and a 0.5°C increase in average annual temperature.
like RHESSys is that a variety of climate
scenarios can be used to simulate the range
of outcomes for Glacier National Park. As
climate models improve, RHESSys can use
the new forecasts to identify increasingly
probable ecosystem changes.

The simulation for the Lake McDonald
basin in Figure 6 is based on the assumption
that the regional climate will be 0.5°C
warmer and will have a 30% increase in
annual precipitation 50 years from now.
Predicted changes in vegetation include
expanded cedar–hemlock forests, making
Glacier National Park resemble the wetter
forests of the Pacific Northwest. A different
climate scenario suggests Glacier National
Park stream temperatures will rise, especial-
ly in late summer, because of changes in
streamflow timing and volume. Such
changes would affect temperature-sensitive
aquatic organisms; for example, different
species live in each section of stream as the
water becomes colder with increasing eleva-
tion. Predictable shifts of these organisms
upstream and to higher elevations will occur
under the RHESSys-projected changes. 

RHESSys accurately predicted snowfall
distribution at Glacier National Park, identi-
fying areas where snow never melted com-
pletely before the onset of the next winter.
These are the same areas that currently sup-
port glaciers (White and White 1994).
These glaciers have been steadily receding
during this century (Fig. 7), and RHESSys

suggests that future snowpacks will not sur-
vive through summer to nourish glaciers. A
separate modeling effort extrapolated glacial
melt rates into the future by using different
scenarios for global warming (Hall 1994). In
this model, whether current warming trends
continue or are accelerated by increasing
atmospheric carbon dioxide, glaciers will
not exist in Glacier National Park by 2030. 

Future Models
Ecosystem modeling systematically

organizes our current ecological knowledge
to provide quantitative estimates we can test
in the field. Once underlying ecological
principles have been affirmed in the model
by successful field tests, we can use a model
to glimpse the future and help prepare for it.

Like climate change models, simulation sys-
tems like RHESSys and FIRE-BGC will be
continually improved. It seems clear, how-
ever, that these ecosystem models will chal-
lenge us to think more specifically about the
effects of climate change and will be an
essential tool for understanding the future
status and trends of our biological resources.

Author

Daniel B. Fagre
U.S. Geological Survey

Biological Resources Division
Glacier Field Station Science Center

Glacier National Park
West Glacier, Montana 59936

Fig. 7. A geographic information system representation of glacier shrinkage from 1850 to 1993 in
Glacier National Park. The Blackfeet–Jackson glaciers are in the center. The yellow areas reflect the
current area of each glacier; other colors represent the extent of the glaciers at various times in the past.

C
ou

rte
sy

 C
. K

ey
, U

SG
S 

an
d 

R
. M

en
ic

ke
, N

at
io

See end of chapter for references



108 Status and Trends of the Nation’s Biological Resources — Volume 1

In essence, this technique combines large-
scale, top-down empirical pattern correlations
into an otherwise mechanistic bottom-up mod-
eling approach. Although this combined tech-
nique refines both approaches, it has been criti-
cized because such large-scale, top-down inclu-
sions are not based on the physiology of indi-
vidual species and lead to confusion about the
fundamental and realized niches (Pacala and
Hurtt 1993). (The fundamental niche is the eco-
logical space in which a given species could
theoretically survive—for example, if its com-
petitors were absent—and the realized niche is
where it actually exists.) The question then is:
what limits the realized niche, particularly at the
southern boundary? Further, more refined mod-
els should include factors such as seed disper-
sal, so that  plant recruitment is related to the
preexisting population and is not simply the
result of a random number generator in the
computer code.

Studies of More Refined Approaches

As noted, problems with the singular use of
either top-down or bottom-up methods have led
to well-known criticisms. For bottom-up mod-
els, the primary problem is that some of the
most conspicuous processes observable at the
smaller scales may not be the dominant process-

context, the ecological consequences of global
climatic change. Large-scale associations are
used to focus small-scale investigations; this
helps ensure that tested causal mechanisms are
generating the large-scale relations. Such mech-
anisms become the laws that allow more credi-
ble forecasts of the consequences of global
change disturbances. “Although it is well under-
stood that correlations are no substitute for
mechanistic understanding of relationships,”
Levin (1993:14) observed, “correlations can
play an invaluable role in suggesting candidate
mechanisms for (small-scale) investigation.”
Strategic cyclical scaling, however, is not only
intended as a two-step process, but also as a
continuous cycling process between large- and
small-scale studies, with each successive inves-
tigation building on previous insights from all
scales. This approach is designed to enhance the
credibility of the overall assessment process
(see also Vitousek 1993 and Harte and Shaw
1995), which is why strategic is the first word in
strategic cyclical scaling.

If the rate at which humans are injecting
greenhouse gases into the atmosphere is not
greatly decreased, there is a significant chance
that the Earth’s climate will warm by several
degrees Celsius by the year 2050 (Titus and
Narayanan 1995). With that in mind, Root
es that generate large-scale patterns. The mech-
anisms that create larger-scale responses can be
easily obscured by noisy (for example, random
or unrelated) local variations, often leading to
an inability to detect at small scales a coherent
pattern of associations (that is, mechanisms)
among variables needed for ecological impact
assessments at large scales. As Dawson and
Chapin (1993:318) noted, too much “informa-
tion about detailed mechanisms may be ineffi-
cient, incorporating excessive detail and ignor-
ing other aspects that are critical to understand-
ing processes at the higher levels.”

Top-down approaches suffer because of the
possibility that the discovered associations at
large scales are statistical artifacts that do not,
even implicitly, reflect the causal mechanisms
needed for reliable forecasting. As Jarvis
(1993:121) stated, “A major disadvantage of a
top-down model is that predictions cannot be
made safely outside the range of the variables
encountered in the derivation of the lumped
parameter function.”

A search of the literature (Wright et al. 1993;
Root 1994; Harte et al. 1995) provides exam-
ples of a refined approach to analyzing across
large and small scales, which Root and
Schneider (1995) labeled strategic cyclical scal-
ing. This method builds upon the combined
techniques in which top-down and bottom-up
approaches are applied cyclically in a strategic
design that addresses a practical problem: in our

(1988a) examined the biogeographic patterns of
all wintering North American birds. She chose
this group of species because birds are impor-
tant parts of ecosystems and because of the
availability of the necessary data—large-scale
abundance data requires a veritable small army
of census takers. The National Audubon Society
and the U.S. Geological Survey have such vol-
unteer forces amassed to aid in the collection of
Christmas Bird Count data and Breeding Bird
Survey data, respectively. By using Christmas
Bird Count data, Root determined that for a
large proportion of species, average distribution
and abundance patterns are associated with 
various environmental factors (for example,
northern range limits of some species apparent-
ly may be limited by average minimum January
temperature; Root 1988b, 1989; Repasky
1991). Because the Christmas Bird Count and
Breeding Bird Survey do not cover the Mexican
or Central American portions of wintering 
or breeding ranges, only characteristics of 
the northern limits or of species that winter
entirely north of the Mexican border could be
considered. 

The scaling question is: What mechanisms
(such as competition or thermal stress) at small
scales may have given rise to the large-scale
associations? Root first tested the hypothesis
that local physiological constraints may be
causing most of the particular large-scale, tem-
perature-range boundary associations. She used
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published small-scale studies on the wintering
physiology of key species to determine that
about half of the songbird species wintering in
North America extend their ranges no farther
north than the regions where, to avoid hypother-
mia during winter nights, they need not increase
their metabolic rates more than roughly 2.5
times their basal metabolic rate (Root 1988c).
The actual physiological mechanisms generat-
ing this 2.5 rule (Diamond 1989) required fur-
ther investigation at small scales.

Field and laboratory studies examining vari-
ous physiological variables (for example, stored
fat) are being examined on a subset of those
species that seem to follow the 2.5 rule. On a
large geographic scale—along a longitudinal
transect running from Michigan to Alabama
(Fig. 16)—Root found that the amount of stored
fat may be a limiting factor. The estimated
amount of available fat at dawn under extreme
conditions was much lower for those individu-
als near the northern boundary of their range
than for those in the middle of their range (Root
1991). Root embarked on a larger, regional
study to determine whether the longer nights—
hence, fewer hours of daylight available for 
foraging—or the colder temperatures in the
more northerly locations are relatively more
important. 

the effects of day length and minimum temper-
ature, which is important to the strategic prob-
lem of determining whether scenarios of global
warming might have a large effect. Preliminary
results indicate that changing temperatures are
more likely than day length to explain this effect
(Root, unpublished data). Thus, global temper-
ature changes would probably cause a rapid
range and abundance shift, at least by selected
bird species. Indeed, Root found significant
year-to-year shifts in ranges and abundances;
these shifts are apparently associated with year-
to-year changes in winter temperatures.

This shift in year-to-year ranges and abun-
dances observed at several field sites led to
another large-scale, top-down study. Root has
embarked on a continentwide examination of
northern range boundaries of wintering birds,
but this time is looking for year-to-year varia-
tions rather than average limits or abundances.
Her first step was to quantify the year-to-year
variations of selected species (Root 1994), the
next to perform time-series analyses of 30 years
of wintering bird abundance data and to com-
pare these analyses with key climatic variables
(for example, number of consecutive days
below -4°C). Preliminary analysis for only one
species at two sites shows that in warmer years,
more individuals winter farther north than in
In addition to the one longitudinal transect,
Root incorporated a second transect that runs
from Iowa to Louisiana (Fig. 16), with the field
sites on each transect  paired such that pairs at
the same latitude (that is, sites in Michigan and
Iowa, Indiana and Missouri, Tennessee and
Arkansas, and Alabama and Louisiana) have the
same day length. In addition, because winter
minimum isotherms run at an angle to latitude
in this area of the continent, Root was able to
form different pairs of the sites so that tempera-
tures were similar (that is, sites in Missouri and
Michigan, Arkansas and Indiana, and Louisiana
and Tennessee have roughly the same average
nightly January temperature). This larger-scale
design was selected based on previous small-
scale studies because it allows a decoupling of

colder years (Fig. 17). No claim is made at this
point in the research for the generality of the
preliminary results indicating strong and quan-
titative links between bird disturbances and cli-
mate. This example does permit, however, a
clear demonstration of refined methods for
cycling across scales to estimate ecological
responses to climatic change.

A second example of refined methods—this
time from a consortium of researchers rather
than a single investigator—is the Cooperative
Holocene Mapping Project effort referred to
previously. (See Cooperative Holocene
Mapping Project 1988; Wright et al. 1993; and
the discussion in Root and Schneider 1995 for
further details.)

Three-way Linkages Among
Plants, Animals, and Climate

on a Large Scale

The anticipated changes in plant ranges will
probably have dramatic effects on animals, both
on the large biogeographic scale and on the
local regional scale. The ranges of many ani-
mals are strongly linked to vegetation. For
example, red-cockaded woodpeckers are
endemic to mature longleaf pine and pine–oak
forests (Mengel and Jackson 1977), and the
winter range of Sprague’s pipit is coincident
with bluestem, a grass (Root 1988a). Most

Fig. 16. Two north–south transects used to distinguish
effects of day length from temperature for the northern 
cardinal (Root 1997).
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restricted by temperature. This is true for most
ectotherms (insects and related arthropods,
amphibians, reptiles) as well as some
endotherms (mammals and birds). For example,
the eastern phoebe, a North American song-
bird, winters in the United States in areas with
average minimum temperatures warmer than -
4°C (Root 1988a; Fig. 18). As the Earth warms,
those species directly limited by temperature
will be able to expand northward as rapidly 
as their dispersal mechanisms will allow,
again assuming other factors are not limiting
them. The animals limited by vegetation will 
be able to expand their ranges only as rapidly 
as the vegetation changes. Consequently,
the potential for significant disruption among
communities is high. For instance, some 
animals may no longer be able to coexist
because an invading species disrupts the bal-
ance between competing species or between
predator and prey. Therefore, to understand 
the ecological consequences of global climatic
change on animals, the three-way linkages
among animals, plants, and climate must 
be understood. It is critical to realize that this 
is not simply a one-way process whereby 
climate influences biota, but a three-way
process, because animals and plants affect each
other and are affected by climate. At the same
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Fig. 17. The relation between
annual winter abundance of the
eastern phoebe from 1959–1960 to
1988–1989 and the harshness of
the winter weather at two locations
along the same longitudinal gradi-
ent: a) Reelfoot, Tennessee, and 
plant-eating insects are specific to plants at the
generic or family level (P. A. Opler, U.S.
Geological Survey, Fort Collins, Colorado, per-
sonal communication). Consequently, the
ranges of various animals that rely on specific
vegetation will change as the ranges of these
plants shift, assuming that some other factor is
not limiting them. If the climate changes more
rapidly than the dispersal rates of the plants, it
will result in extensive plant die-offs in the
south or downslope before individuals can dis-
perse and become established in the north or
upslope. Thus, the ranges of animals relying on
these plants could become compressed, and in
some instances, both the plants and the animals
could become extinct. For instance, the red-
cockaded woodpecker needs mature, living
trees for nesting sites (Jackson 1974), and if ris-
ing temperature causes most large trees to 
die before the newly established dispersing
trees grow large enough, then this woodpecker,
federally listed as endangered, could easily
become extinct.

Community Disruption

Many animal species have ranges that are
not directly limited by vegetation but are instead

time, altered surface vegetation can affect cli-
mate because midcontinental summer precipita-
tion is significantly influenced by water vapor
from evapotranspiration (Ye 1989; Salati and
Nobre 1991).

Information Gaps

Climate Forecasts

Improve Regional Analysis, Study
Transients, and Include Many Variables

The most reliable projections from climatic
models are for global-scale temperature
changes. Ecological impact assessments, how-
ever, need time-evolving (transient) scenarios of
regional-to-local-scale climate changes.
Included are changes in precipitation; severe
storm intensity, frequency, and duration;
drought frequency, intensity, and duration; soil
moisture; frost-free days; intense heat waves;
ocean currents; upwelling zones; near-ground
ozone; forest canopy humidity; and ultraviolet
radiation and total solar radiation reaching the
surface, where photosynthesis is important.
Data gathered at many scales and by coordinat-
ed volunteer and professional sources are need-
ed for archives of these regional and local vari-
ables, which, in turn, can be used to develop and
test models or other techniques for climatic
forecasting.

0 1 2 3 4 5 6
0.0

Days (minimum temperature < -4°C)

b) Jackson, Mississippi. In cold
years, the birds move south, and in
warmer years they stay farther
north.
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Abrupt Climatic Changes

We have argued that sustained globally
averaged rates of Earth and ocean surface tem-
perature changes from the past Ice Age to the
present were about 1°C per 1,000 years.

associated with the breakdown of the North
American ice sheet (Boyle and Weaver 1994;
Paillard and Labeyrie 1994). Could such a rapid
change to the conveyor-belt current be induced
today by pushing the present climatic system
with human disturbances such as greenhouse

 -4°C January
minimum 
isotherm

Northern range limit
of the eastern phoebe

Abundance relative to
maximum abundance

100%

80%

60%

40%

20%

Fig. 18. The winter range of the
eastern phoebe and the -4°C
isotherm  for average minimum
January temperature (Root 1988b).
Alarmingly, this is a factor of 10 or so slower
than the expected changes of several degrees
Celsius per 100 years typically projected for the
twenty-first century due to human effects. We
emphasize the words sustained globally aver-
aged because comparably rapid regional varia-
tions have occurred. For example, about 13,000
years ago, after warm-weather fauna had
returned to northern Europe and the North
Atlantic, there was a dramatic return to ice age-
like conditions in less than 100 years. This
Younger Dryas miniglacial lasted about 1,200
or 1,300 years before the stable recent period
was established (Berger and Labeyrie 1987).
The Younger Dryas was also accompanied by
dramatic disturbances to plants and animals in
the North Atlantic and Europe (Coope 1977;
Ruddiman and McIntyre 1981). During the
same period, fewer dramatic shifts occurred
globally, and no significant climate change is
evident in Antarctic ice cores. Even so, studies
of fossils in the North Atlantic show that the
warm Gulf Stream current deviated many
degrees of latitude to the south and that the
overall structure of deep ocean circulation may
have returned to near ice age form in only
decades—a weakening of the vertical circula-
tion known as the conveyor-belt current
(Broecker et al. 1985). 

Plausible speculations about the cause of the
Younger Dryas center on the injection of fresh
meltwater into the North Atlantic, presumably

gases or sulfur oxides? The potential for this is
speculative, of course, but its possibility has
concerned many scientists (Broecker 1994).

Even more perplexing is an ice core recently
drilled in Greenland; this core’s record stretch-
es back to the previous interglacial age
140,000–120,000 years ago (Greenland
Icesheet Project 1993). Unlike ice in Antarctica,
which tells the standard story of a relatively sta-
ble 2°C warmer interglacial period (Fig. 1), the
Greenland core contains several dramatic fluc-
tuations during the slightly warmer Eemian
interglacial, equivalent to the occurrence of
some 5°C changes happening within a century
or less (locally, at least). Could a human-caused
global warming of 2°C—expected as likely in
the decades ahead (Intergovernmental Panel on
Climate Change 1996a)—trigger such “sur-
prise” climatic instabilities as may have
occurred 140,000–120,000 years ago? Again,
this is speculation based on a possible but
unconfirmed result. Still, the prospect of climat-
ic surprises in general is chilling enough to lend
considerable urgency to the need to speed up
the rate of our understanding, slow down the
rates at which we are forcing nature to change,
or both.

Adaptability

Our current inability to credibly pre-
dict time-evolving regional climatic changes
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has many implications, one of which concerns
the adaptability of agricultural ecosystems. That
is, any experience farmers might have with
anomalous weather in, say, the 2020’s, may not
help them adapt to the evolving climate change
in the 2030’s, because a transient climate
change could differ dramatically over time. This
would inhibit learning by doing, creating a
potential lack of adaptability associated with
the difficulty of reliably predicting regional cli-
matic consequences (Schneider 1996). Such
rapid climate changes would be especially diffi-
cult for natural ecosystems to adapt to because
habitats do not have the luxury of “choosing”
to plant new seeds or change irrigation systems,
soil tillage practices, or other agricultural 
practices.

Ecological Applications-Driven Climatic
Research

Regional projections of climatic changes
arising from a variety of greenhouse gas and sul-
fur oxide emissions scenarios are essential for
ecological applications. Such studies must stress
the climatic variables most likely to have signifi-
cant effects on biological resources. For exam-
ple, extreme variability measures such as high
temperature and low relative humidity are impor-
tant for evaluating the risk of forest fires (Torn

National Audubon Society Christmas Bird
Count) workers. Without such data sets, virtual-
ly no credible progress is possible in determin-
ing large-scale patterns of associations among
ecological and climatic variables. Small-scale
studies informed by large-scale patterns are
then needed to refine causal mechanisms under-
lying such large-scale associations, thereby test-
ing the formulas used to make projections of
various species or biome responses to hypothe-
sized global changes. For example, Pacala and
Hurtt (1993) suggested small- to medium-scale
experiments to improve forest gap models.
Their criticisms suggest that largely first princi-
ples, bottom-up models may still be unrealistic
if some top-down parameters (that is, growth-
modifying functions in the instance of gap mod-
els) are not appropriately derived from data at
the scale at which the model is being applied
(Root and Schneider 1995). 

One obvious truism emerges: credible model-
ing required for forecasting across many scales
and for complex interacting systems is a formi-
dable task requiring repeated testing of many
approaches. Nevertheless, tractable improve-
ments in refining combined top-down and bot-
tom-up techniques can be made. It will, however,
take more than one cycle of interactions to reli-
ably address the cross-scale and multicomponent
and Fried 1992). Identifying such variables of
ecological importance and communicating this
information to climate scientists require close
interdisciplinary, multi-institutional, and cross-
scale research efforts to ensure that combinations
of variables relevant to ecological applications
receive research priority by climatologists. A
focus of climate research toward changing cli-
matic variability (Mearns et al. 1984, 1990; Rind
et al. 1989) might be more useful for ecological
impact assessments than the current focus among
climatic modelers on climatic means.

Ecosystem Responses

Interactive, Multiscale, Ecological Studies
Needed

Most ecological studies project the response
of one species at small scales or shifts in 
biomes at large scales to an equilibrium, CO2-
doubled climate model (for example the
Vegetation/Ecosystem Modeling and Analysis
Project 1995). What is needed for more realistic
and useful ecological impact assessments is a
multiscale, multispecies, multitaxa analysis dri-
ven by regionally specific, transient climatic
change forecasts. The construction of ecologi-
cal forecast models first requires large-scale
data sets gathered locally by professional 
(for example, U.S. Geological Survey land-
cover data sets) and volunteer (for example,

problems of ecological assessment—what we
(Root and Schneider 1995) have elsewhere
labeled strategic cyclical scaling.

Synergistic Effects

One of the most potentially serious global
change problems is the synergistic or combined
effects of habitat fragmentation and climate
change. People fragment natural habitats for
farmland, settlements, mines, or other develop-
mental activities (see chapter on Land Use). If
climate changes, individual species of plants
and animals will be forced to adjust if they can,
as they have in the past. It seems unlikely that
all of the migrating species that survived the Ice
Age would be able to safely reach refuges after
migrating across freeways, agricultural zones,
industrial parks, military bases, and cities of the
twenty-first century. An even further complica-
tion arises with the imposition of the direct
effects of changes in CO2, which can change
terrestrial and marine primary productivity as
well as alter the competitive relations among
photosynthesizing organisms.

One representative instance of synergism is
that of the Kirtland’s warbler in northern
Michigan; this species is restricted to a narrow
area of jack pines that grow in sandy soil
(Botkin et al. 1991). Forest gap models of
growth and decline of jack pines indicate that
this species will move north with warming, but
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the Kirtland’s warbler will not likely survive the
transition. This bird nests on the ground under
relatively young pines, and the soil to the north
is not generally sandy enough to allow suffi-
cient drainage for successful fledging of young
(Cohn 1989). Consequently, global warming
could well doom the warbler to extinction in
30–60 years. This potential for extinction indi-
cates how the already high rate of extinctions
around the world would be exacerbated by cli-
matic changes occurring more rapidly than
species can adapt (see Pimm 1991; Peters and
Lovejoy 1992; Wilson 1992).

The synergism question raises a controver-
sial management problem of anticipating global
change risk and responding by setting up inter-
connected nature reserves to ensure against
some species becoming extinct in the event of
climate changes. Alternatively, we could simply
let the remnants of relatively immobile wildlife
and natural plant communities remain in isolat-
ed reserves and parks as now exist. If we do opt
for more environmental safeguards by intercon-
necting our parks, the question then becomes
how we interconnect the nature reserves.
Priorities must be set and money made available
for constructing natural corridors through
which species can travel. For example, elevated
sections of highways may be needed to allow

disturbed by human land-use changes.
Consequently, the only outcomes that can be
predicted with virtual certainty are major sur-
prises. The only forecast that seems unassail-
able is that the more rapidly the climate changes
and the more extensively other human distur-
bances are forced on nature, the higher the
probability of substantial disruption and sur-
prise within natural systems. 

Dramatic disruption of communities can be
expected to occur in the next century under
these conditions. To forecast possible conse-
quences of the projected climate changes, sin-
gle-species studies should be guided by the
overall effects that climate may have at the large
scale or on range limits and abundance patterns,
and on the interactions among species.
Coupling such results with information from
climatologists, geologists, and others will allow
interdisciplinary teams to more reliably forecast
the possible biological consequences of scenar-
ios of global warming and other global changes.
These forecasts can then be used by policy mak-
ers and the general public to determine what
types of actions might be effective to mitigate
potential impacts of forecasted climate changes.
Research can help put such policy making on a
firmer factual basis, but any plausible level of
effort is not likely to reduce all important uncer-
for migration routes, similar to what was done
for the caribou in the Arctic when the Alaskan
pipeline was built.

Policy Implications

Climatic change as now envisioned is not
necessarily a threat to the well-being of all cli-
mate-sensitive species. However, the transient
nature of most projected human-induced 
climatic change scenarios suggests that signifi-
cant alterations are likely on a scale of decades,
whereas the adaptability of many species—
especially those upon which faster responding
species depend—is on a scale of centuries.
These different rates of climate change 
and species adaptability imply that substantial
disequilibrium within ecosystems could be cre-
ated because of maladaptations, significant
shifts in the ranges of some species, and
inevitable extinctions that result from the need
to migrate rapidly through fragmented habitats
and areas where traditional migratory routes are

tainties before the global change experiment
now under way on Earth is played out 
(for example, Schneider 1997). This fact lends 
a real sense of urgency to research and 
policy communities concerned about biological
conservation.
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