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ABSTRACT

Rossby wave propagation is investigated in the framework of an idealized middle-latitude quasigeo-
strophic coupled ocean–atmosphere model. The Rossby waves are observed to propagate faster than both
the classical linear theory (unperturbed solution) and the phase speed estimates when the effect of the zonal
mean flow is added (perturbed solution). Moreover, using statistical eigentechniques, a clear coupled
Rossby wave mode is identified between a baroclinic oceanic Rossby wave and an equivalent barotropic
atmospheric wave. The spatial phase relationship of the coupled wave is similar to the one predicted by
Goodman and Marshall, suggesting a positive ocean–atmosphere feedback. It is argued that oceanic Rossby
waves can be efficiently coupled to the overlying atmosphere and that the atmospheric coupling is capable
of adding an extra speedup to the wave; in fact, when the ocean is simply forced, the Rossby wave
propagation speed approaches the perturbed solution.

1. Introduction

In recent years there has been a growing interest in
the scientific community in studying ocean–atmosphere
coupled models (Liu 1993; Frankignoul et al. 1997; Bar-
sugli and Battisti 1998; Goodman and Marshall 1999,
hereinafter GM99; Ferreira et al. 2001; White et al.
1998; Neelin and Weng 1999; White 2000a; Gallego and
Cessi 2000; Cessi and Paparella 2001; Colin de Verdière
and Blanc 2001; Kravtsov and Robertson 2002, to men-
tion a few). Different approaches have been used and
different results, sometimes in disagreement, have been
found. Nevertheless, there are a few key findings that
can be pointed out. There is some evidence that the
ocean can interact through feedback mechanisms (e.g.,
Latif and Barnett 1994, 1996; Barsugli and Battisti 1998;
Pierce et al. 2001; Hogg et al. 2006; Kravtsov et al.
2006), and it has also been suggested that oceanic
Rossby waves play a major role in the coupling physics
(e.g., Jin 1997; GM99; Ferreira et al. 2001; Kravtsov and
Robertson 2002; Arzel and Huck 2003). These studies
on atmosphere–ocean coupling could also help under-
stand the differences between theoretical and observed
Rossby wave phase speeds (Frankignoul et al. 1997;

Ferreira et al. 2001; White et al. 1998), although differ-
ent answers are usually argued.

For instance, Frankignoul et al. (1997) studied the
decadal variability of the extratropical ocean forced by
stochastic winds. They found a baroclinic response con-
sisting of a Rossby wave traveling at twice the theoret-
ical speed, and concluded that this could be a reason for
the fast speeds observed by Chelton and Schlax (1996).
The model of Frankignoul et al. (1997) was simple, with
a flat-bottomed two-layer ocean with neither a western
boundary nor a mean flow, the latter of which has been
proved to be of great importance in Rossby wave
propagation (Killworth et al. 1997). Although there is a
lack of reality in these models, simple models are often
able to predict the basic coupling mechanisms (Barsugli
and Battisti 1998), and it seems very probable that,
even if neither the mechanisms nor the magnitude are
completely understood, coupling effects are able to
modify Rossby wave phase speeds.

Two of the theoretical studies that are the most com-
plete to date are given by GM99 and Ferreira et al.
(2001). GM99 used a quasigeostrophic (QG) atmo-
sphere overlying a QG ocean where the coupling
mechanisms were both wind stress and thermal forcing.
In their analytical model they found that coupled
modes in which baroclinic Rossby waves can grow (un-
stable modes) exist under some circumstances through
the linear interaction between traveling oceanic Rossby
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waves and forced stationary atmospheric planetary
waves. The response in the atmosphere to the thermal
forcing is equivalent barotropic, and the resulting be-
havior need not be a first baroclinic mode. Further-
more, GM99 pointed out that the atmosphere and the
ocean need not be in phase (high pressures located
above warm water) for the growing mode to exist, but
that for the case of the Antarctic Circumpolar Wave
growing modes occur if surface air pressure is in phase
with sea surface temperature (SST), contrary to the
observations in White and Peterson (1996). A similar
result was also found by van der Avoird et al. (2002)
who, using a linear stability analysis of a two-layer
coupled model, described a coupled mode of the inter-
decadal period originating from the interaction be-
tween a baroclinic Rossby wave and a quasi-stationary
atmospheric equilibrated planetary wave with the same
mechanisms as that in the advective case of GM99.

Extending the work by GM99, Ferreira et al. (2001)
found similar patterns. Within an equivalent barotropic
atmospheric response leading to coupled growing
modes, Ferreira et al. (2001) show that positive feed-
back can occur both with quadrature between SST and
sea level pressure (SLP) when temperature anomalies
are modulated by advection, and with a “nearly in
phase” response if entrainment dominates. As in
Frankignoul et al. (1997), the phase speed of the baro-
clinic Rossby wave was observed to increase because of
larger wavelengths resulting from the coupling, leading
to increased phase speeds.

A different mechanism is brought forward in Colin
de Verdière and Blanc (2001), in which the authors
propose a thermal rather than mechanical process to
explain the feedback resulting in the SST–SLP phase
relationship. The simple ocean used in all of these stud-
ies could be a weakness of the results but the atmo-
sphere is more likely to be the cause of any misrepre-
sentation.

GM99’s theory has not been highlighted in satellite
observations so far. These are used by White et al.
(1998) to study the interaction between the atmosphere
and ocean, and analytical models are developed to be
used in synergy with these studies. White et al. (1998)
analyzed anomalies in the sea level height (SLH), SST,
and meridional surface winds (MSW) signatures in the
Pacific Ocean. They found a 90° shift between SST and
SLH in an advection mechanism as well as faster
Rossby wave phase speeds in the midlatitudes and
slower speeds in the subtropics, reducing the character-
istic � refraction of Rossby waves. The authors argued
that the effect of coupling was due to the introduction
of a supplementary zonal phase speed component that
increases the theoretical phase speed resulting from a

SST-induced meridional anomalous heat transport by
Ekman velocities. Moreover, analyzing data from the
Indian Ocean, White (2000a) observed slower speeds
and argued that in the Indian Ocean the phase relation
between SST and MSW was opposite that in the Pacific,
allowing for an eastward phase speed resulting in
slower Rossby wave propagation. Based on Ocean To-
pography Experiment (TOPEX)/Poseidon (T/P) obser-
vations in both White et al. (1998) and White (2000a)
different analytical models and theories for the two
oceans are derived.

However, the GM99 ocean–atmosphere phase rela-
tionship, involving an equivalent barotropic atmo-
sphere with high (low) SLP anomalies associated with
warm (cold) SST anomalies, has been previously theo-
rized (Frankignoul 1985; Shutts 1987; Marshall and So
1990; Ferreira et al. 2001), modeled (Kushnir and Held
1996; Frankignoul et al. 2000; van der Avoird et al.
2002), and observed (Deser and Blackmon 1993; Kush-
nir 1994; Latif and Barnett 1996) for interannual-to-
decadal periods. We will show how this mechanism,
without the many assumptions and simplifications ap-
plied to the GM99 theoretical work, naturally arises in
our model.

Although a general coupled Rossby wave model, de-
scribing the interaction of the oceanic Rossby wave
with the overlying atmosphere, on which the scientific
community has yet agreed, the literature presented
here gives clear examples of the increasing interest and
efforts on the study of coupled mechanisms in which
oceanic Rossby waves are modified either in their struc-
tures or in their phase speeds.

The main goals of the study presented in this paper
are the identification of the atmospheric influence and
possible positive feedback on the oceanic Rossby wave
propagation. We will focus on the possibility of a posi-
tive coupling between the oceanic wave and the atmo-
sphere at middle latitudes, trying to identify a coupled
wave mode in a fully nonlinear fully coupled ocean–
atmosphere model and its subsequent response in the
wave propagation. The GM99’s mechanical process is
found, among others, to be the strongest and the most
influential. Comparisons with previous theories and ob-
servations will follow.

In section 2 we briefly describe the model employed,
in section 3 we identify the Rossby wave activities in the
model, and we characterize their main properties with
the help of statistical analyses in section 4. We then
proceed to isolate a coupled Rossby wave explaining
the relationships with the atmospheric variables in sec-
tion 5, and we conclude with a discussion of the results
in section 6.
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2. Model description

We use the Quasigeostrophic Coupled Model (Q-
GCM) (Hogg et al. 2003a,b). The model is symmetric
around the ocean–atmosphere interface, and the mixed
layer is embedded in the first layer for both the atmo-
sphere and ocean.

For a flat-bottomed three-layer configuration, the
QG potential vorticity (QGPV) equation is

�tqi � J��i , qi� � f0Ae � A2�4�i � A4�6�i , �1�

where qi and �i are the layer potential vorticities and
streamfunctions respectively, J(a, b) � axby � aybx is
the Jacobian, f0 is the Coriolis parameter at the central
latitude of the domain in the frozen � plane ( f � f0 �
�y), and subscripts denote derivatives. The vectors on
the right, A and e, are the matrices containing the forc-
ing terms and the ocean and atmosphere entrainment
vectors, respectively. The last two terms on the right-
hand side of (1) correspond to Laplacian diffusion and
biharmonic viscosity, respectively.

The system interacts via the two mixed layers, where
stress and fluxes are parameterized and then entrained
into their respective first layer. The mixed layer tem-
perature equations are expressed as

�tT � � · �uT� �
T

Hm
� woek

�waek
� � K2�2T � K4�4T

�
1

Hm ��
Fo0 � Fom

�oCpo

Fa0 � Fom

�aCpa

� , �2�

where �o and �a are the ocean and atmosphere density,
woek and waek are their Ekman pumping, Cpo and Cpa

are their specific heat capacity, Hm is their mixed layer
thickness, and u are the mixed layer velocities. Only the
atmospheric mixed layer has a variable height resulting
from numerical necessity, whereas the depth of the oce-
anic mixed layer is fixed.

The second and third terms on the right-hand side of
(2) are Laplacian and biharmonic diffusions. The last
term in (2) represents the fluxes at the top (Fm) and
surface (F0) of the mixed layer.

For every experiment the Q-GCM is initially run for
20 yr, during which time the ocean spins up and reaches
a steady state. Then, the run is continued for a total of
200 model years. For more details and a clear deriva-
tion of the model equations, we refer to Hogg et al.
(2003a,b).

Experimental design and basic-state solutions

The oceanic and atmospheric parameters used in the
standard three-layer basin ocean configuration are

listed in Table 1. We opted for a relatively coarse reso-
lution in the ocean (	x � 40 km), because we aim to
identify large-scale coupled ocean–atmosphere interac-
tions.

We explore the response of the model at two differ-
ent central latitudes, corresponding to 30° and 40°; for
the two cases, our model barely resolves the first
Rossby radius of deformation, but not the second one.
The basin dimensions are fairly large and, in particular,
the ocean is very wide in order to study the zonal
propagation of planetary waves under the effect of at-
mospheric coupling. This has the advantage of using a
quasi-channel configuration but retaining the effects of
meridional boundaries. In fact, Rossby waves are dis-
sipated at the western boundary and any coupled
Rossby mode will be affected by this interaction
(Goodman and Marshall 2003). Viscosities are set to

TABLE 1. List of the standard oceanic and atmospheric
parameters of the Q-GCM used in this study.

Parameters Value Description

Ocean
Zi 3 No. of layers
	x 40 km Horizontal grid spacing
(X, Y ) (11 520, 4800) km Domain size
Hi (300, 1100, 2600) m Mean layer thicknesses
Hm 100 m Mixed layer thickness
g
i (0.05, 0.025) m s�2 Reduced gravities
�o 1 � 103 kg m�3 Density
Cpo 4 � 103 J (kg K)�1 Specific heat capacity
K2 5.7 � 102 m2 s�1 �2 diffusion coefficient
K4 8 � 1010 m4 s�1 �4 diffusion coefficient
A4 4 � 1010 m4 s�1 �4 viscosity coefficient
f0 7.292 � 10�5 s�1 Coriolis parameter,

 � 30°
� 1.982 � 10�11 (m s)�1 df/dy (30°)
ai (53.1, 35.6) km Rossby radii (30°)
f0 9.374 � 10�5 s�1 Coriolis parameter,

 � 40°
� 1.753 � l0�11 (m s)�1 df/dy (40°)
ai (41.3, 27.9) km Rossby radii (40°)

Atmosphere
Zi 3 No. of layers
	x 120 km Horizontal grid spacing
(X, Y ) (15 360, 7680) km Domain size
Hi (2000, 3000, 4000) m Mean layer thicknesses
Hm 100 m Minimum mixed layer

thickness
g
i (1.2, 0.4) m s�2 Reduced gravities
�a 1 kg m�3 Density
Cpa l � 103 J (kg K)�1 Specific heat capacity
K2 2.7 � 104 m2 s�1 �2 diffusion coefficient
K4 3 � 1014 m4 s�1 �4 diffusion coefficient
A4 2 � l014 m4 s�1 �4, viscosity coefficient
� 35 W m�2 K�1 Sensible and latent heat

flux coefficient
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their minimum value, ensuring that stability and no-slip
boundary conditions are enforced.

The averaged ocean forcing fields � � (�x, �y) and
relative Ekman pumping woek are shown in Fig. 1, to-
gether with the oceanic SST. The flow responds to the
wind stress with a double-gyre solution, a subpolar and
a subtropical gyre, and the presence of a strong bound-
ary current, separating at the center of the meridional
extension of the basin, which will play a major role in
damping the incident planetary waves in the model.

3. Detection and identification of Rossby waves

The Q-GCM is run for 200 model years at two central
latitudes of  � 30° and 40° for the parameters listed in
Table 1. Oceanic and atmospheric variables are saved
every 10 days in order to have a dense temporal sam-
pling, which is useful for the statistical techniques ap-
plied later on in the study and enabling direct compari-
sons with satellite measurements such as TOPEX/
Poseidon, which provides observations approximately
every 10 days.

We are then ready to identify the propagation of the
oceanic Rossby waves generated by the unsteady winds
in the model (Fig. 1) and their basic properties. We begin
by plotting Hovmöller diagrams (time–longitude plots
at a given meridional position in the ocean basin domain)
of the second interface height (OCH2), corresponding
to thermocline displacements. The Hovmöller diagrams
shown are for the north subtropical gyre, for correspon-
dence with the real oceans at these latitudes; neverthe-
less, they show similar patterns at different locations.

Because we are interested in westward-propagating
waves, we apply a westward filter to the data (Cipollini
et al. 2000), the results of which are shown in Fig. 2 for
a particular time interval. Here, clear signals of crests
and troughs are visible with a strong zonal variation in
both amplitude and propagating speed. For comparison
purposes, we also plotted the results from a previous
run, with the same characteristics, at  � 20°. By fol-
lowing crests we can estimate an approximate velocity
of the dominant signals, and a simple inspection of the
diagrams reveals the theoretical increase in phase speed
as we move toward lower latitudes. With this crude
estimation, at  � 30° the phase speed is around 6.5 cm
s�1 and at  � 40° around 5 cm s�1. These are relatively
high phase speeds because in the simulations our
Rossby radii give us velocities of 5.2 and 2.9 cm s�1 at
30° and 40°, respectively, for the first baroclinic Rossby
wave mode.

The high phase speeds identified seem to agree with
some observations, for instance, Osychny and Cornillon
(2004), who find differences in wave propagation stron-

ger at higher latitudes. Hovmöller plots of SST anoma-
lies reveal similar results for all central latitudes.

Another fundamental feature in Fig. 2 is the appar-
ent breaking and instability of the waves, which is stron-
ger as we move away from the equator. However, the
effects of and on the instabilities will be the subject of
a forthcoming paper.

FIG. 1. (top to bottom) Average of � x [contour interval (CI) �
20], � y (CI � 3), SST (CI � 3), and woek (CI � 0.2). Negative
values are represented by dashed lines.
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A complementary and more accurate identification
of the spectral characteristics of the identified Rossby
waves is achieved through a fast Fourier transform
(FFT) of the westward-filtered data, resulting in fre-
quency–wavenumber spectra. To this purpose we ap-
plied a temporal bandpass filter to the data between 1
and 5 yr at every spatial location in order to suppress
the high frequencies and the decadal–interdecadal sig-
nals.

The FFT analysis plotted in Fig. 3 reveals Rossby
waves that are propagating much faster than the unper-
turbed (dashed lines) and the perturbed dispersion re-
lation (solid lines) predict, with mean peaks showing
phase speeds around 2 times the unperturbed values at
both central latitudes. Here, we will refer to “perturbed
solution” to the dispersion relation computed with the
inclusion of a zonal mean flow while the “unperturbed
solution” corresponds to the classical linear dispersion
relation (For the computation of perturbed solutions
see the appendix). Both Hovmöller and perturbed so-
lutions are computed at the northern part of the sub-
tropical gyre, corresponding to the latitudes tested
here. In our three-layer system we found only small

variations in the dispersion relation when including the
model zonal mean flows. Following the theory of de
Szoeke and Chelton (1999), and making use of our den-
sity jumps and mean layer depths, we should reach a
speedup of about 1.4. However, in the calculations
given in the appendix, the maximum speedup was
found to be of around 1.22, and this corresponds to the
solid lines in Fig. 3.

For the case at  � 30° (left panel of Fig. 3) we find
wave speeds ranging from 6 to 9 cm s�1, all of which are
much higher than the unperturbed and perturbed
theory would predict. The main peak in the spectra has
a period P of about 2.5 yr. We can see that spectral
peaks fall into the long nondispersive range, where the
phase speed is well approximated by cx � ��a2, where
a is the Rossby radius of deformation, and tends to
diverge from the linear dispersion relation as the wave-
length decreases, consistently with Wunsch and Zang
(1999), Osychny and Cornillon (2004), and Killworth
and Blundell (2005).

For the central latitude  � 40° (right panel of Fig. 3)
the results are qualitatively very similar. The main peak
is around P � 3–3.5 yr with phase speeds of about 4–4.5

FIG. 2. Hovmöller plots of the westward-filtered second interface height OCH2 (m), representative of the
thermocline displacements, for three different central latitudes:  � (left) 20°, (middle) 30°, and (right) 40°.
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cm s�1. The wavenumber of the main peaks is around
2 � 10�7 m�1, which corresponds to a wavelength � �
5 � 106 m. Although quite a long wave, GM99 found in
their analytical results k � � (5500 km)�1 � 5.7 � 10�7

or � � 1 � 107 m as the wavelength of maximum growth
at a decadal period (� � 2 � 10�8 s�1) for their coupled
Rossby mode. Our wavelengths are different because
of the choice in our basin dimensions and, if an atmo-
spheric coupling is occurring, an increase in the wave-
lengths of the coupled waves is expected, as suggested
by Ferreira et al. (2001).

Generally, we discovered very fast Rossby waves in
our model runs, all with phase speeds faster than pre-
dicted by the linear theory, with increasing differences
as we move toward higher latitudes (Chelton and
Schlax 1996; Killworth et al. 1997). Although some
peaks in the FFT analyses fall into either the unper-
turbed or the perturbed dispersion relation, one or two

major peaks at both central latitudes are clearly too fast
and are not explained by the inclusion of a sheared
mean zonal flow; this result makes us think of the pos-
sibility of a positive coupling with the atmosphere, re-
sponsible for an additional speedup of the wave.
Coupled Rossby modes have been identified in data
(White et al. 1998; White 2000a, 2001) and simple ana-
lytical–numerical models (GM99; Goodman and Mar-
shall 2003), but whether they really exist in fully
coupled models of intermediate complexity is still un-
clear and the processes involved within a full dynamics
model are not completely understood.

4. Principal component analysis of the oceanic and
atmospheric variability

The ocean circulation in the model is dominated by a
double-gyre circulation (subtropical and subpolar)
separated by a narrow and strong zonal current, where
the SST presents a sharp front. The channel atmo-
sphere is instead characterized by a zonally symmetric
circulation, with sloping interface heights (ATH1 and
ATH2) toward the south resulting from the radiation
condition of heating in the southern region and cooling
in the north.

The atmospheric dynamics are then inferred from an
empirical orthogonal function (EOF) analysis (Preisen-
dorfer and Mobley 1988). The first four EOFs of the
two unfiltered interface heights, ATH1 and ATH2, ex-
plain around 37% and 21%, respectively, of the total
variance (not shown). EOF-1 has a wavenumber-3
structure, apparently propagating eastward, in quadra-
ture with EOF-2 of similar eigenvalue, and a standing
annular wavenumber-3 mode is dominating the third
EOF. Similar results are found when applying the prin-
cipal component analysis to the unfiltered atmospheric
surface temperature (AST). In fact, for both central
latitudes, a wavenumber-3 propagating wave and the
standing annular wavenumber-3 mode explain most of
the variance.

The results obtained with the EOFs analysis of the
unfiltered data are in agreement with previous similar
studies (Kravtsov et al. 2003, 2006; Hogg et al. 2006);
however, they do not shed much light on the atmo-
spheric wave propagation and we need a more powerful
technique to address the question of what are the char-
acteristics of the wave dynamics in both ocean and at-
mosphere and whether they are related. To this end, we
will next apply a variation of EOFs to our data, the
complex empirical orthogonal function (CEOF) analy-
sis, more suitable for studying propagating waves.

FIG. 3. Frequency–wavenumber spectra of OCH2 anomalies at
(left)  � 30° and (right)  � 40°. Magnitude is normalized by its
maximum value for each case, with increasing magnitude toward
lighter shadings. The broken line represents the theoretical dis-
persion relation at the two central latitudes computed from the
theoretical dispersion relation with the model’s Rossby radii. The
solid lines are the computed perturbed dispersion relation with
the inclusion of a zonal mean flow (see the appendix). The mean
flow speedup is about 1.2 for typical examples, close to the sug-
gested value of 1.4 by de Szoeke and Chelton (1999).
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Patterns of observed Rossby waves in both ocean
and atmosphere

Statistical eigenvalue analysis can be a very powerful
tool for identifying particular modes of variability in a
given set of data. However, EOFs can identify standing
oscillations, giving only suggestions of the existence of
propagating signals; these can be highlighted by CEOF
analysis, which is a technique designed to characterize
the propagating modes of variability with a pair of real
and imaginary spatial pattern in quadrature with one
another (Preisendorfer and Mobley 1988; von Storch
and Navarra 1999), a method applied to the study of
Rossby waves and basin modes in many previous
works (White 2000a, 2004; Santoso and England 2004;
Yang et al. 2004). After the CEOFs are computed, the
real and imaginary eigenvectors, together with their
eigenvalues, can be manipulated to obtain several use-
ful functions defining the mode evolution in both
space and time. We therefore try to identify the pe-
riods and spatial characteristics identified so far in
both the atmosphere and ocean at the two central lati-
tudes.

Because we are interested in the propagation of

Rossby waves only, and we have recognized the main
periods involved at both central latitudes, we apply a
1–10-yr bandpass filter to all our variables, filtering out
intraannual and interdecadal frequencies before per-
forming the CEOF analysis on our datasets. We will
focus on the results at  � 40° only, because the results
at  � 30° are qualitatively similar.

Analyzing the spectra of the principal components
(PCs) we can extract the periods of each CEOF mode,
and the spatial patterns associated with the main
Rossby wave peaks were found to be CEOF-1 and
CEOF-2. In Fig. 4 we plot the results of the second
CEOF for OCH1, OCH2, and SST. When comparing
the real (left panels) and the imaginary (right panels)
spatial structures of Fig. 4, the wavenumber-2 west-
ward-propagating Rossby wave is visible in all variables
with an apparent baroclinic structure.

But what are the structures dominating the propa-
gating features in the atmosphere? We find that the
main atmospheric response in our simulations is a
wavenumber-3 wave at all central latitudes. The first
two modes in the CEOF analysis are dominated by an
annular mode, but CEOF-3 and CEOF-4 (plotted in

FIG. 4. (left) The real and (right) imaginary spatial patterns of the second CEOF modes of the filtered (top)
OCH1, (middle) OCH2, and (bottom) SST at  � 40°. Respectively, 10.02%, 9.97%, and 17.73% of the variance
is explained. Negative weights are shaded.
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Fig. 5 for ATH1 and ATH2) show the wavenumber-3
wave structure with an important and fundamental dif-
ference between the two.

The atmospheric interface heights of CEOF-3 show a
wavenumber-3 wave with a relatively high percentage
of variance (16.34% and 10.83%) propagating east-
ward. CEOF-4 for both ATH1 and ATH2 explains a
much smaller amount of variance in the atmosphere

(6.53% and 4.63%), but the same wavenumber-3 wave
is observed to travel westward instead (bottom panels
of ATH1 and ATH2 in Fig. 5), with an apparent
equivalent barotropic structure. The AST has the same
response in spatial patterns for both modes (not
shown).

The periods of the oceanic and atmospheric modes
shown so far are inferred from the spectra of the cor-

FIG. 5. (left) The real and (right) imaginary (a) CEOF spatial patterns for the first interface height (ATH1): (top)
CEOF-3 (16.34%) propagating eastward as a wavenumber-3 wave, and (bottom) CEOF-4 (6.53%) propagating
westward as a wavenumber-3 wave. (b) Same as (a), but for the second interface height (ATH2): (top) CEOF-3
(10.83%) propagating eastward as a wavenumber-3 wave, and (bottom) CEOF-4 (4.63%) propagating westward as
a wavenumber-3 wave.
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respondent PCs. Normalized spectra of atmospheric
CEOF-3 and CEOF-4 and oceanic CEOF-1 and
CEOF-2 are plotted in Fig. 6. The atmospheric CEOF-
3s (broken lines) are dominated by energy at short pe-
riods in all three variables and do not seem to share any
particular relation with the oceanic spectra of CEOF-1.
In contrast, the atmospheric CEOF-4 modes have a
clear peak for P � 3 yr, matching the oceanic CEOF-2
spectra with exactly the same period. The computation
of the spatial and temporal phases, extracted from
each CEOF mode, confirmed both the sense of propa-
gation and the period of the oscillation of the west-
ward-propagating wave in the ocean and atmosphere.
Thus, an atmospheric equivalent barotropic wave, trav-

eling westward with a period of around 3 yr, seems to
be coupled with a baroclinic Rossby wave of same pe-
riod.

Last, we can nicely represent the propagation of the
atmospheric and oceanic wave with a sequence of
maps, computed at 90° intervals, multiplying the real
and imaginary part of the spatial components by the
cosine and sine of the phase, respectively, as shown in
Fig. 7.

This should be read from top to bottom, following
weights of the same sign during the half-cycle evolu-
tion. Each variable is initialized with the same arbitrary
phase. The oceanic wave is observed to propagate as a
wavenumber-2 baroclinic wave with a defined and co-

FIG. 6. Normalized spectra of atmospheric and oceanic H1, H2, and surface temperature. (left) Atmospheric
spectra: (broken lines) CEOF-3, which is dominated by high frequencies, and (solid lines) CEOF-4, with a common
peak at P � 3 yr. (right) Oceanic spectra: (broken lines) CEOF-1 and (solid lines) CEOF-2, which shares the same
peak as the atmospheric CEOF-4. The region of the common peak is highlighted by the gray area in all panels.
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herent pattern over the entire basin. The atmospheric
wave is instead equivalent barotropic with a wavenum-
ber-3 structure, following the oceanic wave at approxi-
mately the same speed. The meridional extension of the
atmospheric wave is given by the dimension of the
ocean basin, represented by the rectangular dashed
box, and oceanic anomalies are observed to be in phase
with atmospheric anomalies.

So far, we identified Rossby waves in the Q-GCM
traveling faster than the linear theory predicts. After
characterizing the oceanic Rossby waves at both central
latitudes we looked at the atmospheric response, find-
ing atmospheric waves that are able to propagate west-
ward. The major peaks in the spectra of these waves
match the oceanic Rossby wave period. From the sta-
tistical eigenanalysis employed, an oceanic wavenum-
ber-2 baroclinic Rossby wave, dominating the frequen-
cy–wavenumber spectrum, seems to be coupled with an
atmospheric equivalent barotropic wave traveling in
phase with the first oceanic interface height. The am-
plitude of the baroclinic wave is given by the signals
identified in the Hovmöller plots, and these are char-
acterized by anomalies of the order of 40 m. On the
other hand, the amplitude of the equivalent barotropic
atmospheric wave can be inferred from the temporal
amplitudes in the CEOF analyses; they reveal anoma-
lies of the interface heights between 100 and 200 m,
increasing with height.

Thus, is there a real coupled Rossby mode taking
place in this process and is this responsible for the fea-
tures observed in the oceanic Rossby wave propaga-
tion? Following the same technique of analysis pursued
in previous sections, we proceed to try correlating the
signals identified in the ocean–atmosphere datasets and
find a coupled mode of variability associated with the

patterns described with standard and complex EOF
analysis.

5. The coupled Rossby wave

Canonical correlation analysis (CCA) is a powerful
multivariate linear statistical methodology that identi-
fies and isolates correlated patterns between two fields
(Bretherton et al. 1992; von Storch and Navarra 1999;
von Storch and Zwiers 2001), and is a technique that
had been widely used in climatology studies (Barnett
and Preisendorfer 1987; Bretherton et al. 1992; Pierce
et al. 2001). A way of reducing the intrinsic noise and
possible spurious patterns was first proposed by Bar-
nett and Preisendorfer (1987), whereby the CCA is per-
formed after transforming the original fields into an
EOF space. Hence, our subset of renormalized leading
EOF patterns and PCs are used as a base for CCA.

We will again focus on the results at  � 40° discuss-
ing only the differences for the other central latitude.
We thus perform the CCA on the unfiltered EOFs and
compute the first six canonical correlation patterns
(CCPs) between all oceanic and atmospheric variables
in descending order of importance.

The patterns obtained can be divided into the follow-
ing two groups: a strong correlation between some oce-
anic and atmospheric vectors with a baroclinic response
in the atmosphere, and a less-strong, but still very sig-
nificant, correlation where the concept of “equilibra-
tion” (Shutts 1987) takes place and the atmosphere is
equivalent barotropic. In the latter, quasi-stationary at-
mospheric waves are forced by an external thermal
source, that is, oceanic temperature anomalies, and can
actively couple with the oceanic SST giving rise to reso-
nance (Held 1983; Frankignoul 1985). This is exactly

FIG. 7. Phase sequence of (left) the oceanic CEOF-2 and (right) atmospheric CEOF-4 over half a cycle at  �
40°. The plot should be read from top to bottom, following weights of the similar sign, giving a westward sense of
propagation for all variables at approximately the same speed. The rectangular dashed box in the atmospheric
panels stands for the ocean basin domain.
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the atmospheric configuration of the fastest-growing
mode proposed by GM99, in which high (low) pressure
anomalies are associated with warm (cold) SST, grow-
ing in amplitude with height.

Baroclinic and equivalent barotropic structures have
been both modeled and observed, and an appropriate
simulation of the eddy feedback is believed to be cru-
cial for the generation of equivalent barotropic re-
sponses, as reviewed by Ferreira and Frankignoul
(2005). Moreover, the atmospheric structure is fre-
quency dependent with baroclinic responses dominat-
ing at interdecadal periods and equivalent barotropic
atmospheres present for interannual periods (Colin de
Verdière and Blanc 2001).

In our model, heat flux exchanges between the ocean
and atmosphere components are directly expressed
through both mixed layers by their respective tempera-
ture equations. The correlation between SST and AST
is thus expected to be very high because the SST–AST
feedback takes place at short time scales and locally in
space (Pierce et al. 2001).

Indeed, in Fig. 8 CCP-1 and CCP-2 are characterized
by high correlations, and in both modes SSTs are found
to be in phase with ASTs.

Figure 9 shows the spectra of CCP-1 (thin line) and
CCP-2 (thick line) for the CCA analysis between oce-
anic and atmospheric temperatures. CCP-1, the strong-
est correlated pattern, takes place at high frequencies,
with peaks at P � 1.5 and 2.5 yr, not corresponding to
any particular energy peak for Rossby wave propaga-
tion at this central latitude. CCP-2 however peaks at

P � 3 yr, exactly like the Rossby wave identified in the
CEOF analysis does. We will show that this pattern is
repeated in all different CCPs, where the most corre-
lated mode, CCP-1, has a baroclinic atmospheric re-
sponse at periods unrelated to the main Rossby wave
while CCP-2 has an equivalent barotropic atmosphere
structure with the oceanic Rossby wave coupled under-
neath.

At this stage it should be useful to remember the
mechanism proposed by GM99 through which they
found growing decadal Rossby waves propagating as
coupled modes in the ocean–atmosphere system in
their idealized analytical study. Their fastest-growing
coupled mode was given by the phase relationship sche-
matized in Fig. 10 corresponding to both their “entrain-
ment case” and “advective case.” The only situation in
which a coupled mode can develop is when the atmo-
sphere is equilibrated, or is in an equivalent barotropic
structure, with amplitudes of anomalies increasing with
height. High (low) pressures cause anomalous down-
ward (upward) Ekman pumping that deepens (shoals)
the first interface height leading to warm (cold) SST
anomalies. Therefore, the resulting phase relationships
are equivalent barotropic positive pressure anomalies
on top of warm SST and downward displacement of
OCH1, and the opposite for negative atmospheric pres-
sure anomalies. However, growth can occur between a
phase shift of �90°, reducing toward quadrature.

GM99 found that both entrainment- and advective-
dominated cases were equally important, but the en-
trainment case produced the biggest growth rate. The

FIG. 8. First two canonical correlation patterns of the SST–AST analysis with their respective canonical corre-
lation values: (left) SST and (right) AST; (top) CCP-2 and (bottom) CCP-2. SSTs are in phase in CCP-2. The
rectangular dashed box in the atmospheric panels stands for the ocean basin domain. Negative weights are shaded.
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advection mechanism, rather than the vertical entrain-
ment, is thought to be both more important and effi-
cient within Rossby wave dynamics, and it has been
theorized that anomalous meridional geostrophic ad-
vection of SST by westward-traveling Rossby waves is
the link in the ocean–atmosphere coupling leading to
growing coupled waves (White et al. 1998; White
2000b). Later, we will try to identify which of the two
mechanisms is active in our simulations by partially de-
coupling the SST equation in the ocean.

Inspection of the second CCPs of the SST–ATH1
and SST–ATH2 analyses (Fig. 11) reveals that warm
SSTs are indeed underneath low ATH1 (high pres-
sures), and vice versa with an equivalent barotropic

atmosphere. This corresponds to the case described by
CCP-2 of Fig. 8 in which SSTs are in phase with ASTs
and peak at the Rossby wave period. Instead, the first
CCP of the SST–ATH1 and SST–ATH2 analysis has a
baroclinic atmosphere, corresponding to CCP-1 of Fig.
8 with a clear phase shift between SST and ATH1. In
both CCPs, the correlation, given by the canonical cor-
relation coefficients (CCs), is relatively strong.

We observed that phase shifts around 90° between
SST and ATH1 occur in CCP-1. Although direct com-
parisons with, for example, the works of Frankignoul
(1985), Shutts (1987), and GM99 can be difficult be-
cause of the inclusion of both an atmospheric and an
oceanic temperature equation in the Q-GCM, without
parameterization of a forcing function as in the afore-
mentioned studies, the phase shift would always imply
a baroclinic response in the atmospheric pressure field.

This mode might be associated with the observations
of White et al. (1998) and White (2000a), for example,
where SST is usually found in quadrature with SLP.
However, correlations between oceanic and atmo-
spheric variables are not so coherent and the common
spectra usually peak at the annual/biannual period (Fig.
12), where Rossby wave activity is very weak in the
model for this latitude.

The spectra for the analyses of SST–ATH1/–ATH2
and SST–ATPA1/–ATPA2, where ATPA is the atmo-
sphere layer pressure, are shown in Fig. 12 and confirm
what was previously said for the SST–AST evolution.
In all four pairs of spectra the main coupled peak is
characterized by a period of 3 yr for the second mode
(thick line), while for the first baroclinic mode (thin
line) there is evidence of a coupling taking place at both
annual/biannual and decadal periods. This might also
be related to the interdecadal periods at which the at-
mosphere responds in a baroclinic way (Colin de Ver-
dière and Blanc 2001). The second strongest relation-
ship between the ocean and atmosphere is then equiva-
lent barotropic. The ocean should always be in a
baroclinic state, and the phase relationships between
OCH1, OCH2, and atmospheric temperature are well
reproduced in the CCA analysis as depicted in Fig. 13.
Here the ocean is again baroclinic, resembling the
structures identified in Fig. 4 for the Rossby wave. The
first ocean interface height is out of phase with the
atmospheric temperature because this last is phase
locked with SST. The correlation coefficient is dimin-
ished for OCH2 but is still significantly high. The cor-
responding spectra are also analyzed, and while
OCH1–AST peaks at the Rossby wave period
P � 3 yr, we could not find the appropriate peak for the
thermocline displacement, possibly because the
strength of the correlation was weak in this case. We

FIG. 9. Spectra of the modes of Fig. 8: (top) SST and (bottom)
AST; first (thin line) and second (thick line) modes. The first CCP
correlation takes place at short periods, while the second CCP has
a definite period of �3 yr that corresponds to the main Rossby
wave propagating at  � 40°.
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were able to trace the Rossby wave period in the
thermocline patterns during other analysis, as, for ex-
ample, in the canonical correlation of OCH2–ATH1
and OCH2–ATH2 whose spectra are again shown in
Fig. 14, although the peak is not as sharp but distrib-
uted over a small amount of frequencies. Other results
could have been shown but they all reflect the same
mechanism and phase relationship previously de-
scribed.

So far, we have described the behavior of the coupled
system at  � 40°. To include the patterns and spectra
for  � 30° would have been repetitive most of the time
because the main features remain the same; significant
differences between the two runs do exist though. The
coupled patterns observed when the model is moved
toward the equator are less coherent and the correla-
tions are much weaker. The spectra of the canonical
analysis still peak at the Rossby wave main period with
an equivalent barotropic atmosphere above it, but it is
more difficult to differentiate the modes associated
with the baroclinic Rossby wave and its relation with

the equilibrated atmosphere. This seems to indicate a
weaker coupling of the ocean–atmosphere system un-
der the mechanism described for higher latitudes. An
explanation might be given by the period of the main
ocean wave involved in the coupling. Oceanic Rossby
waves have a meridional profile for their zonal phase
speed, with westward phase speeds decreasing as the
inverse square of the latitude (Gill 1982). It is possible
that oceanic Rossby wave speeds, as we move toward
the equator, become too fast to maintain the phase
relationship necessary to induce the equilibrated atmo-
spheric waves that are able to positively couple with the
external thermal forcing. This could also be an expla-
nation for the greater increase in phase speeds found
with the FFT analysis at  � 40°: because the coupling
is stronger there, a potential coupling speedup should
also be stronger at that latitude.

To test this hypothesis we should perform other runs
at different latitudes and confirm whether a band of
latitudes at which the coupling is maximized really ex-
ists.

FIG. 10. Phase relationships between ocean and atmosphere for the fastest-growing mode of
GM99 extended to our three-layer model (adapted from GM99). Atmospheric pressures are
denoted by symbols H and L; the size of the symbols relates to the magnitude of the anomaly.
Symbols W and C refer to warm and cold SST while the undulating lines indicate the positions
of the oceanic interface heights.
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a. The importance of horizontal advection and
entrainment of temperature anomalies

GM99 proposed two different but equally important
mechanisms for the generation of SST anomalies caus-
ing a positive ocean–atmosphere feedback. The first is
the entrainment mode, in which vertical advection pro-
cesses during the transit of the oceanic wave generate
anomalous warm and cold SSTs. When the atmosphere
response is equilibrated, the anomalous Ekman pump-
ing will work to reinforce the SST anomalies and the

amplitude of the wave. The second mechanism is the
advection mode; in this case the horizontal advection of
mean SST by geostrophic flow generated by undula-
tions in the ocean’s interfaces is responsible for estab-
lishing SST anomalies out of phase with the first inter-
face height. The latter case was involved in the unstable
coupled interactions of Qiu et al. (1997) and van der
Avoird et al. (2002). For instance, the coupled instabil-
ity of van der Avoird et al. (2002) was due to horizontal
advective processes only, because of neglected entrain-
ment in the ocean.

FIG. 11. (left) SST and (right) ATH1 and 2. (a) CCP-1. Warm SSTs are 90° out of phase with high atmospheric
pressures but with a phase shift while the atmospheric structure is baroclinic. (b) CCP-2. Warm SSTs are in phase
with high atmospheric pressures and negative atmospheric interface heights. The atmospheric structure in the first
and second mode, corresponding to the coupled Rossby wave mode, is equivalent barotropic.
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By modifying the SST equation in order to suppress
one or the other mechanism, we will try to understand
which mode is responsible for the couple Rossby wave
in our model.

1) THE ENTRAINMENT MODE

We will first eliminate the horizontal advective terms
in the SST tendency equation, in this case (2) reduces to
the entrainment-only case:

�tT �
woek

Hm
T � K2�2T � K4�4T �

F0 � Fm

�oCpoHm
. �3�

Thus, vertical entrainment through interfaces is still ac-
tive but the ocean circulation is not able to advect the
temperature field. We continued the previous run at
 � 40° for another 50 yr and investigated the corre-
lation and wave response in all oceanic and atmo-
spheric variables. It could be argued that eliminating

FIG. 13. CCP-2 of the (top) OCH1–AST [correlation coefficient (cc) � 0.536] and (bottom) OCH2–AST (cc �
0.303) correlation. The ocean has a Rossby wave–like structure with cold atmospheric temperature anomalies over
positive interface anomalies.

FIG. 12. Normalized spectra of (left to right) SST–ATH1, SST–ATH2, SST–ATPA1, and SST–ATPA2. Thin lines are for CCP-1 and
thick lines for CCP-2. The second correlation occurs at P � 3 yr between an oceanic baroclinic Rossby wave and equivalent barotropic
atmospheric wave. The first correlated pattern seems to happen at 5–10 yr.
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advection of SST might have significant consequences
in the atmospheric mean state and, in turn, that the
resulting wind stress might significantly differ. This
could prevent quantitative comparisons between the
fully coupled and the entrainment-only wave response,
but the qualitative results will hold.

The spatial patterns of the second most correlated
mode between SST, ATH1, and ATH2 are shown in
Fig. 15. The SST patterns are much smoother but still

resemble the patterns related to the Rossby wave propa-
gation plotted in Fig. 11 for CCP-2. Also, the atmo-
spheric response is again a wavenumber-3 equilibrated
wave. The spatial relationship between the different
variables is maintained for the coupled Rossby mode
with the same shared peak at P � 3 yr (not shown). Only
the correlation coefficients are significantly different, hav-
ing decreased, for the case shown, to 0.350 for the SST–
ATH1 analysis and 0.292 for the SST–ATH2 analysis.

FIG. 15. Second canonical correlation patterns of (top) SST–ATH1 and (bottom) SST–ATH2 for the case with no
advection of oceanic temperature anomalies. Phase relationships are conserved and the atmospheric response is equiva-
lent barotropic. However, correlation coefficients are weaker (SST–ATH1, cc � 0.350, SST–ATH2, cc � 0.292).

FIG. 14. Normalized spectra for CCP-1 (thin line) and CCP-2 (thick line) of the (left) OCH1–AST, (middle)
OCH2–ATH1, and (right) OCH2–ATH2 correlation analyses.
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The spectra of the PCs reveal the existence of the
Rossby wave peak in both the oceanic and atmospheric
variables with little difference with the case for the full-
SST equation. Indeed, in Fig. 16 the spectra of the first
(thin lines) and second (thick lines) CCP of the SST–
ATH1 and SST–ATH2 analyses are plotted: the shared
Rossby peak is strong in the oceanic temperature and
atmospheric heights while there has been an increase in
the variance at lower frequencies.

Overall, the results obtained with the entrainment-
only SST equation are very similar to the full-SST
analyses and the coupled Rossby wave is still generated
with similar characteristics without the horizontal ad-
vection of temperature anomalies. This result under-
lines the importance of the entrainment processes of
SST for the generation and maintenance of the coupled
mode, while not requiring advection by the ocean cir-
culation. However, the correlation between the ocean
and atmosphere in the coupled mode are much weaker,
indicating that when both horizontal and vertical pro-
cesses are present they mutually work to reinforce the
equilibrated atmospheric response and the resulting
positive feedback.

2) THE ADVECTIVE MODE

To suppress entrainment in the mixed layer and re-
tain horizontal advective processes only, entrainment
heat fluxes are set to zero and (2) now reads

�tT � u · �T � K2�2T � K4�4T �
F0

�oCpoHm
. �4�

Similarly, as for the entrainment mode case, we contin-
ued the run for 50 yr and the results of the CCA analy-
ses between SST and ATH1–ATH2 are shown in Fig. 17.

There is no trace left of the equilibrated response in
the atmosphere and the two most correlated pattern
show a baroclinic atmospheric wave with high correla-
tion coefficients. The spectra of the first four most cor-
related patterns (bottom panels of Fig. 17) reveal no
peak at the Rossby wave period for ATH1 and ATH2.

Therefore, we conclude that the advective mode
alone is not able to sustain the coupled Rossby wave in
our model and only in the presence of entrainment pro-
cesses can the coupled oscillation develop. Following
these results we believe that entrainment fluxes in the
ocean cannot be neglected, as some authors did (Qiu et
al. 1997; van der Avoird et al. 2002), if a coupled insta-
bility of the GM99 type is pursued.

b. A forced solution

To test the previous hypotheses that the coupled
feedback between the oceanic Rossby wave and the

FIG. 16. Spectra of the (top two panels) SST–ATH1 and (bot-
tom two panels) SST–ATH2 canonical correlation analyses for
CCP-1 (thin lines) and CCP-2 (thick lines) of Fig. 15. The shaded
area in all plots ranges between 0.3 and 0.4 s�1 and highlights the
common Rossby peak at P � 3 yr.
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equilibrated atmosphere can induce changes in the
Rossby wave phase speed, we employed the Q-GCM in
an ocean-only configuration. The ocean is forced by
climatological winds and heat fluxes computed from the

previous coupled simulations; the runs are continued
for an extra 150 model years and the Rossby wave re-
sponse is analyzed in a forced, not a coupled, frame-
work.

FIG. 17. First two most correlated patterns of the SST–ATH1 and SST–ATH2 CCA for the
advective-only SST: (a) CCP-1 and (b) CCP-2. Both CCP-1 and CCP-2 show a baroclinic
response in the atmosphere and the equivalent barotropic structure is absent in the remaining
modes. (bottom) The ATH1 and ATH2 spectra of the first four modes do not peak at the
Rossby wave period as expected.
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The FFT analyses of the westward-filtered OCH2
from the forced runs reveal a significant slowdown of
the Rossby wave speed (Fig. 18). While the wavelength
of the main peaks remain similar to the coupled runs,
the frequencies have clearly diminished resulting, for
both central latitudes, in slower phase speeds that are
now very close to the perturbed dispersion relation. To
allow comparison, the position of the main Rossby
peak in the coupled runs is indicated by a black circle.

Thus, Rossby waves, when coupled to the atmo-
sphere with the mechanism described in the previous
sections, receive a positive feedback with the equiva-
lent barotropic atmospheric wave inducing an extra
speedup, which is added to the one generated by the
vertical mean shear.

6. Summary and conclusions

Rossby waves have been studied in the framework of
a quasigeostrophic coupled ocean–atmosphere model.
The model configuration has three layers in both the
oceanic and atmospheric component, the horizontal
resolution in the ocean basin is relatively coarse (	x �
40 km) and viscosities between layers are chosen to be
as low as possible. The oceanic domain was chosen to
be relatively wide, resulting in a “Pacific like” basin of
�11 500 km.

The characteristics of Rossby waves in the ocean and
atmosphere have been identified with statistical eigen-
value techniques for the two central latitudes consid-
ered ( � 30° and 40°). An equivalent barotropic at-
mospheric wave was found to travel westward with
similar periods as, and in phase lock with, the oceanic
baroclinic Rossby wave, suggesting a coupling between
the two. Linear nearly stationary equivalent barotropic
atmospheric waves can be generated by, for example, a
thermal forcing (Held 1983); in a coupled system these
equilibrated waves can represent the quasi-stationary
atmospheric waves that couple with the oceanic SST
anomalies (Frankignoul 1985; GM99; Colin de Ver-
dière and Blanc 2001; Kravtsov et al. 2005).

Following a statistical correlation analysis, a clear
coupled Rossby wave mode, coherent in all oceanic and
atmospheric variables was found. The coupled Rossby
wave mode has spatial characteristics and periods of the
main baroclinic oceanic Rossby waves in the system
and resembles the unstable coupled mode mechanism
proposed by GM99. Other air–sea phase relationships
were observed. For instance, an atmospheric response
with high SLP 90° eastward of its SST source, similar to
the White et al. (1998) and White (2000b) observations
was also identified; however, this was less coherent be-
tween the different atmospheric and oceanic variables

and was associated with periods other than the main
Rossby wave peak in the FFT analysis.

The correlation coefficients of the coupled mode are
generally stronger for the case at  � 40° and the spa-
tial structures are also more coherent. This is a possible
indication that coupled Rossby modes are more likely
to develop as we move poleward. Rossby wave phase
speed in the ocean slows down with increasing latitude
and positive phase relationships with the quasi-
stationary atmospheric response are possible, because
slowly propagating waves have more time to develop
SST anomalies that will in turn influence the overlying
atmosphere. Also, when the coupled mode was tested
on the tridimensional resolution and dimensions of the
ocean basin (the model was run with a 10-km horizontal
resolution six-layer ocean with the zonal extension re-
duced to 1/3), it proved to be robust to any changes.

We thus argue that a positive feedback is taking place
whereby oceanic Rossby waves are efficiently coupled
with an atmospheric equilibrated wave traveling in
phase and with the period of the oceanic wave. More-
over, partially decoupling the SST tendency equation,
the coupled Rossby mode existence has been proved to

FIG. 18. Fast Fourier transform of the westward-filtered OCH2
in the forced runs at (left)  � 30° and (right)  � 40°. The
Rossby wave main peaks are considerably slower than in the
coupled runs, of which the main peaks are drawn with a black
circle. Solid and dashed lines are as in Fig. 3.
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depend on entrainment processes of SST anomalies,
whereas horizontal advection of temperature anomalies
would only strengthen the mechanism.

Whether the coupled mode is ocean or atmosphere
driven is difficult to say from this kind of analysis.
GM99 proposed as a source of energy for the develop-
ment of the coupled mode the release of available po-
tential energy (APE) in the ocean, whereby the atmo-
sphere transforms thermal energy stored in the ther-
mocline to mechanical energy through wind stress.
Colin de Verdière and Blanc (2001) instead suggested
the atmospheric APE as a source of energy in its ther-
mal resonance process. Which of these is happening in
our modeling study could be inferred by studying the
down-gradient wave heat fluxes in the atmosphere and
ocean, as suggested in Colin de Verdière and Blanc
(2001).

In a similar study, Kravtsov et al. (2006) found an
interdecadal coupled Rossby mode propagating west-
ward with a time scale given by the crossing time of the
oceanic Rossby wave. Using a lagged covariance analy-
sis regressing oceanic and atmospheric fields onto
ocean kinetic energy they argued that because the SST
were larger than the AST anomalies, the mode was
forced by the ocean and the APE was released from the
thermocline in a similar way as that in GM99. From the
CCA analysis depicted in Fig. 8 AST anomalies seem
slightly larger than SST anomalies, possibly suggesting
that the source of energy in our case is in the atmo-
sphere.

The positive coupling with the atmosphere is able to
give an extra speedup other than the baroclinic main
flow effect, because the Rossby waves were found to
travel faster than the phase speed computed with the
inclusion of the mean zonal flow. The calculations of
the perturbed dispersion relations are roughly in agree-
ment with the speed-up values given by de Szoeke and
Chelton (1999) for our parameter values and show
speedups of around 1.2, whereas the coupled Rossby
waves are observed to propagate at about twice the
unperturbed phase speed. We showed that, when the
ocean is simply forced at the surface by winds and heat
fluxes with no ocean–atmosphere feedback, these
peaks appear at lower frequencies close to the per-
turbed dispersion relation, indicating that the coupling
is indeed a possible mechanism in the speedup of the
observed Rossby waves. Last, coupling speedups are
observed to be greater for higher latitudes, because the
coupled Rossby wave is stronger there.

Increased phase speeds resulting from atmospheric
coupling have been suggested in different works (White
et al. 1998; Ferreira et al. 2001; Colin de Verdière and
Blanc 2001). For instance, White et al. (1998) proposed

a zonal and meridional coupling speed resulting from
the interaction between the SST field, generated by
meridional advection, and the meridional wind anoma-
lies. This extra phase speed was linearly added to the
uncoupled linear wave, resulting in significant speedups
at middle and high latitudes. This seems to agree with
our results, because a higher increase in phase speeds is
observed for higher latitudes. In a later study, White
(2000a) studied the coupled response at latitudes lower
than 30°, suggesting entrainment processes controlling
the negative feedback between SST and the atmo-
spheric response resulting in slower phase speeds. The
negative feedbacks proposed in White (2000a) are tak-
ing place closer to the equator and are not reproducible
in our QG coupled model. However, a more detailed
study of the latitudinal response, ranging from, for ex-
ample, 25° to 50°, would give us a stronger indication of
any variation in the strength of the coupling and sub-
sequent effects in the Rossby wave phase speeds.

Statistical eigentechniques have been useful in the
identification of the properties of both oceanic and at-
mospheric waves. We were also able to characterize the
coupled Rossby wave with its spectral and spatial com-
ponents. However, we do not know if this coupled
mode is unstable, and at this stage we can only specu-
late on its most important feature, arguing that the
mode is weakly damped, with a decaying rate dimin-
ished by the coupling. This would agree with what
Goodman and Marshall (2003) obtained after the in-
clusion of oceanic meridional boundaries in the GM99
original model. They could still identify the presence of
the coupled mode, but in this case it was found to be
weakly damped as a result of the reflection of Rossby
waves at the western boundary.

The results presented here are encouraging evidence
of the existence of such a Rossby wave coupled mode.
However, the model employed is still very idealized
and only the analysis of a coupled general circulation
model will tell us if this mechanism can be supported
together with others that already have some observa-
tional basis.

In the meanwhile, to corroborate and shed more light
onto the results obtained, a linear stability analysis is
proposed as the continuation of this study. It is hoped
that the coupled Rossby wave patterns will be repro-
duced and its eigenspectra will give us information on
changes in both frequency and decay/growth rates
when different mean states are tested as well as the
sensitivity to different parameters. Both proposed stud-
ies are currently under way.
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APPENDIX

Rossby Waves in the Q-GCM Zonal Mean Flow

The dispersion relation of Rossby waves embedded
in zonal mean flows is a standard problem, and full
derivations of the normal modes in mean flows are
given by several authors (Leblond and Mysak 1978;
Pedlosky 1987; de Szoeke and Chelton 1999).

We are interested in whether the Rossby wave activ-
ity observed in the quasigeostrophic coupled model is
mainly explained by the inclusion of a mean zonal flow
in the phase speed calculation. The effect of a baroclinic
mean flow on the phase speed of planetary waves has
been tackled by many theoretical studies (e.g., Kill-
worth et al. 1997; Dewar 1998; de Szoeke and Chelton
1999; Colin de Verdière and Tailleux 2005). However,
we will not attempt to do a thorough study on this
subject, which would include taking into account
boundary layers, short-wave propagation, the presence
of advective modes, and other effects that are still cur-
rently being investigated. Here, we will use standard
QG theory and derive the dispersion relation of a
Rossby wave in a three-layer model in the presence of
a zonal mean flow taken from the model employed in
this study. The typical vertical shear found by meridi-
onal density sections at the latitudes considered here is
the one found in the northern part of the subtropical
gyre, and this was also the example proposed in the
study of de Szoeke and Chelton (1999). This is the lo-
cation were the Hovmöller plots where constructed in
the previous sections and thus it will be the one con-
sidered in the comparisons with the phase speeds ob-
served in the model.

Looking for disturbances of a purely zonal flow, �n �
�n(y) � n(x, y, t), and seeking solutions of the form
 � ̂ei(kx��t), the standard problem reduces to

�kU1 � ����k2�1 � F11��2 � �1�� � k�1�y�1 � 0,

�A1�

�kU2 � ����k2�2 � F21��1 � �2� � F22��3 � �2��

� k�2�y�2 � 0, and �A2�

�kU3 � ����k2�3 � F32��2 � �3�� � k�3�y�3 � 0.

�A3�

FIG. A1. (top) Dispersion relation, (middle) phase speed, and
(bottom) group velocity of the barotropic, and first and second
baroclinic mode in the perturbed (times signs) and unperturbed
(solid lines) cases. The perturbed solutions are for a vertical shear
taken in the northern part of the subtropical gyre, typical for the
latitudes considered, and where the Rossby wave characteristics
in the model were identified. Mean zonal flow values are u1 � 3.0,
u2 � �0.75, u3 � 0.05 cm s�1.
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Here Ui and �y�i are the layer’s zonal mean flows and
meridional PV gradients, respectively.

The above equations can be cast into a generalized
eigenvalue problem of the form A� � �B�, where
� � [1, 2, 3] are the eigenvectors and � is the eigen-
frequency. Thus, for different mean flows Ui, we will be
able to study the wave response in terms of its per-
turbed dispersion relation.

The barotropic, and first and second baroclinic mode
dispersion relations for the selected case are plotted in
Fig. A1. In general, small speedups of the first baro-
clinic mode are found, especially in the long-wave limit.
However, negative effects on the second baroclinic
mode and significant modifications in the behavior of
the barotropic mode for short wave are evident.

In their study, de Szoeke and Chelton (1999) sug-
gested that in a QG layered system the speedup of the
planetary wave propagation speed is a function of the
layer depths Hi and the density difference ratio. The
mechanism proposed by de Szoeke and Chelton (1999)
would indicate for our parameter values a speedup of
about 1.4 (their Fig. 4). In our calculations we found a
variable speedup/slowdown depending on the wave-
length; for the long-wave region that characterizes the
Rossby waves observed in the model, we found a maxi-
mum speedup of about 1.2. This is the solution plotted
as solid lines in Fig. 3.

The choice of layer depths, density jumps, and cor-
responding Rossby radii are therefore crucial in the
resulting Rossby wave phase speed if these are to be
compared with real data and if a true estimate is at-
tempted. However, the purpose of this exercise is to
estimate the wave speed in the model employed, where
a particular mean flow on a flat-bottomed ocean is
present, given by the slopes of the interfaces for specific
parameter settings.
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