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Abstract: Statistical agencies collect data from surveys and create data warehouses by 
combining data from a variety of sources.  To be suitable for analytic purposes, the files must be 
relatively free of error.  Record linkage (Fellegi and Sunter, JASA 1969) is used for identifying 
duplicates within a file or across a set of files.  Statistical data editing and imputation (Fellegi 
and Holt, JASA 1976) are used for locating erroneous values of variables and filling-in for 
missing data.  Although these powerful methods were introduced in the statistical literature, the 
primary means of implementing the methods have been via computer science and operations 
research (Winkler, Information Systems 2004a).  This paper provides an overview of the recent 
developments. 
 
1  Introduction 
   The goal of quality is straightforward.  It is “suitability for use.”  By suitability for use, we 
mean that a file of microdata can be used for producing aggregates such as totals in publications 
and for certain auxiliary analyses.  In an ideal situation, we would want all of the values of fields 
in a record to be consistent with some underlying ‘truth.’  As an example, if a field represents an 
individual’s income, we would want the value of the field to be quite accurate.  If the field is a 
date-of-birth, then we would want the dates-of-birth to be represented consistently across records 
within the file and be accurate.  If the fields need to be converted to a common format of a larger 
reference file such as a register or data warehouse, then we would want the values in the fields to 
be in a form that can be converted to the reference-file format in a straightforward manner. 
   Statisticians who work with files can quite easily notice when values of certain fields are 
missing.  They sometimes notice contradictory information such as a child in a household that is 
less than 16 and married.  Delineation of the contradictory values of individual fields usually is 
based on subject matter expertise or knowledge of the statistical uses of a file.   
   Two of the most powerful methods for improving data quality originated and have been 
significantly developed in statistical agencies.  The first method is the record linkage model of 
Fellegi and Sunter (1969) that is intended to facilitate the development of methods that allow 
location of duplicate records within a file or corresponding records across two files.  Matching is 
most often done with quasi-identifiers such as name, address, and date-of-birth.   The second 
method is the edit/imputation model of Fellegi and Holt (1976) that allows filling-in missing 
values or replacing contradictory values of fields in records.  The intent of the filling-in is that 
joint distributions be preserved in a principled manner. 
   Generalized record linkage systems are characterized by the relative ease of applying the 
methods to different files.  They are also sometimes characterized by the ability to automatically 
estimate record linkage error rates without training data (Winkler and Yancey 2006, Belin and 
Rubin 1995).  Recent methods (Yancey and Winkler 2004) are also characterized by speed 
(150,000 or more pairs of records per second) of matching that includes all steps of pre-
processing, sorting, and linking.  Generalized edit/imputation systems are characterized by 
rapidity of applying the methods in new situations and the speed with which ‘clean’ and 
‘complete’ output files are produced. 



    In this paper (that is primarily review), we highlight the significant improvements in quality 
that can be achieved with the generalized record linkage and edit/imputation methods.  The 
generalized methods with suitable software almost totally eliminate the need for extensive 
programming staffs and the debugging and removal of programming errors.  All the software is 
easily ported to new survey situations.  All the main logic is controlled by easily changed and 
maintained parameters (record linkage and edit/imputation) and tables of edit rules 
(edit/imputation).  The main computational and optimization algorithms never need to be 
changed.  The greater accuracy and quality of the output files usually drastically reduces (and 
sometimes eliminates) the need for expensive, time-consuming clerical review by large teams of 
analysts.  The time improvements are such that a sufficiently skilled analyst/programmer may 
produce files of higher quality in 6-12 weeks than a team of 6 programmers and 12 analysts may 
produce in 9-18 months using conventional methods.  A key difference is that, whereas 
sophisticated methods and logic are built into the generalized systems (effectively raising 
institutional knowledge and day-to-day practice), the classical methods often are done in an ad 
hoc fashion in which logic rules and programs are rewritten from scratch for each survey (or 
even iteration of a previous survey that is slightly re-designed). 
   The effectiveness, ability to achieve quantifiably improved quality, and very significantly 
reduce programming and clerical-review resources has been repeatedly demonstrated in 
statistical agencies in Canada, Italy, the Netherlands, the UK, the USA, and other countries.  In 
this paper, we will provide examples of the improvements primarily from production situations 
at the U.S. Census Bureau and indicate analogous (and often better) improvements at some of the 
European agencies.  The reduction in programming and clerical-review resources and the amount 
of time needed to implement a survey seem quite remarkable but have been independently 
repeated in all of the aforementioned countries in addition to others.  In all situations, the 
implementers of the generalized methods have been able to demonstrate that the new methods 
quantifiably improve the quality of microdata. 
  Throughout this paper, we assume that there is a single file or set of files that can be accessed 
and easily used by the analyst/programmer using the generalized software.  We do not cover 
issues of data capture in which a survey form or collection instrument are used to get data in a 
suitable form in computer files.  We do, however, touch on the skills that managers in an agency 
need to foster to develop generalized systems and assure that the methods can be applied by a 
number of individuals (possibly after suitable training).  Winkler and Hidiroglou (1998) have 
described the individual technical skills of successful teams that developed and later 
implemented the generalized methods on multiple surveys.    
   The outline of this paper is as follows.  In the second section, we give general background on 
the Fellegi-Sunter model of record linkage and the Fellegi-Holt model of edit/imputation.  We 
describe why their theoretical models solved problems that earlier methods did not.  We indicate 
the significant advances in algorithms that have made production systems exceptionally fast and 
some newer advances that are even more powerful.  We provide more details of implementations 
of the methods in actual production environments.  Advantages of the general production 
software are the ease of applying the methods in new situations, the embedding of valid, high 
quality methods in software, and the drastically reduced need for programming and clerical 
resources.  In the third section, we discuss some alternative methods, summarize issues related to 
the profound errors that the errors can have on analyses, and give some details on management 
issues.  In the final section, we provide concluding remarks. 
 



2  Background 
   In this section, we describe background about the advantages of the Fellegi-Sunter model of 
record linkage and the Fellegi-Holt model of edit/imputation. 
 
2.1  The Fellegi-Sunter model of record linkage 
   Fellegi and Sunter (1969) provided a theoretical model for record linkage methods introduced 
by Howard Newcombe (Newcombe et al. 1959, 1962).  They also provided methods for 
automatically computing optimal matching parameters (probabilities) without training data.  At 
the simplest level, we may wish to match two files A and B using name and address information.  
An agreement pattern γ might be whether a pair in the product space A × B agrees or does not 
agree on corresponding fields such as first name, last name, house number, and street name.  We 
partition the product space A × B into the set of matches M and set of nonmatches U.    
    Newcombe, a geneticist, used odds ratios of the form 
 
  )|(/)|( UPMPR γγ= .                                                                                                       (1) 
 
 Newcombe’s decision (classification) rule R is 
 
      R1.  If R  > Tμ, then designate pair as a match. 
 
      R2.  If Tλ ≤ R ≤ Tμ, then designate pair as a possible match 
        and hold for clerical review.                                                                                                      (2) 
 
      R3.  If  R < Tλ, then designate pair as a nonmatch. 
 
Newcombe’s rule agrees with intuition.  If γ consists primarily of agreements on different fields, 
then γ is likely to occur more often among matches than among nonmatches (R1).  If γ consists 
primarily of disagreements, then γ is likely to occur primarily among nonmatches rather than 
matches (R3).  Fellegi and Sunter proved (1969, Theorem 1) that, given a fixed upper bound μ of 
the rate of false matches and fixed upper bound λ on the rate of false nonmatches, the decision 
rule is optimal in the sense that it minimizes the in-between (i.e., clerical review) region R2.  The 
cutoffs Tλ and Tμ are determined by the error rates λ and μ, respectively. Further, Fellegi and 
Sunter (1969) showed, under a conditional independence assumption, how to estimate the simple 
yes/no (agree/disagree) probabilities when only three fields are considered.  They also provided 
other methods of estimating matching parameters (probabilities) without training data. 
 
2.1.1  A real-world problem and new methods 
    For the 1990 U.S. Decennial Census, Hogan and Wolter (1988) introduced a method of 
adjusting the Census for undercount and overcount.  The method required that all individuals in a 
sample of Census blocks (geographic region representing approximately 70 households) be re-
enumerated and matched to the main Census.  A capture-recapture method (Sekar and Deming 
1949) would be used to estimate population counts.  Hogan and Wolter initially believed that the 
computer matching error would exceed the total of the remaining error due to six other error 
sources that they had identified.  The solutions and their successes in the initial application and 
later applications are described below. 



    Winkler (1988) provided an EM algorithm for estimating simple yes/no probabilities for 
situations of more than 3 matching fields, gave methods for automatically estimating frequency-
based weights for some strings that were adjusted to the overall EM weights, and gave an 
enhancement to string comparator methods introduced by Jaro (1972).   With frequency-based 
weights (called value-specific weights by Newcombe), names such as ‘Garcia’ and ‘Martinez’ 
might automatically be down-weighted in areas such as Southern California where they are 
among the most common.  In areas such as Minneapolis, the names would be automatically up-
weighted because ‘Garcia’ and ‘Martinez’ are relatively rare in those regions.  The string 
comparators were necessary because of the high typographical error rate due to transcription, 
keying, and other errors in some files being matched.  For instance, based on 1988 Decennial 
Census Dress Rehearsal data (truth decks from clerical review, field work, and adjudication), 
Winkler (1990a) noted that approximately 25% of first names and 15% of last names among 
matches could not be brought together with exact character-by-character matching.  Winkler 
(1989a) had also noted that the optimal matching parameters of the form P(agree field | M) 
varied significantly across regions (particularly from an urban region to an adjacent suburban 
region).   
   Table 1 provides an illustration of the cost and time-savings of the production software.  The 
numbers from 1990 (that are complete) are extrapolated to the numbers from the 1988 Dress 
Rehearsal and to numbers suggested by Hogan and Wolter if only clerical review instead of 
automated procedures were used. 
 
Table 1.   Resources for US Decennial Census Matching 
 
                               clerical               computerized_ 
                                          1988         1990 
   _______________________________________ 
  # clerks                 3000               600             200 
  # month                    6                 1.5               1.5 
  false match   
    rate                         5%             0.5%            0.2% 
  computer match 
  proportion          0%             70%          75%  
  
With the (semi-)automated procedure of 1988 and 1990, match status of clerical pairs (i.e., those 
below the upper cutoff and above the lower cutoff) were determined via a quick review of 
individuals in corresponding households.  Most of the clerical pairs consisted of individuals in 
the same household who were missing both first name and age.  The only way to distinguish 
individuals in the same household (who typically agree on characteristics such as last name, 
street name, house number, and telephone number) was to compare first name or age. 
 
2.1.2  Other applications 
   Combining a set of lists to produce a frame for an agricultural survey or census is known to be 
a significant problem.  Agricultural entities can be corporations, partnerships, or individuals.  
The U.S. Department of Agriculture (USDA) introduced separate methods (Coulter 1977) for 
matching corporations, partnerships, and individuals but had difficulty matching across the 
respective sublists.  The Census Bureau (which previously did the Agriculture Census that is 
now in USDA) began with twelve lists containing approximately 16 million records.  The initial 



unduplication was via a corporate id (Employer Identification Number or EIN) for companies or 
SSN (social security number) for individuals and most partnerships.   After the initial phase of 
unduplication on the unique identifiers, 6 million records remained that needed to be 
unduplicated via name and address matching. 
   Table 2 illustrates the improvements between the Agriculture List Development in 1987 and 
1992.  In 1992 a modified version of the generalized matching software was used along with 
name standardization software developed for the 1982 and 1987 agriculture operation and 
address standardization software from the 1990 Census.   The first improvement was in the speed 
of the operations.  The entire computer matching operations needed less than three weeks and the 
overall matching (including semi-automated clerical review of potential duplicates developed by 
Agriculture programmers) added a few more weeks.  In comparison, the entire 1987 operation 
lasted more than 3 months.  Based on large field validations, the final files in 1987 contained 
approximately 10% duplicates whereas the final files in 1992 contained approximately 2% 
duplicates.  In fact, the 1992 files contained less duplication after the automated matching and 
prior to the clerical review than the 1987 files.  With 10% duplicates in a survey frame, it is 
exceptionally difficult to produce reliable totals and other estimates.     
 
Table 2.  Updating and unduplicating an agricultural survey frame  
                Identify duplicates in 6 million records from 12 lists 
 
  _______________________________________ 

duplicates            6.6%         12.8% 
 

potential  
         duplicates              28.9%         19.7% 
 

final file 
          duplication           ~10%           ~2% 
 

clerical              75 clerks       6500 person 
          resources        for 3 months     hours 
     ___________________________________ 
 
   As a further quality improvement, the high-quality name standardization routines (embedded) 
in thousands of lines of 1987 Agriculture Census FORTRAN processing code were extracted and 
placed in parameter-driven C routines.  These general routines make it straightforward for 
economists and statisticians to use the software because they only need to know the name of the 
input file and the location of the free-form name information.  The standardized outputs are 
placed in a set of columns at the end of the output file.  These generalized routines (and 
generalized routines developed by the Geography Division for address standardization) are 
available to individuals within and without the Census Bureau.  Prior to the creation of the name 
standardization routines, virtually all individuals in other areas of the Census Bureau were 
unaware of the high quality name standardization routines developed by the Agriculture 
Division. 
 
2.2  Edit/Imputation 
   Edit/Imputation is a methodology for filling-in missing values and for replacing contradictory 
values with values that do not cause a record to fail edits.  The edit methods of Fellegi and Holt 



(1976) were the first to assure that a record could be ‘corrected’ in one pass.  Prior to Fellegi and 
Holt, records would be ‘corrected’ for failing certain edits and then fail other edits that they did 
not originally fail.  By ‘correcting’ a record, we mean changing a number of values in fields that 
would cause the ‘modified’ record to pass all edits.  Fellegi-Holt generalized systems have 
significant advantages.  The first is that the edits are all contained in easily modified tables and 
that the logical consistency of the entire set of edits can be checked prior to the receipt of 
production data.  The second is that the main optimization routines (integer programming for 
finding the minimal number of fields to change) never need to be changed for new data from 
different surveys.  Classical edit/imputation often required hundreds (or thousands) of edit rules 
that took months of time for teams of subject-matter specialists to develop and for programmers 
to write the code.  The systems sometimes did not assure that ‘replacement’ values in edit-failing 
records would cause a record to pass edits.  Instead, the systems required that analysts 
(sometimes large teams for months) clerically review, change a record, resubmit it to the edit 
software, and iterate until the record passed edits. 
 
2.2.1  Fellegi-Holt systems are exceptionally fast to implement and improve data quality  
   Early Fellegi-Holt systems were Statistics Canada’s GEIS (Generalized Edit/Imputation 
System) system and the later SPEER (Structured Programs for Economic Editing and Referral) 
system from the Census Bureau.  Both were designed for continuous economic data.   In a head-
to-head comparison, Kovar and Winkler (1996) demonstrated that both GEIS and SPEER could 
be installed in less than one day.  The primary reason for the rapid edit/imputation system 
creation is that the set of edits were known and could be quickly placed in the edit tables.  This 
rapid system development is in contrast to many months of time to write a system from scratch 
as is typical in the classical situation.  Further, without any clerical follow-up, each system 
produced comparably high quality output files that satisfied all edits.  As a further example of 
rapid system development, Winkler (1999) applied the DISCRETE edit/imputation system to 
two small demographic surveys in less than half a day on each. 
   Statistical agencies often did not develop Fellegi-Holt systems due to the difficulty of integer-
programming methods for the main optimization algorithms and the speed of the resultant 
software.  These situations are no longer true.  Statistics Canada (BANFF for continuous – 
successor to GEIS – Mohl et al. 2005 and CANCEIS – Bankier 1991, 2000 for discrete data and 
some other types of data), Census Bureau (SPEER – Draper and Winkler 1999 and DISCRETE – 
Winkler 1997), Statistics Netherlands (CherryPi, De Waal 2003a-d for general data – continuous 
and discrete simultaneously), and ISTAT (Bruni et al. 2001a,b, 2003, 2004, 2005- primarily 
discrete) have all developed systems that are fast, can be maintained, and are applied to multiple 
surveys. 
   In a very dramatic demonstration, Garcia and Thompson (2000) showed that a Fellegi-Holt 
system was able to edit a large economic survey with complicated, interlaced edit patterns in less 
than 24 hours.  In contrast, a team of 12 analysts took 6 months to ‘correct’ the data and changed 
three times as many fields. 
 
2.2.2  Additional implementation issues and research problems 
   Fellegi and Holt (1976) indicated (for discrete data) that, after the minimal number of fields to 
change had been determined, hot-deck could be used for imputation of missing values.  Much 
recent work has shown that hot-deck does not reliably preserve joint distributions of data (see 
e.g., Little and Rubin 2002).  As a hot-deck example, a record of 10 fields may need to have 



three values imputed which necessitates that matching be performed on seven fields (associated 
with non-missing values).  Typically, there are no donors that match on seven fields, on an a 
priori selected set of five fields, and often on three fields. The method of reducing the number of 
fields on which to match is typically done in ad hoc guesses with no detailed evaluation of the 
effects on joint distributions.  If the matching is only on a subset of variables, then the joint 
distributions are compromised.  The method of Little and Rubin (2002) for building a 
multinomial model of the data under the missing-at-random assumption yields a valid model 
from which matching draws are assured to satisfy joint distributions and allow variance 
estimation.  Variance estimation is not always easy or even valid with hot-deck.   
   Winkler (2003) has shown how to connect (actually embed in a larger modeling framework) 
the imputation methods with the edit methods.  He has further shown how the missing-at-random 
assumption can be eliminated when there is auxiliary data that is available for the nonignorable 
missing data situation because the generalized fitting algorithms (Winkler 1990, 1993 – 
originally developed for more difficult record linkage problems) allow additional (logical) 
restraints.  
   An open issue related to the imputation is speeding up the iterative-fitting algorithms in the 
basic multinomial modeling when there are more than 12 fields and extending the modeling 
ideas to continuous data.  Both Bruni (2004, 2005) and Winkler (2003) have suggestions for 
putting the continuous data in discrete form by separating it into a suitable number of equal-sized 
intervals.  The advantage of the ideas is that general loglinear modeling methods (e.g. Bishop, 
Fienberg, and Holland 1975) can be used in a ‘turn-the-crank’ method to get valid limiting 
distributions.  At present, there are no general methods (i.e., turn-the-crank) for continuous 
distributions.  Di Zio et al. (2004, see also Thibaudeau and Winkler 2003) have provided more 
elementary methods of imputation based on Bayesian networks that (nearly) automatically create 
the models.  These Bayesian networks methods demonstrably improve over hot-deck because 
they approximately preserve joint distributions.  Bayesian network software is readily available 
(sometimes as free-ware). 
 
3  Discussion 
   We break the discussion into several components.  In the first, we discuss some widely-used 
alternatives (or supplemental methods) to the Fellegi-Holt edit/imputation methods.  In the 
second, we provide two rules about data error and a vision for how a suitably skilled 
analyst/programmer (almost single-handedly) might ‘clean’ the data.  The third component 
covers management issues in relation to developing technical skills. 
 
3.1  Other edit/imputation methods 
   Many individuals have suggested using selective editing (Hidiroglou and Berthelot 1986, 
Latouche and Berthelot 1992, Des Jardins 1998) that are based on exploratory-data-analysis 
(EDA Tukey 1977) and closely related graphical principles.  The basic idea of the first two 
methods is to target the most important aggregates (or closely related alternative aggregates) 
produced by a survey.  To significantly limit clerical review, only the most important records are 
sent to follow-up.  All three methods will also sometimes locate ‘errors’ or anomalies that might 
not be located via Fellegi-Holt methods where the edit rules are determined a priori by subject-
matter specialists.  
   Both De Waal (2003d) and Winkler (1999) have suggested using the selective editing methods 
for additional review after a set of data has been processed by Fellegi-Holt methods.  The 



Fellegi-Holt methods provide a complete, ‘corrected’ data file in which all records satisfy the a 
priori set of edits that are typically specified by subject-matter specialists.  At present, there is 
considerable anecdotal evidence that analysts do not know how to ‘correct’ records in a reliable, 
consistent manner that improves aggregates in a set of microdata.  There have been absolutely no 
studies that demonstrate the situations in which a suitably trained set of analysts might reliably 
‘correct’ data to improve its overall quality.  These observations suggest that it is best to reduce 
the amount of manual editing (from the amounts that are currently done on many surveys) unless 
there is some quantifiable improvement in certain estimates that must be produced from the data 
file. 
 
3.2  Two rules of thumb and a vision 
   The first rule is: 
 
T1.  Frame errors due to omissions and duplication can yield greater errors in data than all other 
sources of error combined.  
 
The second rule is: 
 
T2.  Edit/imputation error (when there are no frame errors) can yield greater errors in data than 
all other sources of error combined. 
 
The first rule of thumb is consistent with Hartley (1962, 1974) in terms of agriculture frames and 
even with the frame/unduplication projects with which this author has been involved.  The 
second rule of thumb can occur when a substantial amount of values of data fields are in error.  
This particularly happens with some economic surveys when a small proportion (say 1-5%) of 
records has values in fields that are in error by a factor of ten (both too large in some records and 
too small in other records). 
    Most individuals who use the data for analysis assume that the frame and the associated values 
in data fields are correct.  They typically have no way of determining whether frame 
(coverage/unduplication) and edit/imputation errors are occurring.  We do note that errors are 
often discovered by analysts when the computer outputs associated with a study clearly contain 
severe errors.   
 
Vision: A suitably skilled analyst/programmer with generalized record linkage and 
edit/imputation software can reasonably quickly ‘clean’ a data file or set of data files so that the 
resultant data are of higher quality than data produced using the classical methods. 
 
The vision is consistent with the author’s experience in which Fellegi-Holt edit/imputation 
methods and Fellegi-Sunter record linkage methods have been developed (primarily installed) in 
a few days for smaller survey situations.  We note that none of these methods can (easily) 
overcome situations when there are significantly problems in data capture.  Data-capture 
problems can occur when a survey form, keypunch software, or computer-assisted interviewing 
software are not as well designed or implemented as they might be.  Other problems similar to 
data-capture problems can occur when files are obtained from different sources (such as other 
areas of an agency, other statistical agencies, or commercial organizations) that have neither the 



resources nor the know-how to effectively clean-up their data.  There are many situations where 
certain data fields are not cleaned up because the fields are not used in a day-to-day basis. 
 
3.3  Management issues 
   Statistical agencies need to develop individuals and teams with suitable skills for building 
generalized systems that can be applied to a variety of surveys.  Winkler and Hidiroglou (1998) 
describe some of the skills and several successful projects at Statistics Canada and the U.S. 
Census Bureau.  In the edit/imputation area, agencies may need one or more individuals with 
substantial knowledge (theoretical and methodological) and programming skills in integer 
programming, set covering algorithms, and logic programming.  For imputation, it is likely that 
statisticians may need to develop some new methodological skills and possibly do associated 
programming.  For instance, developing discrete-data imputation models as in Little and Rubin 
(2002) primarily requires basic knowledge of loglinear modeling (Bishop, Fienberg, and Holland 
1975) and iterative proportional fitting using EM-type methods.  While such skills are widely 
used among computer scientists and university statisticians, the skills are often little known in 
statistical agencies. 
   In the record linkage area, although the Fellegi-Sunter model is based on straightforward 
hypothesis testing, almost all the skills needed for implementation are computer science.  The 
skills involve extraction of information (i.e., comparable strings) from semi-free-form text such 
as names, addresses, and dates-of-birth (particularly when not in comparable formats), string 
comparators for dealing with typographical error, methods for comparing records in enormous 
files (1011 – 1013), unsupervised methods of learning without training data, and other skills. 
   Winkler and Hidiroglou (1998) further observed that it is often difficult for different groups 
within an agency to use methods and code from other parts of the agencies.  Individuals 
(computer programmers, statisticians, and others) are seldom given training and direction on how 
to develop modules of code that can be relatively easy to use even with other members of their 
own programming teams.  It is often difficult for the programmers and statisticians to 
communicate concepts effectively because the statisticians have little understanding of the 
programming concepts and the programmers have little understanding of many of the advanced 
methods.  Neither programmers nor statisticians have understanding of the types of algorithms 
needed to implement fast production systems. 
   In terms of basic institutional knowledge, it is very unusual in most agencies to find individuals 
(either statisticians or programmers) who can explain how hot-deck (a main component of the 
widely used classical methods) was developed and refined on a particular survey.  Although it is 
well-known that simple variants of hot-deck can significantly improve hot-deck implementations 
with particular types of survey data, seldom are there individuals who can explain if different 
variants were tested.  In many situations, it is difficult to find individuals who have any training 
from other individuals who have developed valid hot-deck methods or know how to eliminate 
some of the errors that often occur in hot-deck. 
    If agencies do not have certain basic technical skills in terms of the best available theory and 
methods and of ways of developing efficient computer algorithms, it is not clear how the 
agencies can identify important improvements that they need to make in the overall methods that 
they use.  As an instance, an agency may have significant need for suitable i/o (industry and 
occupation) coding methods that can be used on a variety of surveys.  The agency may be totally 
unaware of the most efficient new methods in the machine learning literature and how to 
implement them effectively.  Although agencies do considerable sampling (one variable 



typically), most surveys need to provide multiple estimates.  Can the agencies determine 
effective multi-variable sampling methods and how to implement them?    
 
4.  Concluding Remarks 
   This paper provides background on the significant savings in terms of skilled person resources, 
clerical review resources, and time of using generalized systems based on the Fellegi-Sunter 
model of record linkage and the Fellegi-Holt model of edit/imputation.  The methods also 
produce final data files that are of quantifiably higher quality than most data files produced by 
classical methods. 
 
1/ Disclaimer: This report is released to inform interested parties of research and to encourage 
discussion. The views expressed are those of the author and not necessarily those of the U. S. 
Census Bureau.   
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