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# The Asymptotic Distribution of The Likelihood Ratio Test for a Change in the Mean 

Abbreviated Title: Likelihood Ratio Test for Change

## John M. Irvine

 $\hat{6}$Summary
A likelihood ratio test is one technique fordetecting a shift in the mean of a sequence of independent- normal random variables. If the time of the possiblechange is unknown, the asymptotic null distribution of thetest statistic is extreme value, rather than the usualchi-square distribution. The asymptotic distribution isderived here under the null hypothesis of no change.
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1. Introduction

This discussion examines the problem of testing for a change in the mean of a sequence of independent normal variates, where the time of a possible change is unknown. The asymptotic distribution of the likelihood ratio statistic is derived. Shaban (1980) presents a bibliography of related problems.

Let $Y_{1}, Y_{2}, \ldots . Y_{N}$ be independent normal random variables with means $\mu_{i}$ and equal variance $\sigma^{2}$. The inferential question under consideration is to test $H_{o}: \mu_{i}=\mu$ for all $i$; against $H_{1}: \mu_{i}=\mu_{1}$ for $i \leq \nu$ and $\mu_{i}=\mu_{2}$ for $i$ $>v$ is unknown. Calculation of the likelihood ratio statistic $\lambda$ for this problem is straight-forward and can be found in Hawkins (1977). Using a recursive integral equation, Hawkins produces a table of fractiles for the likelihood ratio statistic. Arguing heuristically, he asserts that $(-2 \log \lambda)^{1 / 2}$ converges to an extreme value distribution. Unfortunately the heuristic argument does not yield the correct normalizing constants for the distribution. The asymptotic result presented here resolves this question.
2. The Asymptotic Distribution

Let $Y_{1}, \ldots . Y_{N}$ be as in the previous section and consider the testing problem presented. First examine the case where $\sigma^{2}$ is known and, without loss of generality, let $\sigma^{2}=1$. Define

$$
\begin{aligned}
& S_{0}=\sum_{i=1}^{N}\left(Y_{i}-\bar{Y}\right)^{2} \\
& S_{1}(v)=\sum_{i=1}^{v}\left(Y_{i}-\bar{Y}_{1}\right)^{2}+\sum_{i=v+1}^{N}\left(Y_{i}-\bar{Y}_{2}\right)^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
& \bar{Y}^{\prime}=(1 / N) \\
& \sum_{i=1}^{N} Y_{i} \\
& \bar{Y}_{1}=(1 / v) \sum_{i=1}^{v} Y_{i} \\
& \bar{Y}_{2}=[1 /(N-v)] \sum_{i=v+1}^{N} Y_{i}
\end{aligned}
$$

Note that $S_{0}$ is the residual sum of squares under $H_{o}$ and $S_{1}(v)$ is the residual sum of squares under $H_{1}$ given $\nu$. Then the likelihood ratio statistic $\lambda$ can be written as
(2.1) $\quad-2 \log \lambda=S_{o}-\inf _{1 \leq \nu<N} S_{1}(v)$

When $\sigma^{2}$ unknown, the likelihood ratio statistic is

$$
\lambda=\inf _{1 \leq v<N}\left[\frac{S_{O}}{S_{1}(v)}\right]^{-N / 2}
$$

For $\sigma^{2}$ known the asymptotic null distribution of $-2 \log \lambda$ is given by:

- Theorem 2.1: Let -2 log $\lambda$ be as in equation (2.1) and suppose $H_{0}$ is true. Then

$$
\begin{aligned}
& \lim _{N+\infty} p\left[(-2 \log \lambda)^{1 / 2}<(2 \log \log N)^{1 / 2}+\frac{\log \log \log N}{2(2 \log \log N)^{1 / 2}}\right. \\
& \left.\quad+\frac{w}{(2 \log \log N)^{1 / 2}}\right]=\exp \left[\frac{-2 e^{-w}}{\pi^{1 / 2}}\right]
\end{aligned}
$$

Proof: Several lemmas are needed to establish the theorem.

Lemma 2.2: For the testing problem under consideration:

$$
-2 \log \lambda=\max _{1 \leq v<N} \quad \frac{1}{(1-v / N)(v / N)}\left[\frac{\sum_{i=1}^{v} Y_{i}}{N^{1 / 2}}\right]^{2}
$$

where $y_{i}=Y_{i}-\bar{Y}$.
Proof of lemma: Follows directly from (2.1).
The next lemma will utilize the properties of the Ornstein-Uhlenbeck process and Brownian bridge.

Definition 2.3: A continuous stochastic process $U(t)$ is called an Ornstein-Uhlenbeck process if $U(t)$ is stationary, Markov and Gaussian with $E[U(t)]=0$ and $\operatorname{Cov}[U(t)$, $U(s)]=\exp (-|t-s|)$ for any real $t$ and $s$.

Definition 2.4: A continuous Gaussian process $B^{\circ}(t)$ on

- [0,1] is called a Brownian bridge if $B^{\circ}(t)=B(t)-t B(1)$ where $B(t)$ is a standard Brownian motion on $[0,1]$.

Lemma 2.5: Let $Y_{1}, \ldots, Y_{N}$ be defined as above and let

$$
W_{N}^{*}=\sup _{s \varepsilon S_{N}}|U(s)|
$$

where $U(S)$ is an Ornstein-Uhlenbeck process and $S_{N}{ }^{+}$is a set defined below. Then $W_{N}^{*}$ has the same distribution as $(-2 \log \lambda)^{1 / 2}$

Proof of lemma:
The result will be established by comparing (-2 log ג) $1 / 2$ to a Brownian bridge, which is related to the Ornstein-Uhlenbeck process by a simple transformation. The definition of $\mathrm{S}_{\mathrm{N}}^{+}$will be constructed in the process.

First note

$$
\sum_{i=1}^{v} y_{i}=\sum_{i=1}^{v} e_{i}-(v / N) \sum_{i=1}^{N} e_{i}
$$

where $e_{i} \sim$ i.i.d. $N(0,1), i=1, \ldots$ N. Since $e_{i}$ is Gaussian, $\left\{N^{-1 / 2} \sum_{1}^{\nu} Y_{i}, \nu=1, \ldots, N-1\right\}$ and $\left\{B^{\circ}(t), t \varepsilon T_{N}\right\}$ have the same joint distribution where

$$
T_{N}=\left\{\frac{1}{N}, \frac{2}{N}, \ldots, \frac{N-1}{N}\right\}
$$

Similarly, the two sets of random variables $\left\{[(1-t)(t)]^{1 / 2}\right.$ $\left.B^{\circ}(t), t \in T_{N}\right\}$ and $\left\{[(1-v / N)(v / N)]^{1 / 2} N^{-1 / 2} \varepsilon^{v} Y_{i}, v=1\right.$, ..., $\mathrm{N}-1\}$ have the same joint distribution.

For the Brownian bridge there exists an OrnsteinUhlenbech process $U(s)$ on the real line satisfying

$$
B^{O}(t)=[t(1-t)]^{1 / 2} U\left((1 / 2) \log \left(\frac{t}{1-t}\right)\right)
$$

Let

$$
s_{N}=\left\{s \left\lvert\, s=1 / 2 \log \left(\frac{n}{N-n}\right)\right., n=1, \ldots, N-1\right\}
$$

Then $W_{N}=\sup [(1-t) t]^{-1 / 2}\left|B^{\circ}(t)\right|$ has the same distribuLion as $\sup _{\operatorname{sed}_{N}}^{\operatorname{te} T_{N}}|U(s)|$.

Define $\mathrm{S}_{\mathrm{N}}^{+}$by

$$
S_{N}^{+}=\left\{s^{+} \mid s^{+}=s+1 / 2 \log (N-1), s \varepsilon S_{N}\right\}
$$

Then $\sup _{\operatorname{ses} S_{N}}|U(s)|$ and $\sup _{s \varepsilon S_{N}^{+}}|U(s)|$ have the same distributron. Therefore (-2 $\log \lambda)^{1 / 2}$ has the same

- distribution as $W_{N}^{\star}=\sup _{s \in S_{N}}|U(s)|$.

Lemma 2.6: Let $U(s)$ be an Ornstein-Uhlenbeck process defined for $s \geq 0$.
Then

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} P\left[0<s<\log (N) \operatorname{lu(s)|<(2\operatorname {log}\operatorname {log}N)^{1/2}+\frac {\operatorname {log}\operatorname {log}\operatorname {log}N}{2(2\operatorname {log}\operatorname {log}N)^{1/2}}} \begin{array}{r}
\left.\quad+\frac{w}{(2 \log \log N)^{1 / 2}}\right]=\exp \left[\frac{-2 e^{-w}}{\pi^{1 / 2}}\right]
\end{array} .\right.
\end{aligned}
$$

Proof of Lemma:
Using some results from Darling and Erdos (1956), the lemma follows easily. Let

$$
T(\alpha)=\sup \{t \mid U(\tau)<\alpha, 0 \leqq \tau \leqq t\}
$$

In other words $T(\alpha)$ is the time at which $U(t)$ first crosses a.

Darling and Erdos (1956) show that

$$
\lim _{a \rightarrow \infty} P\left[T(a)>\frac{(2 \pi)^{1 / 2}}{a} e^{a^{2} / 2} z\right]=e^{-z}
$$

- And if

$$
\frac{(2 \pi)^{1 / 2}}{\alpha} e^{\alpha^{2} / 2} z=\log N
$$

then, as $N+\infty$,

$$
\begin{aligned}
a= & (2 \log \log N)^{1 / 2}+\frac{\log \log \log N}{2(2 \log \log N)^{1 / 2}}-\frac{\log \left(\pi^{1 / 2} z\right)}{(2 \log \log N)^{1 / 2}} \\
& +\circ\left(\frac{1}{(\log \log N)^{1 / 2}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} P\left[\sup _{0<s<\log (N)} U(s)<a\right]=\lim _{N \rightarrow B} P[T(a)>\log N] \\
& =e^{-z} \quad=\exp \left[\frac{-e^{-w}}{\pi l / 2}\right]
\end{aligned}
$$

where $w=-\log \left(\pi^{1 / 2} z\right)$. Using the above expression for $a$ produces:
$-\quad \lim _{N \rightarrow \infty}\left[\sin _{0<s<\log (N)}|U(s)|<(2 \log \log N)^{1 / 2}+\frac{\log \log \log N}{2(2 \log \log N)^{1 / 2}}\right.$

$$
\left.+\frac{w}{(2 \log \log N)^{1 / 2}}\right]=e^{-2 z}=\exp \left[\frac{-2 e^{-w}}{\pi^{1 / 2}}\right]
$$

The next lemma requires some additional notation:

$$
\begin{aligned}
& S_{K}=1 / 2 \text { log } K\left(\frac{N-1}{N-K}\right) \\
& N(\alpha)=\text { an integer such that } U\left(S_{X}\right)<a, \quad K<N(a) \\
& U\left(S_{K}\right) \geq a \text { for } K=N(\alpha) \\
& K(\alpha) \text { is the integer such that } S_{K(a)-1}<T(\alpha) \leqq S_{K(a)} \\
& \text { (Recall } T(\alpha) \text { is the time } U(t) \text { first crosses } a) . \\
& L(a)=S_{K(\alpha)}-S_{K(\alpha)-1}
\end{aligned}
$$

$$
\mu(a)=\frac{(2 \pi)^{1 / 2}}{a} e^{\alpha^{2} / 2}
$$

Lemma 2.7:
There exists $a(N)$ a function of $N$ such that

$$
\lim _{N \rightarrow \infty} \frac{\alpha}{(2 \log \log N)^{1 / 2}}=1
$$

and $\log N(a) / T(\alpha) \rightarrow 1$ as $N+\infty$.

Proof of lemma:

- The lemma will be established by showing that $P[K(\alpha)$ $\leqq N(\alpha) \leqq K(\alpha+\varepsilon)]+1$ as $N+\infty$, where $\varepsilon$ is a suitable fundtron of $N$. The lemma will follow from this expression. Two results from Darling and Erdos (1956) are used:

1. $\lim _{\alpha \rightarrow \infty} P[T(\alpha)>\mu(\alpha) Y]=e^{-Y}$
2. $|T(\alpha+\varepsilon)-T(\alpha)| \rightarrow 0$, as $N \rightarrow$ where $\varepsilon=1 / \alpha^{2}$.

Note that $N(\alpha) \geq K(\alpha)$ by definition, so it suffices to show

```
(2.6)
\(P[N(\alpha) \leqq K(\alpha+\varepsilon)] \rightarrow 1\)
as \(\varepsilon+0, \alpha \rightarrow \infty\). Let \(\varepsilon=1 / \alpha^{2}\).
```

To establish (2.6), calculate:

$$
\mathrm{q}=\mathrm{P} \quad \mathrm{~N}(\alpha)>\mathrm{K}(\alpha+\varepsilon) \left\lvert\, \mathrm{T}(\alpha)>\frac{\mu(\alpha)}{\alpha}\right.
$$

$$
\text { For } K>2 \text { note }(N-K+1) /(N-1) \leqq K /(K-1) \text { and }(N-1) /(N-
$$

$K) \leqq K$ 。
Hence:

$$
L(\alpha)=S_{K(\alpha)}-S_{K(\alpha)}-1
$$

$$
=-1 / 2 \log \left(\frac{(K(\alpha)(N-1)}{N-K(\alpha)}\right)-1 / 2 \log \left(\frac{(K(\alpha)-1)(N-1)}{N-K(\alpha)+1}\right)
$$

$$
\leqq \log K(a)-\log (K(a)-1)
$$

$$
\leqq \frac{2}{K(a)}
$$

Also

$$
\begin{aligned}
& T(\alpha) \leqq S_{K(\alpha)} \\
&=1 / 2 \log \quad K(\alpha) \frac{N-1}{N-K(\alpha)} \\
& \leqq \log K(\alpha) \\
& \Rightarrow \quad 1 / K(\alpha)<e^{-T(\alpha)}
\end{aligned}
$$

So for $T(\alpha)>\mu(\alpha) / a$ this implies

$$
\begin{aligned}
L(\alpha) & \leqq 2 \exp \left[\frac{-\mu(\alpha)}{\alpha}\right] \\
& =2 \exp \left[-(2 \pi)^{\left.1 / 2 / \alpha e^{\alpha^{2} / 2}\right]}\right. \\
& =\psi(\alpha)
\end{aligned}
$$

The event $N(\alpha) \geq K(\alpha+\varepsilon)$ implies that $U(t)$ having

- reached $a+\varepsilon$, has decreased below a in a time span less than $\psi(a)$. Recalling that the ornstein-Uhlenbeck process is stationary:

$$
q \leqq P[U(\psi(a))<a \mid U(0)=\alpha+\varepsilon]
$$

The conditional distribution of $U(\psi(a))$ given $U(O)=$ $\alpha+\varepsilon$ is normal with mean $(\alpha+\varepsilon) e^{-\psi(a)}$ and variance $1-e^{-2 \psi(\alpha)} \leqq 2 \psi(\alpha)$. Therefore

$$
\mathrm{q} \leqq\left(2 \pi \xi^{2}\right)^{-1 / 2} \exp \left(-\xi^{2} / 2\right)
$$

where

$$
\begin{aligned}
\xi & =\frac{(\alpha+\varepsilon) e^{-\psi(\varepsilon)}}{\sigma(\alpha)} \geqq \frac{(\alpha+\varepsilon) e^{-\psi(\alpha)}}{(2 \psi(\alpha))^{1 / 2}} \\
& \geqq \frac{\varepsilon}{2(\psi(\alpha))^{1 / 2}} \text { for } \alpha>\alpha_{0} \\
\text { Since } \varepsilon & =1 / \alpha, \varepsilon /(\psi(\alpha))^{1 / 2} \rightarrow \infty, \text { implying } q \rightarrow 0 .
\end{aligned}
$$

Setting $y=1 / a$ and using the result of Darling and Erdos (1956) we see that $P[T(\alpha)>\mu(\alpha) / \alpha]+1$ as $N \rightarrow \infty$. Hence $P[K(\alpha)<N(\alpha)<K(\alpha+\varepsilon)] \rightarrow 1$. Further, note that the - result of Darling and Erdos implies that $T(\alpha) \rightarrow \infty$, as $a \rightarrow$ $\infty$ 。

Now consider for $a \rightarrow \infty$ the equation:

$$
\mu(\alpha) z=\log N+z
$$

The solution is

$$
\begin{aligned}
a= & (2 \log \log N)^{1 / 2}+\frac{\log \log \log N}{2(2 \log \log N)^{1 / 2}}-\frac{\log \left(\pi^{1 / 2} z\right)}{(2 \log \log N)^{1 / 2}} \\
& +0\left(\frac{1}{(2 \log \log N)^{1 / 2}}\right) \quad \\
\Rightarrow \quad & P[T(a)>\log N] \rightarrow e^{-z} \quad \text { as } N+\infty
\end{aligned}
$$

$$
\Rightarrow \quad T(a)=\log N+o_{p}(1)
$$

## Now recall

$$
\begin{gathered}
S_{K(\alpha)-1} \leqq T(\alpha) \leqq S_{K(\alpha)} \\
\Rightarrow(K(\alpha)-1) \frac{N+1}{N-K(\alpha)+1} \leqq e^{2 T(\alpha)} \leqq K(\alpha) \frac{N-1}{N-K(\alpha)}
\end{gathered}
$$

For large $N,(N-1) /(N-K(\alpha)) \doteq N /(N-K(\alpha))$. So

$$
\begin{aligned}
& e^{2 T(\alpha)} \leqq K(\alpha) \frac{N}{N-K(\alpha)} \\
\Rightarrow & K(\alpha) \leqq e^{2 T(\alpha)} / 1+\frac{e^{2 T(\alpha)}}{N}
\end{aligned}
$$

Similarly

$$
K(\alpha) \leqq e^{2 T(a)} /\left(1+\frac{e^{2 T(\alpha)}}{N}\right)+1
$$

So for large $N$

$$
X(\alpha)=e^{2 T(a)} /\left(1+\frac{e^{2 T(a)}}{N}\right)+\delta \quad 0 \leqq \delta<1
$$

Substituting for $T(\alpha)$ implies that $|N(\alpha)-K(\alpha)|=$ $0_{p}(1)$. Recalling

$$
S_{K}=1 / 2 \log \quad K\left(\frac{N-1}{N-K}\right)
$$

we obtain

$$
S_{K(\alpha)}=\log K(\alpha)+o_{p}(1)
$$

And $T(a)+\delta_{1}=S_{K(\alpha)}$ for $0 \leq \delta_{1}<1$, implying $T(a)=\log$ - $K(a)-\delta_{1}+0_{p}(1)$, for large $N$. Hence

$$
\frac{\log K(a)}{T(a)+\delta_{1}+0_{p}(1)} \rightarrow \quad \text { as } N+\infty
$$

Recalling expression (2.6) we obtain, for $0 \leq \delta_{2}<1$ :

$$
P[K(\alpha) \leqq N(\alpha) \leqq K(\alpha+\varepsilon)]+1
$$

$$
\Rightarrow \quad P\left[\frac{\log K(a)}{T(a)+\delta_{1}+0_{p}(1)}\left(T(a)+\delta_{1}+0_{p}(1)\right) \leqq \log N(a) \leqq \frac{\log N(a)}{T(a+\varepsilon)+\delta_{2}+0_{p}(1)}\right.
$$

$$
\begin{gathered}
\left.\left(T(\alpha+\varepsilon)+\delta_{2}+0_{p}(1)\right)\right] \rightarrow 1 \\
\Rightarrow \quad P\left[1+\frac{\delta_{1}}{T(\alpha)}+\frac{0_{p}(1)}{T(\alpha)} \leqq \frac{10 G N(\alpha)}{T(\alpha)} \leqq \frac{T(\alpha+\varepsilon)}{T(\alpha)}+\frac{\delta_{2}}{T(a)}+\frac{0_{p}(1)}{T(\alpha)}\right]+1
\end{gathered}
$$

Recall the result of Darling and Erdos (1956), namely that $|T(\alpha+\varepsilon)-T(\alpha)|^{\boldsymbol{P}} 0$. This implies $T(\alpha+\varepsilon) / T(\alpha) \stackrel{P}{+} \mathbf{1}^{\mathbf{P}}$ and therefore

$$
\frac{\log N(\alpha)}{T(\alpha)} \stackrel{P}{+} 1 \quad \text { as } N \rightarrow \infty
$$

The preceding lemmas enable us to establish Theorem
2.1, which states
$=\quad N^{\lim m_{\infty}} P_{H_{0}}\left[(-2 \log \lambda)^{1 / 2} \leqq(2 \log \log N)^{1 / 2}+\frac{\log \log \log N}{2(2 \log \log N)^{1 / 2}}\right.$

$$
\left.+\frac{w}{(2 \log \log N)^{1 / 2}}\right]=\exp \left[\frac{-2 e^{-w}}{\pi^{1 / 2}}\right]
$$

To see this, consider:

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} P\left[\sup _{v}\left[\frac{v}{N}\left(1-\frac{v}{N}\right]^{1 / 2}<a\right]=\lim _{N \rightarrow \infty} P\left[\begin{array}{l}
\sup _{\operatorname{seS}_{N}^{+}} U(s)<a
\end{array}\right]\right. \\
&=\lim _{N \rightarrow \infty} P[N(a)>N] \\
&=\lim _{N \rightarrow \infty} P[T(\alpha)>\log N] \\
&=\lim _{N \rightarrow \infty} P\left[\sup _{O<s<\log N} U(s)<a\right.
\end{aligned}
$$

$$
=e^{-z}
$$

where

$$
\begin{aligned}
a=(2 \log & \log N)^{1 / 2}+\frac{\log \log \log N}{2(2 \log \log N)^{1 / 2}}-\frac{\log \left(\pi^{1 / 2} z\right)}{(2 \log \log N)^{1 / 2}} \\
& +\circ\left(\frac{1}{(2 \log \log N)^{1 / 2}}\right)
\end{aligned}
$$

Substituting $w=-\log \left(\pi^{1 / 2} z\right)$ and recalling

$$
\sup _{\nu}\left[\frac{\nu}{N}\left(1-\frac{\nu}{N}\right)\right]-1 / 2 N^{-1 / 2}\left|\frac{\nu}{\Sigma} Y_{i}\right|=(-2 \log \lambda)^{1 / 2}
$$

and

$$
\lim _{N \rightarrow \infty} P\left[\sup _{0<s<\log N}|U(s)|<\alpha\right]=e^{-2 z}
$$

Yields the desired result.
For $\sigma^{2}$ unknown the same asymptotic distribution holds under $H_{0}$, as demonstrated by:

Theorem 2.7:

Let $Y_{1}, \ldots, Y_{N} \sim$ i.i.d. $N\left(\mu, \sigma^{2}\right)$ and let

$$
\lambda=\min _{1 \leq v<N}\left[\frac{S_{0}}{S_{1}(v)}\right]-N / 2
$$

Then

$$
\begin{aligned}
\lim _{N \rightarrow \infty} P & {\left[(-2 \log \lambda)^{1 / 2} \leqq(2 \log \log N)^{1 / 2}+\frac{\log \log \log N}{2(2 \log \log N)^{1 / 2}}\right.} \\
& \left.+\frac{w}{(2 \log \log N)^{1 / 2}}\right]=\exp \left[\frac{-2 e^{-w}}{\pi^{1 / 2}}\right]
\end{aligned}
$$

Proof of theorem:
Essentially -2 $\log \lambda$ can be written as the sum of two terms, one of which behaves asymptotically like -2 log $\lambda$ when $\sigma^{2}$ is known. The other term in $O_{p}((\log \log N) / N)$ and can be ignored.

Note:

$$
\begin{aligned}
-2 \log \lambda & =\sup _{1 \leqq v<N}-N \log \left(S_{1} / S_{0}\right) \\
& =\sup _{\nu}\left[\frac{S_{0}-S_{1}}{N^{-1} S_{0}}\right]+\operatorname{supN}_{\nu} 0\left(\frac{S_{0}-S_{1}}{S_{0}}\right)^{2}
\end{aligned}
$$

$b$

Note $S_{0}=\hat{N \sigma}_{H_{0}}^{2}$ is consistent for $\sigma^{2}$, implying

$$
\begin{aligned}
-2 \log \lambda & =\sup _{v}\left[\frac{S_{0}-S_{1}}{\sigma_{H_{0}}^{2}}\right]+o_{P}\left(\frac{\log \log N}{N}\right) \\
v & \sup _{v}[(1-v / N)(v / N)]^{-1}\left[\frac{\sum_{i=1} Y_{i}}{s_{H_{0}} N^{1 / 2}}\right]^{2}+o_{P}\left(\frac{l \propto g}{N}\right)
\end{aligned}
$$

The result now follows from Theorem 2.1.
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