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1. Introduction 

In the National Crime Survey (NCS) conducted by the Bureau of the Census for 

the Bureau of Justice Statistics, a sampled household is interviewed every 

six months for three years. The first of the seven interviews, the bounding 

interview, is used only to set a time frame in order to avoid duplicating 

reported crimes on subsequent visits. The estimated crime levels and rates 

that are computed from the NCS are based on the last six interviews only. 

For further detail on the rotating panel design, one can refer to the Bureau 

of the Census documentation (see reference). At the interview, the victim- 

izations that occurred during the past six months are reported. As a result, 

all the reports on victimizations that occurred during the year of interest 

are not collected until June of the following year. 

The Bureau of Justice Statistics is interested in producing preliminary annual 

estimates as early as possible. That is, the goal is to predict the final 

estimate of the annual crime level obtained when all the needed interview 

reports are collected. In that sense, the "true" value is not the population 

crime level, but its final estimate. In this paper, the population crime level 

is not mentioned at all, and the final estimate of the crime level is sometimes 

referred to as just the crime level. Moreover, by considering interviews up 

to January of year t+l, the suggested methods might seem to predict the number 

of victimizations that occurred in the past, i.e., year t; however, the "true" 

value will not be known until June of year t+l; hence, the word "prediction" 

rather than "estimation" is often used. 

The method that has been used for the 1983 preliminary estimates (BJS Bulletin, 

June 1984) considers the collection year, that is, includes in the estimation pro- 

cedure all the crimes that were reported in interviews conducted in the year of 
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interest regardless of whether they occurred during that year. Wakim (1984) 

describes this method in more detail and compares it to the regression approach. 

The results showed that the simple linear regression model tends to lead to 

smaller relative prediction errors on the average. In this paper, three methods 

within the regression approach are described (section 2). Section 3 proposes 

several methods for obtaining preliminary annual estimates by combining predic- 

tions from regression and time series models. In Section 4, these methods are 

applied to two types of crime and compared to other methods based on regression 

alone or time series alone. The methods are not restricted to this particular 

problem; they can easily be applied in any situation where the dependent vari- 

able is different for each time unit. 

The chart (at the end of the report) shows the interviewing pattern. Each X 

represents all victimizations that took place during the specified month of 

occurrence and were reported during the specified month of interview. The 

chart also illustrates the fact that it takes six months of interview (e.g., 

May through October) to obtain complete data for a single month (the April 

victimizations). Similarly, all of the December victimizations are not 

available until June (of the following year). Moreover, if we were to collect 

all reports only through the January (of the following year) interviews, we 

would only have a small part (about one sixthI) of the December occurrences, 

about two sixths of the November occurrences, and so on up to about five 

1It is not exactly one sixth because of: (1) sample fluctuations; and (2) the 
recall bias, that is the fact that the number of victimizations reported seems 
to vary inversely with the length of time between occurrence and reporting. 
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sixths of the August occurrences. On the other hand, the reports on victimiza- 

tions that occurred during the months of January through July (of the year 

of interest) would all be available. 

For this analysis, the first step is to set the last month of interview through 

which all reports will be collected. Considering the interviews only up to 

December is not recommended since absolutely no information on the December 

occurrences would be known. Throughout this paper, the interviews up to 

January are considered. The suggested methods still apply if interviews 

up to February or later are considered. 

8 
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2. The Regression Approach 

Let W denote the annual crime level of the year of interest when all the 

needed reports are available. This represents 72 X's in the chart or 

equivalently the sum of the 12 monthly crime levels (January - December) 

where each month of occurrence is represented by 6 X's (read vertically). 

Let Z1 denote the crime level for the months with complete data, i.e., 

January through July. Z1 is represented by the sum of 42 X's (7 months 

of occurrence x 6 X's read vertically). On the other hand, let Z2 denote 

the crime level for the months with incomplete data, i.e., August through 

December (W = ;11 + Z2). r;! is represented by the sum of 30 X's (5 months 

of occurrence x 6 X's read vertically). 

Finally, we let z2 denote the number of crimes that occurred during the 

months with incomplete data (August - December) and that were reported in 

interviews conducted up to January (of the following year); z2 is represented 

by the sum of 15 X's (5+4+3+2+1). 

The regression approach basically tries to predict W given Zl and z2. 

The data used to fit the models and obtain estimates of the parameters 

consist of the monthly levels from January, 1973 to December, 1982, broken 

down by month of interview. 

2.1 Predicting the annual crime level directly 

A direct way to predict the annual crime level W using a regression approach 

is by considering (% + z2) as the independent variable and writing 

W- :A (21 + 22 ) + AbA + eA 

= C;A + e,j 
8 

where CA and bA are the parameters of the regression line; their estimates 
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h n 
CA and :A are obtained by fitting the line through the 10 data points; WA 

is the annual crime level prediction; and E[eA] = 0. 

Note: eA is 

error term, i 

considered as the predicting error rather than the usual 

n the sense that it may include the uncertainty associated 

with the parameter estimates. The variance of eA , which is the prediction 

variance, may therefore be a function of Z1 and 22 depending on whether 

we assume the estimates of the parameters to be their true value. 

2.2 Predicting the crime level for the period with incomplete data 

Instead of predicting the annual crime level directly, one can predict Z2 

which is unknown and add this prediction to 21 which is known. We consider 

two methods: 

(1) Sum of the monthly levels: 

The regression model for predicting Z2, from z2 can be written as 

where 2~ and hbB are the parameter estimates, 
h 
Z2 the prediction of the crime 

level for the months with incomplete data and eg the predicting error (same 

comment for eD as for eA) with E[eg]=O. 

Now, we can write the annual crime level as 

where ;B is the annual crime level prediction. 

(2) The monthly levels separately: 

The idea is to use separ,ate regression lines to predict the levels of the five 

months with incomplete data (i.e., Aug - Dee). Let Yt+i denote the crime level 
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for month t+i; this corresponds to the 6 X's in the chart for the specified 

month of occurrence. Let xt+i denote the partial crime level for month t t 

that is, for t = 7, 19, 31, 43, . . . . xt+l corresponds to the sum of the f i 

5 X's for August, xt+2 to the sum of the first 4 X's for September and so 

up to xt+5 corresponding to the first X for December. Note that after th e 

,i ; 

rst 

on 

reports from the January (month t+6) interviews are collected, x +l,.*., 
5 

xt+5 

are known; moreover, for that particular year of interest, 22 = Cxt+i. 
i =l 

The regression model for each of the 5 months can be written as 

A A 

Ytti = Ci Xt+i + bi + et+i 

= it+j + etti 

i =l **..s 5 

where Zi and ti are estimates of the parameters , ̂ x t+i the predicted monthly crime 

level and ei the predicting error, i=1,...,5. 

Note: For a fixed i,- each of the 5 regression equations is fit to 10 data 

points, that is for t=7, 19, 31, 43, 55, 67, 79, 91, 103, 115. 

(Recall: The data consist of 120 monthly levels.) 

We can therefore predict Z2 by 22 
5 n 

= C Xt+i and the annual crime level by 
i=l 

SC = Zl + i2 

where W 
5 

= ic t ec 

and ec = C et+i. 
i =l 

8 



3. The Time Series/Regression Approach 

3.1 Time series model 

The regression approach tries to predict the final annual crime level from the 

known part of the data. When fitting the regression lines, the pattern that 

monthly crime levels might follow is completely ignored. A Bureau of Justice 

Statistics report (1980) showed that several types of crime do in fact follow 

seasonal patterns. Their occurrences can, therefore, be described quite 

appropriately by a time series model. Including such information may lead to 

more accurate predictions and smaller prediction variances. 

For such a type of crime , a time series model can be written as 

C 
j=O 

aj Yt-j = Et a, = 1 

where Et, Et-1 ,... are uncorrelated random variables with mean zero and 

.common variance 

For the moment, 

02. 

let Yt denote the monthly crime level for July. Then, with 

interviews up to January, Yt, Yt-I ,... are known and the five predictions 

for August through December can be written as 

Yt+i = it(i) + et(i) i=l 9***9 5 
CI 

where Yt(i) is the prediction for month t+i and et(i) the prediction error 

associated with it(i). The crime level for the period with incomplete data 

can be written now as, 

5 

z2 = ;2 + C et(i) 
i=l 

where + = C Y,(i), and the annual crime level as 
i=l 

5 
W = (ZI + ;2) + C et(i) . 

i=l 
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There are two main disadvantages associated with using the time series model 

alone: the first one is that the forecasting variance increases very rapidly 
5 

with the lead time; as a result, the variance of C et(i) is expected to be 
i=l 

large. The second is that it ignores the part of the data that is known, 

namely 22. One solution is a method that combines the time series and 

regression models. But first, a few assumptions about the models' prediction 

error terms need to be made. 

3.2 Assumptions about the correlation between the error terms. 

Let's recall first the different models considered so far with their corres- 

ponding error terms: 

For predicting the annual crime level directly: W = :A ($“z)) +:A + eA 

For the sum of the monthly levels: 

h 
For the monthly levels separately: Yt-i = Zi xt+i + hbi + et+i = Xt-i + et-i i=l l.'.P 5 

5h 5 

12 =C Xt+j +eC 
i=l 

where eC = C et+i 
i=l 

Time series model: 
OD 

Yt = - C ajYt,j + Et 
j=l 

Yt+i = it(i) + et(i) i=l,...,5 

5n 5 

g2 = C Yt(i) tIElet . 
i=l *= 

Given the data, estimates for the covariances between any pair of error terms 

can be obtained. However, in each of the regression models, only 10 observed 

residuals are available. Consequently, any test of the significance of 

their correlation has low power and subjective decisions about their covari- 

antes would be based also on what these error terms represent. 
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This paper makes the following assumptions: 

(1) eA andizlet(i) are correlated. 

; 
(2) eB and C et(i) are correlated. 

i=l 

(3) The error terms from regression line i (for the monthly levels separately) 

are serially uncorrelated for every i=l s***s 5. 

The Durbin-Watson test was used to detect a certa 

(see Draper and Smith, 1981). The conclusion was 

of zero correlation for all lags. But again, for 

this test is not reliable and 

in type of seri 

to not reject 

a sample size 

its power very small. For this reason, the 

al correlation 

the hypothesis 

equal to 10, 

idered as an assumption rather than the resu of serial correlation is cons 

a statistical test. 

lack 

1t of 

(4) et.+1 and et+j are correlated, for i,j=l,...,S. 

The prediction error terms from the regression lines for the monthly levels 

reflect the way the new sampled group recalls the incidents as compared to 

the ones from the previous years. So if a particular group tends to have a 

consistently stronger (or weaker) recall bias, the error terms for five 

consecutive months would tend to be at least of the same sign. Moreover, 

in the methods described later, both cases of zero and nonzero correlation 

were considered and the final results were considerably different. 

(5) etti and Ettj are correlated for i=j and uncorrelated for ifj, i, j=l 9*--Y 5. 

The key question is whether there is any relation-between the previous monthly 

levels and the pattern with which the household members recall incidents i.e., 

with respect to small versus large recall lags. The presumption is that even if 

there is such a connection, it would be weak for the same month (i.e., et+i and 

Et+i) and negligible for two different months (i.e., et+i and Et-j, ifj). 

Statistically, the hypothesis of zero correlation was not rejected. 
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Note: The fifth assumption can be relaxed, namely, assume that et+i and &t+j 

are correlated for ifj; the methods described below would still be applicable; 

only the computations would be more complex. 

3.3 Combination at the annual level 

Using the input variable xt, the typical time series/regression model can be 

written as (see for example, Box and Jenkins, 1976): 

Yt = 6 Xt !*,at 

where-Yt and xt are defined as in the previous sections, B is the backshift 

operator, e(B) and 4(B) are polynomial functions in B, 6(B) is a differ- 

encing operator, and at is white noise. Bell and Hillmer (1983) discuss this 

model in detail and give actual examples. However, for the NCS preliminary 

estimates problem, the input variable is not the same for each of the five 

months with incomplete data (August through December). Therefore, the 

above model does not apply and other methods need to be investigated. 

The basic idea of the models suggested in this paper is to linearly combine 

the regression and time series predictions in an opt imal way, in the sense 

of minimizing the variance of the final error term. These models basically 

differ in terms of the level at which the combinatio n is made. The first 

method combines the prediction of the annual crime level from the regression 

model, namely WA (section 2.1) with the one from the time series model, name 
5 

Z1 + C Y,(i). In other words, we express the new annual crime level predict 
i=l 

as 

Y 

on 

i&r,, + (1-K) ($ + c" ?t(i)) . 
i=l 
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The new error term becomes, 

= Ke,y, + (1-K) ( : et(i)) . 
i=l 

In this case, the optimal value of K is 

var (Zet(i)) - cOV (eA, cet(i )) 
K= 

Var (eA) + Var (cet(i)) - 2 COV (eA, zet(i)) 

and the corresponding optimal value of the variance of the new error term is 

var (ei) = 
var (eA) . var (zet(i )) - cov2 (eA, cet(i )) 

Var (eA) + Var (zet(i)) - 2 COV (eA, zet(i)) 

which is smaller than each of the variances Var(eA) and var (Zet(i)) 

(for a proof, see for example Bates and Granger, 1969). 

3.4 Combination of the crime levels for the period with incomplete data 

For each of the two linear regression models described in Section 2.2, we 

consider a corresponding combination model. 

(1) Sum of the monthly levels: 

This method combines the prediction of the crime level for the period with in- 

complete data from the regression line, namely 52 (from section 2.2, method (1)) 

5b 
with the one from the time series model, namely C Yt(i) and then adds the combina- 

i=l 
tion to ;c1 in order to obtain the new annual crime level prediction ii. In other 

words, ii is expressed as 

where 6' 

Z2 = K;2 + (1-K)( z ̂ Yt(i)) . 
i =l 
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The new error term becomes 

= Keg + (1-K)( : e,(i)). 
i=l 

In this case, the optimal value of K is 

Vdr (cet(i)) - COV (es, Cet(i )) 

K = 

Var (eB) t Var (cet(i)) - 2 cov (eB, c et(i)) 

and the corresponding optimal value of the variance of the new error term is 

var (ei) = 
var (eg).var (zet(i)) - cov2 (eBs zet(i)) 

var (eB) + Var (cet(i)) - 2 COV (es, cet(i)) 

which'is smaller than each of the variances, var (es) and var (Zet(i)). 

. 
(2) The monthly levels separately: 

This method combines the sum of the monthly predictions from the five regression 
5, 

lines, namely C Xt+i (see section 2.2 , method (2)) with the corresponding sum from 
i=l 5 n 

the time series model, namely C Yt(i); the new prediction of Z2 is added to ;Zl in 
i=l 

order to obtain the final annual crime level prediction ii. In other words, ^wi 

is expressed as 

ii;= z1 + 2; 

where 

6’ 5n 

22 = K (izlXt+i) + (1-K) ( z" qt(i)) . 
= i=l 

The new error term becomes 

ed =w-j; = KeC + (1-K) ( z et 
i=l 

(i)) . 
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In this case, the optimal value of K is 

var Oet(i 1) - cov @et+f , Cet(i ) > 
K= 

var (Zet+i) + var (Zet(i)) - 2 cov (Eet(i), Cet+i) 

and the corresponding optimal value of the variance of the new error term is 

var(e& = 
var (Zet+i). var (Eet(i)) - cov' (Cet+i, Zet(i)) 

var (Cet+i ) + var (Zet(i)) - 2 cov (Cet+i, cet(i)) 

which is smaller than each of the variances, var (Zet+i) and var (cet(i)). 

Note: In this case, the error terms are correlated as a result of the correlation 

between et+i and et+i (section 3.2). 

3.5 Combination at the monthly level 

The third level at which a combination can be made is al! each of the five 

months with incomplete data. In this case, we need the predictions from the 

five separate regression lines of section 2.2 (2nd method) and the five fore- 

casts from the time series model. We propose three ways of combining these 

predictions. 

(1) Simple combination: 

For each month with incomplete data, its new prediction F;(i) is a linear 

combination of the monthly prediction from the regression (^xt+i) and time 

series (jt(i)) models. In other words, T;(i) is expressed as: 

F;(i) 
A 

= Ki Xt+i + (1-Ki) et(i) 

5 
i =l S...¶ 5. The final annual crime level prediction is written as 151 + C "v;(i). 

i =l 
The new error term is equal to 

W - (Z1 + Z ii(i)) 
5 

i =l 
= C e;(i) 

i=l 
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where e;(i) = Kiet+i + (10Ki)et(i). 

For each i, the optimal value of Ki is 

Ki = 
var (et(i)> - cov (ettj, et(i)> 

var (et+i) + var (et(i)) - 2 cov (et+i, et(i)) 

and the corresponding optimal value of the variance of e;(i) is 

var (e;(i)) = 
var (et-i). var (et(i)) - cov2 (et+i, et(i)) 

var &ii) + var (et(i)> - 2 cov (et+i, et(i)) 

i =l ,...,5; the variance of the error term associated with the final annual 
5 

crime level predictor is equal to the variance of the sum, C e;(i). 
i=l 

Notes: (1) var (e;(i)) < min var \et+i), var (et(i)) 
I 

(2) et(i) and et+i are correlated as a result of the correlation between 

et+i and ct+i. 

(3) e;(i) and e;(j) are corre 

between et+h and et+k, h, 

(2) Intertwined combination: 

lated as a resu It of the correlation 

k=l ,...,5, and between et+k and Et+k, k=l,...,S, 

The first of the five monthly crime levels, the August level, is predicted as 

in the simple combination. The new August prediction, G;(l), is used in the 

time series model to obtain the two-step-ahead forecast, $2). This forecast 
A 

is then combined with the September prediction, Xt+2, from the corresponding 

regression model. 
Al 

The new September prediction, Yt(2) is used in the time 
n 

series model to obtain the three-step-ahead forecast, Yt(3), and so on up 

to obtaining the new December prediction, T;(s). In other words, for 

the one-step-ahead forecast, the time series model of section 3.1 leads to 
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it(l) = - 
a0 

C aj Yttl-j 
j=l 

and the error term associated with it(l) is 

et(l) = Ytt1 - nyt(l) = Et+1 l 

The new August prediction is expressed as 

. 
$1) = K&+1 + (1-Kl) F,(l) 

and the error term associated with c;(l) is 

e;(l) = Yt+l - F;(l) = Klet+l + (l-Kl)et(l). 

The two-step-ahead forecast from the time series model is now 

((2) = 
QD 

- al;;(l) - C ajYtt-2.j 
j=2 

and the error term associated with Ft(2) is 

q(2) = - a&W + Et+2 l 

The new September prediction is expressed as 

‘;&I = K2 itt2 + (142) $2) 

and the error term associated with G;(2) is 

e;(2) = Ytt2 - i:(2) = K2 et+2 + (142) q&2) 

and so on, up to the five-step-ahead forecast from the time series model, 

namely 
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it(S) = - al C;(4) - a2 G;(3) 
aD 

- a3 i;(2) - a4 C;(l) - C 
j--S 

dj Yt+5-j 

and the new December prediction, 

F;(5) = KS itt5 + (l-KS) Ct(5). 

5 
The final annual crime level prediction is then equal to ZI + c "v;(f), and 

5 
the error term associated with it is C e;(i). 

i=l 

i=l 

At each step, the optimal Ki is chosen so as to minimize the variance of e;(i). 

(3) Minimizing the variance of the sum: 

An extension to each of the previous two methods is to express the variance of 

the error terms e;(i) in terms of all the Ki's and the estimated variances 

and covariances, and then find the value of the Ki's that minimize the variance 

of the sum. This extension for the case of the intertwined combination leads 

to a rather complicated minimization problem and is not studied in this paper. 

In the case of the simple combination, recall that the error term for the 

combined prediction is 

e& 1 = Kiet+i + (I-Ki) et(i) 

where et+i is the error term from the i-th regression line and et(i) is the 

i-step-ahead forecast error from the time series model, i=l, . . . . 5. The 

variance of the error term for the final annual crime level prediction is 

var (Ie;(i)) = var (C [Kiet+i + (l+) q(i)]) 

5 5 
= c C [KiKjcov(et+i 

i=l j=l 
,ettj) + (l-Ki)(l-Kj) cov (et(i Let(j)) 

+ Ki (1-Kj) COV (et+i ,et(j 1) + Kj (l-Ki) cov (et+j,et(i))] 
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In this case, the minimization problem is easily reduced to solving a system 

of five linear equations with the five unknowns KI s--*9 KS* 

3.6 Which combination to use 

The answer is the one with the smallest prediction error and since all the 

error terms have their expected value equal to zero, that translates, for our 

purposes, into the model with the smallest error variance. In this sense, the 

time series model, if it exists, is bound to improve the prediction error when 

its prediction is combined with the one from the regression model. So for the 

three regression models , namely at the annual level, the sum of the monthly 

levels and the monthly levels separately, their corresponding time series/ 

regression model will lead to a smaller error variance, respectively. 

Now the question becomes: which combination to use from among the time series/ 

regression models? The simple combination at the monthly level will lead to‘ 

a smaller variance than the one from the monthly levels separately for the 

period with incomplete data simply because more coefficients are considered 

with the same set of error terms. Moreover, the method that minimizes the 

variance of the sum will lead to a smaller variance than the one from the simple 

combination at the monthly level, by definition. 

So, from the ten models described in this paper (see Table 4.3 for a complete 

list of the methods discussed in this report), the choice is reduced to the 

following four time series/regression models: 

- at the annual level 

- for the period with incomplete data: (1) sum of the monthly levels 

- at the monthly level: (2) intertwined combination 

- at the monthly level: (3) minimizing the variance of the sum 
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At this point, it is not clear which model (or models) is "best". As will 

be seen in the applications of the next section, there appears to be no best 

model. The question of when is one model "better" than the other needs to be 

investigated. For practical purposes, one would choose the model that leads to 

the smallest estimated final error variance. 
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4. Applications 

Under the National Crime Survey program, the Bureau of Justice Statistics pub- 

lishes an annual report providing information on criminal victimization in the 

United States. In this paper, we consider two of the types of crime that are 

tabulated in the reports. 

4.1 Personal larceny without contact and total household crimes 

For each type of crime, the ten described methods of obtaining preliminary 

estimates were applied and compared (see Table 4.3 for a complete list of the 

different methods). 

(1) Personal larceny without contact: 

This type of crime is described as "theft or attempted theft, without direct 

contact between victim and offender, of property or cash from any place other 

than the victim's home or its immediate vicinity. Examples of personal larceny 

without contact include the theft of a briefcase or umbrella from a restaurant, 

a portable radio from the beach, clothing from an automobile parked in a 

shopping center, a bicycle from a schoolground, food from a shopping cart in 

front of a supermarket, etc." (Criminal Victimization in the United States, 

1981). Figure 4.1 is a plot of the monthly levels from January 1973 to 

December 1982. It is clear that the series is seasonal with peaks in the fall 

of the year and low points in the summer months. The mean of the series is about 

1,300,OOO victimizations per month and its standard deviation about 115,600 

victimizations. The estimated standard deviation of the white noise term of the 

time series model is about 50,800 victimizations. Table 4.1 shows the estimated 

variance of the forecast errors at each lead time using the five methods that 

lead to separate monthly predictions. For the regression model alone (I) and the 

time series model alone (II), the variance of the prediction error increases as 

the lead time increases. However, in the case of the three time series/regression 

1 
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models, the variance peaks at the 4th step-ahead forecast and decreases for the 

5th step-ahead forecast. As expected, the time series model alone led to the 

highest variances for each step ahead forecast. On the other hand, the simple 

time series/regression combination (III) consistently led to the smallest 

variances. The method that minimizes the variance of the sum (V) led to rela- 

tively high error variances for each prediction since it does not necessarily 

minimize the variance at each step. Table 4.1 also shows the coefficients 

Ki's of the regression predictions in the time series/regression models. 

The simple and intertwined combinations (III and IV) have similar coefficients 

because they both try to achieve the same goal, namely to minimize the variance 

at each lead time. 

Table 4.3 shows the estimated variance of the error term associated with the final 

annual crime level predictor which is equivalently the estimated variance of the 

sum of the error terms for each lead time. As expected, the variance from the 

regression models alone is higher than the one from the corresponding time series/ 

regression models. For the reasons explained in Section 3.6, the variance from 

the time series/regression model from the monthly levels separately (11,920x106) 

is larger than the one from the simple combination (11,219x106) which is, in 

turn, larger than the one from the method that minimizes the variance of the 

sum (10,537x106). By far, the largest variance was from the time series model 

alone (48,506x106). Among the regression models alone, the lowest variance 

was from the monthly levels separately (12,956x106). Among the time series/ * 

regression models, the lowest variance was from the one that minimizes the 

variance of the sum (10,537x106). Therefore, if we consider the "best" two 

models in their respective category, the reduction in variance is about 18.7% 

confirming the advantage of inkorporating a time series model. 
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(2) Total household crimes: 

The Bureau of Justice Statistics annual report describes this type of crime 

as "burglary or larceny of a residence, or motor vehicle theft, crimes that 

do not involve personal confrontation" (Criminal Victimization in the United 

States, 1981). Household larceny includes theft or attempted theft by someone 

with a right to be there, such as a maid, a delivery person, or a guest. 

Figure 4.2 is a plot of the monthly levels for the same period of time. It is 

clear that this series is seasonal too, with peaks in July and August when 

families leave their house for vacation and low points in January and February 

when people typically stay home. The mean of the series is about 1,500,OOO 

incidents per month and its standard deviation is about 205,300 incidents. 

The estimated standard deviation of the white noise term of the time series 

model is about 50,100 incidents. Table 4.2 shows the estimated variance of 

the forecast errors at each lead time. The figures differ from Table 4.1 in a 

few points. The first one is that in the time series/regression model that 

minimizes the variance of the sum (V), the variances do not follow the same 

pattern as in the other two combination models (III and IV). Moreover, among 

the time series/regression models, none consistently led to either the smallest 

or the largest variances. As for the coefficients of the regression predic- 

tions, the three time series/ regression models show similar values for each 

lead time, except for the one-step-ahead forecast. Table 4.3 shows another 

interesting difference between the two types of crime, namely that among the 

regression models alone, the model at the annual level ied to the smallest 

variance (13,508x106); the model for the monthly levels separately led to a 

considerably largest variance (26,801x106) which is due mainly to the large 

covariance between the error terms of the regression lines (Section 3.2, 4th 

assumptiin). On the other hand, among the time series/regression models, the 
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model that combines the sum of the monthly levels led to the smallest variance 

(12,161x106). Again, if we consider the "best" two models in their respective 

category, the reduction in variance is about 10%. 

4.2 Conclusion 

It is important to realize that the variance of the "best" regression model 

is theoretically larger than the variance of the "best" time series/regression 

model; in other words, what the previous tables have shown is not a special 

case resulting from the particular data used. On the other hand, we do need 

to know the variance of the variance estimates before making any general state- 

ments about the error term variance of the following four time series/regression 

models: 

- At the annual level 

- For the period with incomplete data: (1) sum of the monthly levels 

- At the monthly level: (2) intertwined combination 

- At the monthly level: (3) minimizing the variance of the sum 

For the personal larceny without contact, the fourth model led to the smallest 

variance. For the total household crimes the second model led to the smallest 

variance. The question is: is it statistically smallest or just chance varia- 

tion? The answer is not clear at this point. As was mentioned in Section 3.6, 

the next step is to investigate the instances when each model leads to a smaller 

variance. 

In the previous section, the comparison of the different methods was based only 

on the estimated variance of the error terms. A more thorough comparison should 

also involve the number of parameters estimated (including K or the Ki's) and 

the number of observations that were used to estimate the parameters. Criteria 

such as Akaike's AIC need to be computed. For the time series/regression models 
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this task is rather complex and is not carried out in this paper; however, 

for the sake of completeness, the number of linear parameters and the number 

of observations were included in Table 4.3. It is left to the reader to 

define his/her own criterion on which the comparisons should be based. 

Another important point to stress is that the time series/regression models 

described in this paper are applicable not only to the NCS problem, but to any 

time series/regression situation where the independent variable is different 

for each lead time and hence where the regular time series/regression model 

described in Section 3.3 would not apply. 

One final note is that with more data being available, the estimates of 

the regression and time series model parameters will be more accurate and 

so will the estimates of the variances and covariance of the error terms 

and the estimate of the optimal K. As a result, the final combined predic- 

tion will improve too. However, with the collection approach (mentioned in 

the Introduction), the predictions will not necessarily improve with time 

since, except for the previous year , all earlier observations are ignored. 
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CHART : NCS - Month of Interview by Month of Occurrence 

(X's denote months in the 6-month reference period) 
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TABLE 4.1 

Lead Time 

TABLE 4.2 

Lead Time 

Personal Larceny Without Contact - Estimated Variance of the Forecast 
Errors Using Different Methods (x106) 

(and the coefficients for the time series/regression models) 

Method Used* 

I II III IV V 

515 2582 499 499 842 
(Kl=1.097) (Kl=1.097) (Kl=1.543) 

682 3190 676 681 1230 
(K2=0.955) (K2=1.018) (K2=0.507) 

768 3748 750 762 1670 
(K3=0.928) (K3=0.949) (K3=1.442) 

1995 4042 1790 1845 2127 
(K4=0.768) (K4=0.724) (K4=0.471) 

2245 4231 1500 1657 1530 
(K5=0.657) (K5'0.616) (K5=0.726) 

Total Household Crimes - Estimated Variance of the Forecast Errors 
Using Different Methods (x106) 

(and the coefficients for the time series/regression models) 

Method Used* 

I II III IV V 

253 2513 187 187 1546 
(K1’0.856) (K1=0.856) (Kl=l.510) 

1503 3049 589 530 593 
(K2=0.621) (K2=0.590) (K2=0.645) 

2399 4062 1324 1308 1643 
(K3=0.615) (K3=0.530) (K3=0.405) 

2811 4206 1776 1863 1802 
(K4=0.605) (K4=0.528) (K4=0.667) 

3048 4565 1669 1806 1712 
(K5=0.592) (K5=0.523) (K5'0.519) 

* I - Regression approach : the monthly levels separately. 
II - Time series model alone. 
III - Time series/regression : simple combination. 
IV - Time series/regression : intertwined combination. 
V - Time series/regression : minimizing the variance of the sum. 
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TABLE 4.3 Estimated Variance of the Error Term Associated with the Final 
Annual Crime Level Predictor (x106) 

TYPE OF CRIME 
METHOD USED Personal Total # of # of 

Larceny Household Parameters1 Observations 
Without Contact Crimes 

Regression Alone: 

- At the annual level: 15,682 13,508 2 10 

- Period with incomplete data: 

(1) Sum of the monthly levels 14,087 14,627 2 10 

(2) Monthly levels separately 12,956 26,801 10 50 

Time Series Alone: 48,506 51,147 6. 120 

Time Series/Regression Combination: 

- At the annual level: 15,314 13,109 9 120 

- Period with incomplete data: 

(1) Sum of the monthly levels 13,600 12,161 9 120 

(2) Monthly levels separately 11,920 15,968 17 120 

- At the monthly level: 

(1) Simple combination 11,219 15,022 21 120 

(2) Intertwined combination 11,550 15,301 21 120 

(3) Minimizing the variance 10,537 13,874 21 120 
of the sum 

I The number of linear parameters estimated from fitting the models. 


