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Introduction 

The Census X-11 seasonal adjustment methcd is 2 widely used procedure that 

has been difficdt to understand from a theoreticaL point of view. In an attmpt 

to understand how X-11 might fit into the statistical frmemrk of signal amaction, 

Cleveland and Tiao (1976) found an ARD4.4 Mel for the observed unadjusted series 

for which the standard options of X-11 is appropriate. Hcmver, many series that 

are adjusted by X-11 do not follow the Cl2veland and Tiao mdel; consequently an 

appropriate question is: given an ARICM model for the unadjusted data, tit is 

an appropriate way to seasonally adjust the series? In 217 attempt to answer this 

question, Eox, Hillmer and Tiao (1978) began to develop an AREA mdel bas& 

-roach to seasonal adjusmxmt. The basic idea behind this approach is that there 

is info&ion in the unadjusted series about how the seasoral 'ad,juscrmt s,hculd be 

carried out and that this information should be ,FuLly exploited Ben seasonally 

adjusting a series. 'Ihe ideas in Box, Hillmr md Tiao (1978) are largely 

thecretical in nature 2nd prior to this project have not been tested on 2 large 

timber of actual series. Therefore, be rmin Furpose of this year's project has 

been to cmplete an 2zpirical coqarison involving the Mel based procedure given 

in Zox, HilLner a& Tiao (1978). 

Before proceeding ~2 s&hall briefly k&cat, = some of the rl-asons that nctivat2d 

us to cornpiete the e?lpirical stiy. First, 2 ccrnpatiscn cf the iricdel based apprcach 

with X-11 is irnpcrzant in order to evaluate the relative merits of the tm methcds. 

Second, as George Box has frequently pointed out, wz believ2 t&hat the mst rapid 

progress can be achieved if xe iterate 'betxeen thecry ar,d practic2. Since ~2 have 

an available mode.1 'based theory for seasonal ad,justxent, an iiiortant next st2p is 

to apply that trchmique to real data. At the begimicg of this project ~2 2xoected 
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to learn .mre about how the model based ap~rcach fits into the idea of seasonal 

adjustmnt so that'improvem nts can be mde. Finally, IS felt that it tvzs 

iqmtant to demnstrate that 2 model based approach is feasible for the Gmus 

Bureau. Even thmgh a model based approach is expensive in term of the time 

r2quired to mdel 2ach tim series, be believe that the advantages faroutweight 

the expmses. ~Lboeling the datais always agc& idea. It forces the-1 

builder to learn more abcut be data so that the data is seen in 2 different prspec- 

tive. r&&l building frequently provides tew insights about a data set that can 

be$elpful in whatever the data is to be used for. We have 2 bias against automatic 

StatisticaL r~2thcds because too cftcn an automatic methcd allows the user to do 

sunething~ithcut thinking; kenever this bappns w2 are likely to lose som 

infomation that rmy be inrportant. We beli2ve that one of the biggest advantagfr, 

to a xcdelhased seasonal ad&s-m technique is tbat it is mt automatic mdin 

contrast to an automatic rrethcd Ft forces the'user to think abcut the data. 

We next outline the structure of the remainder of this report. In part 1 we 

provide the theoretical details behind the ARD?A ,mx!el based seasonal adjustzent 

methcdueriinth2 empirical study. In part 2 we describe the ways in which -e 

have 2xte&ed tie ARMA tiii seties md2ls to mre appropriat2ly mdel scm of tie 

series that ?were considered in th2 study. In parZ 3 we r2~rt the restits cf the 

empirical study. Finally, in part LL we discu.ss 2 mnber of issues related to 

seasonaladjustxentthatarose during the year. We have written each part so that 

th2y 2r2 self contained 2s mch as possible. In paticuiar, the eqution numbers 

are relsvant only tYi*&in each ir&tidual pati. 
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I. 
. 

=Y 

the 

Part 1: AnARDfAkd2l Eased Approach to Seasonal Adjusarmt 

. . 

Introchu=tion 

Business and econcmic time series wntly -bit seasonality; this 

be&scri~asregular~~cdicfluctuationswhccfireoccrawith abxt 

same intensity each year. Many people argue that seasonality should be 

r2msv2d from ec0ncmi.c tim series so that the underlying trend is mre clearly 

discernable. As a result of this belief, a nmb2r cf procedures to s22sonaU.y 

2dustdat2 have teen developed, the mstwidelyus2dis the Census X-11 

procedure described in Shistin, Yovng and k&grave (1967). The X-11 program 

can be Vi24 as an~ricdllybased~thcddevelopedovermanyyears. The 

pnposc of this paper is to develop a model based apprcach to seasonal ad,&st- 
. . . 
m2nt based in part upon the years of experience implicit in the X-11 pracedure. 

It is assumed that an obsemble tize series at time t, Zt, can be 

repres2nted as 

zt = St + T, + NC 
(1.1) 

km? St, T, and Nt are mtually independent seasonal, tre& and noise 

components. It my be the case that 2 mre accurate reprzsentation for 2, 

tid 'ze the prcduct of St, T, and Nt. In this situation, however, the model 

(1.1) muld be appropriate for the logarithms of the original series. We 

shall also assme that Zt follows the mltiplicative fUUHA mdel. (Box and 

Jeans, 1970) 

$(B) 9(BS)Zt = e,(B) e(Bs)at (1.2) 

here B is the backshift operator, BZ, = ZtBl, o(B) is 2 polynomial in B of 

degree p a?d 9 (B') is 2 polynomial in BS of degree P both having tSeir zeros 

on or outside t.?12 -unit circle, ~(9; is 2 polynomial in B of degee q and 3 (3’j 

is a pAynomia1 in 3' of degree Q both having their 22~0s outside the 

tit circle, $(B) @(Es> and 3 (3) e(Bs) have no corm-m zeros, s is be 

. 



seasonal period 2nd th2 at 's are independent 2nd identically distriixted as 

N(O, ua 2). In xh& follows we shall denote ~(3) S(B') by S*(B) 2nd e(B) O(Bs) 

by e*(B). We assume in this paper that the parameters in (1.2) are known. 

The reason for restricting Z, to be generated by an AXIMA Mel is that, B=, 

Hillmer and Tiao (1978) have argued that the class cf AROMA models are flexible 

enough to describe the behavior of mmy actual economk series and that mIMA 

models have been used to succ2ssfully model 2 wide variety of the series data. 

In addition, Box and Jenkins (1970) have described methcds to build ARDi4 

,Gdels frcm zctual data. In practice there are situations tiere SlEdA dels 

may not be flexable emugh to adequately app roxiimte a particular data set, 

for &le 2 set of data may be 2ffecced by 2 stxike. However, in these 

situations ARLXA mcdels can frequently be appropriately modified to better 
. 

approxizxte reality, for instance intervention analysis, Box arA Tiao (1976), 

can be used to allow for stri’kes. 

Based upon (1.1) and (1.2), xe propose 2 proedura to estimate St 2nd Tt 

UliqEely. Properties of the procedme are explored. The procedure is illustrated 

on actual time series and the results are compared to those obtained by the 

Census X-11 izethcd. 

2. Properties of Seasonal and Trend Comments 

If in (1.1) the stochastic structures of St, T, 2nd Nt are knom then 

estimtes of St 2nd T, can be easily obtained (see hhittle,(1963)2nd Clexreland, 

(1972). In prcctice, however, neither St nor T, are observable so th2t it is 

impossible to coqletely specify their structxres. In contrast, since the 

Zi's are obserJ2bl2, tie stochastic stmctme of i!!s coqonent can 'ce 2czxrat2ly 

deterzked. Ii is iSer2fGre reasonable to 2~ect KS2i the 'hewn JtCChaSiiC 

structure cf 2 
i 
-will at l2asi par52lly ~etcrxine the smchsti.c SiYLCt;LrPS of 

S, and T=. This idea is mre 5U.y deveic@ in section 3, t-),cw~ver, ~2 E.ZSK 

inVeSiigat2 iSe pro-+rtLes tht I;e 2upecc the se2sonal ccmpment and iZ2nd. 
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components to haye. 

It is well knom tht the Cen,sus X-11 proc&ure my be appro&mated by 

a linear filter, for ir.stance see Young (1960) and su'allis (1974). One impor- 

tant feature of the fiker weights for both the trend and the seasonal ccqonents 

implicit in the X-11 method is' that the xeights applied to more rerrpveci obser- 

vations frm the current time period decrease. This feahxe was probably 

incorporated into the X-21 program because many series have both stochastic 

seasonal arxi stochastic trend components. In othert(;ords, the trend and 

seasonal ccmpnents terd to change over time so that the information abut t.h2 

current trend or seasonal is contained in the values of Zt close to current 

Therefor;, in developing a s2monal adjusmmt procedure wle ;ntst allow for 

stochastic trend and stochstic seasowl comqonems. 

time. 

2.1 Stcchastic Trerd 

We skall assume that the trend component, Tt, follows a model in t!ze 

XEA class. 

aT (B)T, = 'I(B)ct (2.1) 

svirere $T (B) and q(B) are plynomials in B and ct are i.i.d. X(0, ~~2). To 

allow for a stochastic trend compnent FE is required that T, be a nonstationary 
c 

mdel or equivalently that 3$T (B) have zeros on the unit circle. Box and 

Jeans (i970) have shown bat if $T (B> = (1-B) the forecast Lknction of (2.1) 

is an updated level and if * ,T (B) = (I-Bj2 th e f orecast -Function of (2.1) is 

d first order ~lynomia 1 bhose kvel ad slope are updated each ~eticd. krther- 

mre, it is xell 'Cohn that Edizations cf constationary time seri2s xander LhW$l 

the xi&. CO fixed .xean level. 

x2 next ccnsise ' r t&he trend cmpnent frcn Che frequexy dcmir. Fcr 

statlcria.rv tlrrE? 52tits, the sp2cti al s densiq -5uxxi.m of a trend cc.zonent 

Should be larg2 for the Low frepncies and re1ativeI.y smiler fcr z.he ?Lgh 



6 

frequencies. NOW the spectral density function of (2.1) if sT(B) = Y (B)(l-B)d 

is strictly speakhng not defined, however, We can define a pseudo spectral * . 

density function (p.s.d.f.) for (2.1) by 

5' ) 
2’ ' 

w = Qc rl (eLw) 17 (ewLW> (2.2) 

4 
? 

( eiw> 4T (esiw> 

Now the p.s.d.f. (2.2) is infinite for w = o and very large for small w. This 

is consistent with tit could be viewed as a stochastic trend componet.t. 

2.2- stochastic S2asonal 

Initially, it is more difficult to specify a mthmtical model to des- 

cribe the*seasonal. component than to describe the trend component. Hoxever, 

j&ging from considerations in the X-11 program it is evident that the seasonal 

ccmpnent shcuLd (i) be capable of evolving over time and (ii) be such that for 

an additive model, *&e sun of any s consecutive seasonal compcnents should be 

close to zero. It is again assumed that the seasonal ccqcxentis generatedby 

an Am!! rmdel. In particular, w2 shail show t&t the model 

(1 + B + . . . + B '-') St = U(B)St = 'u(B)bt (2.3) 

rwkre I(B) is a polyncmidl in B and b, ar2 iid. ??(o,ab 2, satisfies th2 

recpirecxznts (i) arid (ii). 

Since the polyncmial U(B) has all of its zeros on the unit circle, (2.3) 

is the mad21 for a nonstationary tiii series ati th2 s2asoPal compcnenc IAll 

evoive over tine. Also, E[U(B&] = E[?(B)bt] = 0; consequently the expected 

va.L~uz of the sum of any s consequtive seasonal cmpnents is zero. If in addi- 

don tie variance cf U(3)S, is relatively mall, then requireent iiij xi11 be 

satisfied -oy (2.2). 

It is aiso izfomative :o consider the ?sdf, fs(w), of tie Mel in (2.3) 
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It Can I2 SbWtl that f,(W) h&S the following properties: (ij f,(w) is infinite 

at the seasonal fre'quencies w = h forkPI, S . . . . [;I where [x] denotes the 

greatest interger less than or equal to x. (ii) f,(w) has relative minirrum 

n2art!!frequenciesw=Oandw= s (uc-l)n for k s 2 , . . . . I$. Therefore, 

the p.s.d.f of (2.3) has infinite power at -&e seasonal frequencies and relatively 

smill power away fran the seasonal frequencies. 

Eased upon the prec&ing discussion we have the folloting requirements 

for the p.s.d.f, f,(w) of a stochastic seasonal corqxnent. (i) f,(w) is in- 

finite at the m = [$I seasonal frequencies w = % for k = 1, . . . . m. (ii) 

f,(G) has exactly m relative mininun near the frequencies w = 0 and w = GE-l)lr s 

for k = 2, . . . . [f]. Note that ( ii guarantees that fs(w) will exhibit a ) 
* 

"smooth" behavior around ea& relative mininun. Therefore, we desire that 

f,(w) exhibit rrPnotonically decreasing behavior as w moves from one s2asona.l 

frequerxyto the local minirmnn and the exhibit monotonically increasing behavior 

as w approaches the next seasonal frequency. 

3. L&de1 3as2d Seasonal .tijustm2nt 

Detomwsition Weights for Knotvn Ccmwnent Hcdels 

In hhat follows, we assume the additive structure (1.1) and that tke 

obsemable Zt's follow the XIXA ,4el (1.2). In addition, the unobservable 

seasonal cvnent, St, follows the .MLMA model 

$,(BjSt = IF(B) (3.1) 

the unobservable trend cvnent, T,, follows the MIYA zdel 

+T(B)T, = s(3)Ct, (3.2) 

and the unobservable noise coorent X, follows the YA de1 

% = ,&)dt . (3.3) 
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Then Cleveland and Tiao (1976) show 

seasonal and trend 

St = .‘i w .z 
J"" J t-j = 

near the middle of 

cmponents at time t are 

&at the optim?? estimtes of the 

respectively 

W(B)Z, d Tt = j_ hjtt-j P h(B)Zt* For VdlJ2.S of t 

the observable data, the weight functions W(B) ard h(B) are 

"b2 
'J(B) = 7 

eT(B)y(B)+(F)y(F) 
(3.4) 

*a e*(B)e*(F) 

2 
=C 

h(B) = 7 
@h(Bhs(Fh(F) 

(3.5) 
a 
a e*(B)e*(Fj l 

Also, Cleveland (1972) ad Bell (1980) have shorn 

functions (3.4) ad (3.5) can be applied near the 

that the asympatic weight 

ends of the observed tL?le 

series byobtaini~gminirnmnmean squarred error forecasts of the furure and 

psr of the Zt series ad usiq the forecasts as if they were actual observations 

in the asyqxtic fomda. 

Because in practice the St, Tt and N, series are unobsemable, it is 

us&Lly unr22istic to assure that the models (3.1) - (3.3) are Imown as a 

result, the ger,erating hctions (3. 4) and (3.5) cannot be obtained ar.d the 
A 

estLmt2s $t and Tt cannot be calculated. We can, tmwever, get an accurate estimte 

of the model (1.2) from the observable Zt series. Cons2quently, it is of 

interest to inves:igate to tit extent a knom Mel for Z, will detemine the 
c 

ur&ls for the ccvnenr series. 

3.1 Restrictions man the Ccmment kdels 

Now (i.1) and (1.2) hqly -&at e*(B)at = $(3;3(i?)S, t s(BJP(B'>T, f 

q(a;o(sS)i?,. By taking the covariance generating 5sctLons of bcth sid2s of 
* 

this ecpticn it follows that ,T 2?3*(3)G*(F) = _b2 3 y!$~~~;m _ 

s‘ SL 
3 u - ,*i&(3) I%)?(F) - sd2 ?(3)a(3) ?(Fja(Fj ,P 
C 

a,(B) "T(F) (3.6) 
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We assume that o,(B) ard Q~(B) have no comrm zeros since in practice 

the only zeros that ws would expect to be cc&on to o,(B) and oT(B) would tie 

on the unit circle and Pierce (1979) gives reasons to rule these out. In this 

case it follows from (3.6) that o*(B) = ds(B) $T(B). If +s(B> gT(B) does not 

inchxk all of the zeros of q*(B) then e*(B) will have at least one zero in 

comon with o*(B) violating an assumtion in section 1. Conversely, let X be a 

zero of o,(B) 4T(B) ht not of o,(B). ‘Ihen (3.6) implies 

. 

a a2~*(B)~*(~~~TfB)~s(B)sToQ,(F) = u~~+*(B)$,(B)Y (Bh*(Fh,(F)u(F) 

+ ~c2~*(Bhs(B)~(B)m*(F)P5(F)~(F) + ~d2Q*(B)+T(BhS(B)o*(F)mT(Fhs(F) 

(3.7) 

Xow if X L: a zero of $s(B) and by assumption not a zero of sT(B) then 

&stit3&.ng X in (3.7) iiilies that Y(x) = 0 hi& contradicts the assmtion 

that Q,(B) and Y(B) have no ccmmn zeros. A similiar argment can be mde if X 

is a zero of $T(B). Therefore, it is etident that given the mdel (1.2) for Zt 

&t be &els for St axI T, are restricted so that the product of their awore- 

gressive plyntials, $s(B)$T(B), is equal to $(B). 

&zfOm, (3.6) reduces to 

._ .- 

o,~@*(B)~*(F) = ub21T(3)'?(B)~T(F)Y(F) + ~~~t,(B)l(a)rn~(F)~(F) 

+ ~d20,(B)~s(B)a(B)~T(F)~s(F)a(F). 
(3.8) 

3.2 A Par-icular ,kdel for Zt 

TO facilitate the developxnts that follw Fve first ccnsider be cas2 

id-iir2 1, 
i follows the partklar .mdel 

(1-B)(i-Bs)Zt = (1-;13)(l-~23s)at. (3.9j 
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Ve kmw that the product of the autoregressive polynomials of St and T, mst be 

equal to (l-E>(l-E?j. Therefore, a particular factorization of (I-B>(l-Ss) mst 

be cbscn. Based upn G'le discussion in sections 2.1 and 2.2 we take the model 

for the stochastfctrend to be 

(l-3)2 T, = q(B)ct (3.10) 

andthezdelfor the stochastic seasonal to be 

U(B)S, = u(B)bt . (3.11) 
-- 

It follows fmn (3.6) that 

. aa2(1-elB)(1-a2i3S)(l-e1F)(l-e2~) = ~b2(l-B)2~(B)(l-F)2'!(F) 

+ ac2 U(B)q(B)U(F)n(F) + ad2 (l-E)(l-BS)a(B)(l-F)(l-Fs)a(F) (3.12) 

Observe & for n(B), Y(B) and a(B) to be consistent with the Mel (3.9) these 

po1ymmial.s mJSt ?ze chosen so Gkt they satisfy equation (3.12). Any polync.mials 

G%t satisfy (3.12) -All be called acceotable mlvnomials and the resuLtLag de- 

ccqmsition will be called an acceptable ~xcmosition. Note that t-he largest 

peer of B on the left hand side of (3.12) is Scl, thus it follows that in 

general. the degree of 'Y(B) xi11 be S-LA, the de,gree of n(B) will be 2+k and t!!e 

degree of a(B) will be k, Also, if k>O then at least tm of the polynomials 

(l-3j2~!(a), U(3)q(B) axl (1-B>(l-B')a(B> rm~t have orders larger than ~1 a=d 

furthenmre tihe polyr,omia.Ls Y(B), q(B) and z(B) ;IR1St be chosen in a mnner so 

that the powers of B larger than se1 on the right ha& side of (3.12) exactly 

cancel. Therefore, even though strickly speaking b0 is possible, this case 

seea mrealistic acd we s&hall require the order of 'f(B) to be less than or 

2cpal to s-l, the order of ;l(a) to be less than or equal to 2, and Ehe order of 

o(B) equal to zero for the pafiicular xdel (3.9). 

15 both sides cf (3.X) are divided by (l-j)(l-asj(:-~)(~-~s) we &Cain 

~a2(l-ji3)(l-3135(i-S;F)(lilr'; 

(&B)(i-a")(;-?)(i-i) = U(B)UC'F) 

rc'n(B;~(F) 2 

(l-B)'(l-;,' 
- 'zd . (3.ij) 
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In equation (3.15) the left hand side is-'$obmand we wish to deternine the 

elements of the right hard side. One way to.proceed is to do a partial 

fractions decomposition of the left hard side of (3.15). For instance, a 

unique partial fractions expansion is 

u a2(1-elB)(l-e2BS)(l-elF)(~~2~) = 

(1-B>(l-B%-F)(f-F? 

(3.16) 

bhA Fessions for $*(B,F), q*(B,F) and ~3 are given in tfie aP?endix* Irrt 
. 

fs*(w) = :bz(eiw, e-y) and f+*(w) = q*(e",2e-LW)e . Then we note the 

U(eiw)U(e'rw) (1-e lW) (1-2-Lw)2 

following: (i.) For the partial fractions decomposition to correspond to 
. . 

stochastic mdels for St, Tt and 'Ut and hence an acceptable deconrposltlon, 

it is ~c+ed that fs*(w) 2 0, 5*(w) 10 for 0 2 w 2 R and c3 1 0. (ii) Other 

possible decorrapositions can be derived from (3.16) by adding constants to any 

or .ali of :s*(B F) 
U?*' 

net amunt added to 

c3 subject to the restriction that the 

all three expressions be zero. Consequently, if an i,xitial 

partial. fractions decomposition yields values of fs*(w) or fT*(w) or c3 btich are 

unacceptable then it my be possible to add consfants to these elemnts so &at 

they are all positive. In particular, if we let cl = omc*w < n fs*(w) and 
- - 

min 
"2 = O<w<a 

%*(w) then it follows that it is possible to create af least 

one acceptable decompxition A_ From an initial partial fractions decorqmsi:ion 

if and only if zl + ~2 + <3 10. (iii) If cl + c2 c c3 > 0 the9 it follows that 

there are an inCait number of ways to xdiP~ (3.i6) ax-d obtain acceptable 

deccrrpsitions. In this c2s2 the !knom .mdel fcr Z, dces not spec i3-I a ItiFp . 

dec&Tsiticn. 
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In v,ifwe are given arxdel for Zt then we can performaninitial 

partial fractions expansion and find ~1, c2 and c3. If cl + c2 + c3 < 0 then 
. 

there dues not exist an acceptable decomposition -&ich is consistent tith the 

kxmwn model for Zt and the restrictions GE have impwed on St, Tt and Nt. If - 

2 + E2 + E3 = 0 then there is a unique acceptable deccrnposition. If ~1 + c2 + c3 3 0 

then there are an infinite number of acceptable decompositions consistent with 

the given model for Zt. 

Procerties of the Seasonal and Trend Derived from the Partial Fractions 

w Frcm the previous discussion it is &dent that the partial fractions 

expansion (3.16) will determine the general shape of the pseudo spectral density 

A5mctions*fs*(w) and fT*(w). It is of interest to examine if the partial fractions 

approach Leads to psdf's khich are ski&liar to those of the stochastic trend 

and 

for 

stochastic xasonal discussed in sections 2.1 ard 2.2.' Ihe details inmlved 

ti<e developent of this portion of the paper are included in t&he apperti. 

iixxin conclusions follow. 

Gse 31 = 1 

We first disks the case here 3i = 1 so *hat the ,tiel (3.9) for 2, 

r2duces to 

Cl-BslZt = (l-a,BS)at. (3.17) 

It is shorn in the appendix t.Sat tSe following alre tru 'xxci upon the ,xcdel (3.17) 

Ear Z t. (ij The trend psdf is infhite at w = 0 ati iIlonotonically decreasing 

for any g2 in the rang2 -I ( e2 < 1. (ii) The seascnal p.s.d.f. is infinite at 

the saascnal fr2vncies and has exactly 9 = $1 relative ziiinkizm at w = 0 

and near x = (Zk-i>T fcr k , s = &, . . . . m. (iii) It Ls FssLble to d2rive an 

accqtable deccqxition kken Z, follot(is (3.17) as long as 3, > as2 1;)~: g& C&2) 4 ~ -, 
. c- ,T!s2 L 2) -\ 
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Values of the minkxum 

following tabulation. 

S 2 

possible e2 for selected values of s are given in the 

4 6 a 10 12 = 

min. 8, -.I716 e.1170 -.1080 -.1049 -.1035 -.1027 -.lOlO 
6 

Therefore, there arevalues of e2 

withanadditivedecoqxxitionas we have defined it, however a value of ec, > - .lOlO 

will always lead to an acceptable decomposition with intuitively 

L 

pleasing p.s.d.f's. 

for which the rxdel (3.17) is not consistent 

(O,l,l) (O,l,l)' kdel 
. 
In the situation where Zt follows tk nrzdel (3.9) the following results 

are deriv$ in the appendix. (i) The p.s.d.f. of the trend is infinite at 

w = 0 and is mznctonically decreasing for e1 and s2 satisfying the inequality 

* (1-el)2(1-e2)2+2e2(i-el)2+ $s’ (1-a2)2(i+31)2., 4(i-a2)2(i+~12)~ 0. (3.18) 

Furthemre, ife2 > -.lOlO then any value of 31 in the range -1 5 31 c 1 will 

satisfy (3.18) for any s. (ii) The p.s.d. of the seasonal is infinite at the 

seasonal fraquencies and has a relative mirkru~~ at w = 0. (iii) If kie reqire 

that the p.s.d. of the trend is mnotonically decreasing then the p.s.d. of the 

seasonal has unique relative rziniii rre3.r w f (2k-1)T s 

In sumxry, for the tw mcdels of Zt considered, 

behave in a reasonable manner for a large range of the 

for k = 2, . . . , m. 

the shape of t&he p.s.d.'s 

possible parameters. 

However, in txxh examples we conclude tha? there are valces of ~~ and S2 corresponding 

to the ;ncbel for Zt kich are not consistent kith decorposing the Zt series as 

kie hav2 defhed the decompsition. 

3.3 A Canopicai Decommition 

In *As section ~2 assze that an adtissable decsrpxition czr=esFndiq 
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to the xdel for Z, exists. In the absence'of prior knowledge about the 

stochastic structtx.-e of he trend and seasonal coqonents, all of the infor- 

mation in the known ix&e1 of Z,, (1.21, abut St ad Tt is enbodied in (3.8). 

kwever, as inchted previously this.infonnaticn is not sufficient to 

uniquely detexrine the nxdels for St and T,. Therefore, we rmst rely upon 

additional information or another principle to determine these ;nxIels. 

w 
If the observed series follows (1.2) than o,(B).a,(B) = $*(B) xhere o,(B) 

is the seasonal autoregressive polynomial and $ 
T 
(B) is the trend autoregressive 

polync.mial*and 

aa e*(B) Q*(F) Gr*@ ,F) + a*(3 ,F) 

O*(B) b*(F) = g*(B) o*(F) 

(3.19) 

d-we a*(B,F) and e,(B,F> are respectively quotiex axi rzmzinder bkere the 

-rator of the Left hand side of (3.13) is divided by the dencminator. Then 

the tight hard side of (3.19) can be expanded by partial fractions as follows. 

a a2 e*(B) Q*(F) = '!*(B,F) 
+ &B,F) 

&B) 4*(F) 'scB) 'scF) ZB) Q (F) 

+ a*(B,F). (3.20) 

T T 
. 

' 
iw * 

If xe let cl = 
‘y=( 2LW, ,-rw> n"(e , e_'lWj 

' 
),(eLW) JJs(e-lw) 

2 
3T(2pd) 4$2-y 

, 

min iw 
‘3 = 0 < w < 7 32 , 2 -iw> ti -2nit follows from t.52 developm2xs in s2ctlon 

- - 

3 .I that 5r an accc,table decompcsition to zdst it is r,ecessarj and sxfficient 

thEit '3, - E, r s 3 L O* In G&L r'ollcws we as.sxme i &x an accqtabie deccqcsirion 

2xLsts, ri-1211 otier accgtabl2 decompcsitizns can 52 Zetiv2d frcn (3.20) by a&kg 



consrants to the components subject to the restrictions that 
. 

y(elw, emLw> 

6s(eiW)6s(2-iW) 

+ .Elz 0, ri(eiw, ewiw> 

6T ( eLw> 6T (emiw> 

El + s2 + 43 = 0. Equivalently we require 

. 
+ C2F 0, a(eLw, 

tht -El I, srl 5 

for all 02 w'7r, 

emiw) + 53 20 and 

E2 + E3, 42 2 42 2 Cl + E3, 

--E 3 5 53 ( El + E2' and El + 52 + 83 = 0. 

In the general situation it is evident that an infinite number of acceptable 

decorpsitions corresponding to (1.2) may hst and in order to perform the seasonal 

adwtmnt we rmst pick one decomposition based upon information other than that 

contained in tie observable series Zt. Intuitively, it se- reasonable to extract 
. 

as much tite noise as possible from the seasonal ark trend components subject to 

the restidctions in (3.8). This will m%imize the errcr variance ad 
2 
and yield the 

most deterministic seasonal and trend components. Therefore, we define the canonical 

decomposition as the deccqcsition rwhich maximizes ad' subject to th2 restrictions 

in (3.8). Some properties of this deccatqxsition are now discuss~. 

(i) From (3.20) ad the restrictions upon Cl, F2, and 53 it is 2vident that 

every admissible combination of Cl, c2 ami c3 defines a unique acceFtabl2 decomposition. 

Now from (3.20) it follows that 

a,'e*(E)e*(F) = Y*(B,F)~T(E)~T(FJ + &B,Fhs(Bhs(F) + a*(B,F)a*(E)a*(F) l (3.21; 

Thing a result of Hannan (1970, p. 137) w2 have that 

In ad2(c3) =2+ CT ln f3(W,F3) dW (3.22) 

bi72r2 f 3 (w, 
c3) = [a*(2”‘, 2 -ir') T c3] j$*(2iw)/2. xow f3(w,:3) does not deper,d on t3 

if p*(2iw) = 0 and Ls othemis2 strictly iixreasing in z3. Thus iC follows that 

'd 
2 is XXLTU 'z2d w&n c3 = z T c,. I. - 

Fixev2r, from ti2 r2stricticn that Cl A C2 A C3 = '3 

axi th2 restrictions zn ;, and 6, we hav2 that for the canonical dacorqmsiticn L 

sl = -y ar,d '; = -c2. It follows Chat the car.onical decomposition is unique. 
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(ii) The canonicai dewsition minimizes a 
2 
b' the innovation variance 

of the shocks driving the seasonal component, and ac2, the innovation Mxiance of the 

shocks driving the trend compxent. To see this result rxte that 

l.n ec2(4*) = 2; iz h [f2(w, E2)ldw 

where 

fi(w, E1) = aa2(~*(eiw)12 - ' * n*(eLw, e'LW)16sCe iw 2 >I - a*(e 
iw , e -iwI,+*Ceiwj,2 

* + <l16T(eiw),2 and f2(w, F2) = aa 2~e*(2iw)~2 - T*(eiw, e-iW)16T(eiw)12 

. . 
- (rf(eLw, e-1w~19f(e iw ' + C2J6,(eiW)12. )I Since f,<w, 4,) either does not 

I 

a sitiliar observation 

(3.23) 

(3.24) ’ 

depend on El or is strictly decreasing as F1 decreases and 

bolds for f2(w, E2) it is clear that ok2 is axinimizdtien 

mh3imized ken C2 = -c2* Since these valces corzespcrd to 

the stated result is true. These particular properties of 

are intuitively pleasing since the randcncess is St arises 

and the racdonness in T t arises ~hnn the sequence of ~~'5. 
3 

El 
2 = --t 1anda is C 

th canonical decmpsition 

the canonical decoqosition 

from the sequence of b,'s L 

Thus minimizing ab2 

and a c6 makes the seasonal and trend components as deteministic as possible kale 

remahing consistent with the infomtion in the observable Zt series. 

(iii) We let r(B) denota the roving average polynonical of the seasonal 

ati ri(B) the ;noving average pol~onical of the trend in the cannonical decomposition. 

Then from (3.20) we havcz that 'u(B)P(F) L Y*(B,F) - c~~~(B)~~(F) and rl(B)q(F) = 

rl*(B,F) - E~+~CB~T(F). From the definitions of E, and z2 it is avident t-hat botS A. 

,r(B) u;d n(3) hav2 at least one zero on the unit circle. Thus for the canonical 

decaxpxition both the mdel for St and the model for T, are zot imertible. Tier. 

S, ar,d T, i are stationary it is 'mom that for large n tie eigem-aius of the covariame 

imtri.x of St approach 27fS(- 7 + 27jX/n, -cl) and those of T; approach 2t%(-?-l-j"/n,-z2). 
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Then, asympotically, for both St and Tt at least one of the eigemalues will 

approach zero hpj.ying a linear depndence'in exh ccvnent. 

3.4 itire General .ARIMA PAsdels 

The developments in section 3.1 were based on the assumption that thenrsdel 

for Z, was (3.9). Ikwver, the properties of the canonical decoqosition wzre based 

on the general @IMA rncdel (1.2). A close look at the derivations in the previous 

ssctions reveals that as long as an acceptable decomposition is achievable, there is 

no restrictions upon the form of the moving average polynomial e*(B) in the mdel 

based method. In addition, it is an easy manner to enlarge the possible autoregressive 
. 

polynomials over the (i-3) (l-as) po1yncmiaJ.s considered in section 3.1. All 'Lhat 

is req&ed is to chose a particCLar factorization of the autoregressive polyncmial 

for the trend and seasonal components. In particular a m&l fcr Zt hich has the 

autoregressive operator $(B) (1-B') should be factorad so that 4(B) (1-B) is o 

the trexi FL-al and U(B) is tie seasonal polynomial.. With thse' 

the mdel based seasonal ad,titmznt techniques that &we been described 

a wide range of actual the series. 

extensions 

should cover 
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Apuendix 

In this appendix we develop some prckrties of the shape of the p.s.d.f of 

the trend and seasonal. ccmpnents based upn a partial fractions expmsion for the 

amiels (3.9) and (3.17). Without loss of generality kj take aa = 1. After quite 

a bit of algebra it can be shorn that the partial fractions expansion based upn 

(3.9) is 

(liB)+L+F) 
1 

+ (1-e2)2 [(S+l)(s)(s-1) Gil)(S-l)(s+lxs>(s-11 

U(B)U(F) { 6s' 
el +I 

72s' 

- (S+Z>(S+l)(S>(S-l)(S-2) 1 (l~el)2J+ [s(s-l)(s-2) 

120S2 6s' 
e1 

+( (Stl)(S-l)(S)(S-l)(S-2) 

72Si 

- (S+l>(S>(S-l>(S-2>(S-3> 1 clee >2 1 (&F) 

120s2 i 
f . . . + [W(3)(2) el + 

6S2 

j (STl)(S-l)(L)(3)(2) _ (5)(4)(3)(2)(l) ? 
\ (1-y)’ 1 (B 

s-3 + ?--‘) + 

72S2 --a--- 

[(3)(2)(l) (S+l)(S-1)(3)(2)(l) 

6S2 
91 + '7 (1-ai)2l (as-' + F=+2, } hi> 

(i-01B)(l-~2~S~(l-~l~)(l-e2FS) 

(f-B>(i-3s)(i-F>(i-F) 
= ele2 c 

1 

'(1-3)2(1-~>2 1 

(1-el)2(l-e2)2 

----7--+ 

[e2(1-el) + ei(l-e2) (S+l)(S-1) (l-el)2(l-e2)2] 

s2 + 12S2 

ALSO it can be show that the partial fractions decmposition based qon the z&e1 

(3.17) is 

(:-a23s)(1-32Fs) 2 

(1-BS>(l-FS> = 
L2 (1-e2j2 

"2 + s 
- (i-e,) (S-l)(S) (S-i) 7 

(1-3)(1-F) i m 6s2 

(Si(S-l)(S-2) (?)!?jii) 

6S2 
(3-r')-... f 

62 

@s-2 _ $-2 (x.2j 
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Now consider first the expansion (A.2) corresponding to the tie1 (3.17). 

It is evident that the trerxl p.s.d.f is infinite for w& xxi monotonically decreasing 

in w since the term (1-e2)2 2 0 for any possible e2. Also, we conjecture that 

the p.s.d.f of the seasonal component has its minimum at w=O. This conjecture is 

difficult to verify analytically but has been verified by numerical means for S 

frcm 3 to 20. Consequently, we have that cl = 1 (1-S2)2, c2 = (s+l)(s-l) 
4s2 12S2 

(1-e2)2 

Andy =e 
? 

2 so that for an acceptable decomposition to exist it is required that 

3 + E2 + E3 = (s2 + 2)ez2 + (10s' - 4) a2 ,+ ( s2 

2% 

* e2 2 
-(ES2 - 4) + (96S4 - 96s > 

2(s2 + 2) 

L 2) L 0 or equivalently 

. (A-3) 

In SLRITEL~~, for the model (3.17) any e2 which satisfies (A.3) will via partial 

fractions lead to an acceptable decomposition with a trend p.s.d.f that is infinite 

at x=0 ard monotonically decreasing. 'Ihe characteristics of the seasonal p.s.d.f 

for this i-&e1 are similiar tc that of .xzdel (3.9) given below. They follow from 

tke fact that the trend p.s.d.f is mnotonically decreasing. 

For the model (3.9) and the corresponding partial fractions decoqosition (A.l) 

we first consider if the trend p.s.d.f is monotonically decreasing. From (A.1) the 

trend p.s.d.f is 

fT' ) 
w = =1 =2 

4[l-cos(w)12 
+ 

2[1-cos(w)] (A-4) 

wkzre a1 = L 
S2 

(l-el)2(l-e2)2 ard a 2 
= e2(1-el) + t2 el(l-e2) + 

(Sil)(S-I) .1232 (l-el)' (I-e2j2. Now for f(w) to be monotonically decreasing 

in w we require that f'(w) f 0 for all C c w < il. - - This then requires t&t *xe have 

aI + c2 [l-cos(c;)] 2 0 for all o < w < H. - - If a2 > 0 then this inequality is satisfied 

for all I; and if a 
2 < 0 the extreme case is at w =- ;r. To gurantee that the ineqzlity 

is satisfied for all w we reqire that a1 + 23 2 1 0. Therefore, the region fcr 
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which tt=e treml p.s.d.f is monotonically decreasing is 

i (l-elj2(1-e2)' + 2e2(1-el)' + .L 
6S2 ' 

(1-e2)2(1+e12) + 4(l-e2)2(l+e12)j ~0. 

(A.5) 

Note that the last tern in (AS) is positive for all values cf el and Q2 and it's 

influence &creases as S becomes large. It follows that if e2 > - .lOlO then the 

sum of the first txu terms in (A.5) is positive and thus any e2 > - .lOlO till lead 

to a trend p.s.d.f which is nronotonically decreasing. 

Finally, 

tre@ p.s.d.f 

we consider the shape of the seasonal p.s.d.f in the case where the 

is monotcnically decreasing. We first consider the p. s.d.f.of 2, 

/l-a,eiwj2./1- e7eisw12 
* f(w) = 

l 

Now f(w) = fl(w).f2(w) where fl(w) = 
(1+e1)2 - 2e1c0s(w) 

2[1 - cos(w> I 
and f2 (w) = 

(l+a22)-2e2cos(sw) 
. 

- coS(sw> ] 
Furthermre, we have that 

m 

f2'(w) = - 
sin(w)(l-aI)' 

< 0 for O<w < k 

2[1-cos(w)12 

f*'(w) = - 
s sin(sw)(l-fJ2)' 

211-cos(sw)12 

so &at the sig9 of f, '(w) depends upon the value of sin(s.w). Now if s.w = 

(2k-I)7 for k=1,2,...,m FJith m = [$I then sir?(s.w) x 0 acd cos(sw) = -1 53 t-bt 

f,g(w) = 0. This ii- imlies &at ;Sere are 9 reiative ,tinimm of f?(w) at :; = S L (&-1)-Y i 

ior !<=I, . . . ) z. Iii additiou,since -sin(m) is a inccotcnic ixreasi3g fmcticn in 

$ (&-2)-r < w < $ (2k):: for k=l, . . . . m tien tSe value of f,'(w) is ~Gr!otmicaiiy 

increasing in *ese iixervals. 
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Next we have thai-f'(w) = fl'(w).f2(w) + fl(w).f2'(w) s3 that f'(w) = 0 

if arbA cnly if f,'(w)f,(w) = - f,(w)f,'(w). F mm the previous discussion it follows 

that fl'(W>.f2(W) I, 0 for aL1 w ard fl(w) .f2' (w) is mnotonically increasing for 

4 (2k-2)~ c w < + (2s)~ ad k=l, . . . . m. Thus, there are m uniqx relative minimin 

of f(w) and f'(w) is rrmotonically increasing for i (2k-2)r <w < $ (2k)n k=l, . . . . m. 

Now we have that f(w) = f.&w) + fs(w> wh ere fs(w) is the p.scLf-of the seasonal 

and s(w) is the p.s.d.f.of the tred. We consider the case here G(O) = 0 and 

%( ) 
w "is monotonically decreasing. We let the set n = w. .{w=i 2k?r k=O, . . . . ml, 

then it follows that fs'(w) = f'(w) - f,'(w) if w 4 II and fs'(w) = 0 if ard only if 

f' (w) = f',iw,. From t-Fe fact that f'*(w) 2 0 for all 0 <w CT and the properties of 

f'(w) derived abve we have &at fs(w) has m-1 uxique relative ti,xhnn in the range 

$ (Zk-2)~ < w c 5 (2k)r k = 2, . . . . m. Finally, it is an easy ;ratter to veri,fy 

directly from the form in (A.l) that fS'(w) = 0 for w = 0, so that fS(w) has an 

acicktioral relative minhum at w = 0. 
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Part 2: Extensions of ARDIA Ecdels 

A time series ‘mcdel 'builder armed with Box-Jenkins MD44 methods discovers 

very quickly that ANNA crxkls alone are insufficient to deal with many of the 

Census Burezu's time series. Stile ARIMA models do Eat specifically allow for 

the possibility of outliers, trading day variation and variation due to the place- 

ment of Easter; however, a large percentage of Bureau series contain one or mre 

of these characteristics. Consequently, if wz are advocating a mdel based approach 

to seasonal adjustmmt, then it becomes necessary to develop methods which allow 

one to ix&l time series k-i.th these characteristics. Curing the course of this year 

we-have begun to develop these models. Our atmqts shoiild not he re,earded as the 

final prqiuct but rather a first step in the right ciirecticn. Zven thcugh we 

frequently used some siqle .ti,nded rncdels, we have found &at cur efforts have 

ap+peared to be sucessful in many cases. in this section, we shall briefly describe 

the tep&ni+es 'we have developed to deal with outliers, trading day variation, and 

holiday variation in tinr! series. We acknowledge that ihere are other types of 

problemis that occur in Bureau series (e.g., strikes), tzt thus far we have not 

considered these. One obvious approach to many other probiems is to use the 

inteNenticn analysr 's technique develcped by Box and Tiao (1975). 

Gutliers 

When dealing with outliers in ARE+4 time series nodels, it is Lqzortant to 

understand the hays in kich potential outliers imqact the original time series. 

These issues can probably be best illustrated by means of a simple example. Sunpse 

that an observed time series, Z,, follows a randcm walk model 

(l-3)2, = at. (2.1) 

Then sqpose ha have an outlier at time t = to. It hill be convenient to define 

iSe "plS2" variable 
1 if t = t3 

(2.2) 
0 cther.Lse. 
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We let 2, denote the value of the time series at time t excluding the effect of 
c 

the outlier ard Zt*.denote the value of the time 

effect of the outlier. Then there are at least 

of an outlier at t = to. We can let mcdel be 

series at time t including the . 

two ways to allow for the pcssibility 

. 

(l-B)Zt = at and it = Zt + W'Pt 
(to> 

(2.3) 

or formaLly 

zt 
= w.pt(to) + at 

1-B l 
(2.4) 

The cutlier mcdel (2.3) clearly allcws for Zt = Z, + w and 
0 0 

t =t so that the resuLt of (2.3) is a pertubation at time to in the original 
0 - 

2 =Z if 
t t 

time series. We shall call outliers generated in this manner "0bserIation outiiers".. 

Another possible ;nodei is 

(1-B)Zt = at and (1-B)it = (l-5)2, + WIPE (2.5) 

(1-B); = w-p (t > 
t t 0 i at (2.5) 

5 
LNOW from (2.5) it follows that 2, = Zt if t < to. However, Z, = Z, 

&O 
Lo'1 -? 

w’pt(to)+ 

at = 
zt 

TiK&efor" 

+ W) zt il = Zt Z 
0 0 

-+ at,+1 = oA t l+wandZth=Zttk-wfork,O. 
0 0 

e, the effect of (2.5) is a pertubation of w in every vaiue of the original 

time se+es titer t = t b& 
0’ 

Since in (2.6) the outlier can be viewed as a s,hift 

in a t we tail outliers generated in this manner "innovation outli2rs". 
0 

The choice of the way in which wz wish to model outliers should depend in part 

upon 'kncwledge a'bout the iii= series being modeled. Eowever, for ,mcst cases if *xuld 

seem to 'be unreascnable to expect an outlier to CAL-- -=-'act all of the 0bserJatLons 

subsequent to its initial impacz. Thus, in the abs2r-622 of any other lkncwledge it 

seezls mre reasonable CO 'cs2 zlie oos2rJatLm ;uClilr CCcCSpt. kt as an FXqds:radon 

cbzt ihe CbSST.2iLXl XCli5r cCXl?t ShCdd CCC ke ~cmerseily ap~lied~ k-e fcmd 
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we wre told that at the time of the apparent outlier a large variety store chain 

went out of business and, as a result, many of the variety stores sales wzre probably 

transferred to the category of department stores sales. Therefore, in this 

prticular series the innovations outlier for;nilaticn is rrore appropriate. 

We next describe the procedure that was usually followed to identify and 

aclodel outliers for the time series analyzed during this year. First an ARIMA 

time series n&21 tich allow& fcr trading day and holiday effects khere appropriate 

was identified and the parameters ore estimated. The estimated residuals, Pt, 

were obtained and if St was larger than three timesits estiiwted standard errcr 
0 

a potential outlier at time to was identified. The model 

- Zt=wPt 
(to) 

+ N, L 

Fyilere Nt is the previously identified ARI'MA model has then fit ard the estimatd 

w.ke of w, ij, was compared to its standard error. If ij kas larger than twice'its 

standarc! error then the cutlier xas taken to be signifigant and left in the model; 

if tj was SIEtil2r than txice its standard 2rror the outlier was not included in the 

ixdel. 

There are at least twz potential problems with the above procedure that need to 

be investigated further. First, using Zit to judge the timing of an cutlier is 

appropriat2 if xe are using the innovaticns outlier csncept. But because for most 

cases ~2 bant to allow for observation outliers, it is not claar that exami.nation 

of the St's will necessarily lead to the correct specification of to. For instance, 

an observation OUtii2r at time to follcwing &model (2.1) can lead tc large values of 

A 

atO 

and it ,-lb The point is that unless xe are care&&I. 5-e my try ai32 Fmlcde .zcre 

outliers in a inode ih? are ?rJ.y present in the data or x2 may exchde a coter,tial 

cutiier frcm tie TD.iS!i. 'Bis issue clearly desemes further irJescigati;n. 5eccrS.y~ 

kiie tie ?rc'babili:~y of obserkzg, say, a r,orx31 raxkx variable mre 5han ;i?rea 

scadard 2rr3rs away from its zean Fs sirtail, iI Ls net terc. The-3Fcr2, ~2 .7av be _- 
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fitting outliers and deciding that ptential outliers ar2 si,tificant ken in fact 

they were just rardom occurances. @in this ar2a needs -further study. 

ikdelinq Tradizz Day Effects 

A signifigant 

the fact that every 

ldnci of days of the 

buying kehaviorand 

proportion of the Census Bureau's the series ar2 affect2d by 

rmnth except Febmary 

week. This arises in 

has a variable number of the different 

part because of the fact t!!tindividuals 

sm2 institutional patterns 

rathew than the mnth. Tim2 series models such 

deskike the correlation pattern betk22n months 

are basedqxm the days of the week 

as MB% mdels kich attexipt tc 

tit!?out allcwing for these trading 

day effects 
* 

se describe 

trackg day 

are inadeqxte for widespread use at the Census wlrezu. In bit follcws 

the way in ktich we have expanded the class of mA models to allow for 

variation. 
. 

We ass- that after appropriately accounting for the seascnality in a tim 

series that the residual effect of trading day chmges can be apprcxiiittd by a 

deterministic xzdei. i4e Let T2, denote the trading day Lariation of mnth t. Ben 
L 

TE, shuuld be a fmction of the mm&r of distinct types of days in imnth t. In 

particular, weassumethat 

7 
(2.7) 

where X 
it i=l , . ..) 7 are respectively the number of Bmiays, Tu2s&ys, kdzesdays, 

Thrsdays, Fridays, .Saturdays and Sundays in mnth t and 31, . . . . 37 ar2 parmeters. 

sow since (2.7) represents the trading day portion of the the series and since 

t;e are de\-eloping the ,md2ls with the idea of seasonal ad-ustzmt, ~2 xazt ta 

kzcse z.k;e rest& . ,,ction tkat 

- z2zo. Gther.dse, Xii could 

fcr large n kie desire ihai 

the auerage trading day 2fl2Ct ever 'Lh2 LOP,g 52?3? FS 

be vLi2~~~ as including a .mrt:icn sf the zrezd. Therefore, 



n n 7 7 n 
0-E aI,= I: 

t=1 
E Bi xit = C 8i ' xit ' 

t-1 i=l i=l t-l 

"n 
Now,wenotethat L Xlt is the total number of iMondays in tk n rmnths and 

t=1 

similarily for ii Xit i=2,...., 7. In addition, for given large n the value 

n 

' 'it will te apprmimately the same for each i. Thergfore, from (2.8) if t=l 
n 7 
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of 

we 

want L m, = 0 then we mst have c ai = 0. Incorporating this restriction into 
t=l i=l 

(2.7) we may mite, 
6 

. m, = E Q Dit 
i--l 

(2.9) 

b+lere D.- = X. 
1t It-‘ t 5 i=l ,***, 6. 

Now wz assum that seasonality apart from TDt can be modeled by ARZ-fA 

ixdels; therefore an overall mdel for a time series irxluding trading day 

variation is 

3 
= TD, + Nt (2.10) 

bhere zJt is an apprcpriately chosen ARIM mdel. We Rote that (2.10) is a 

am&er of the class of regression mdels xith ARE4 2rmrs. 

Now it is well kno~r~I'(s2e e.g. Pierce (1971)) that trnder some relatively 

wak restrictions as n gets Large the paramter esthetes of B _'= ol, . . . . 3& 

in (2.10) are approxhat2ly normlly distributed and are distributed Frxiepmdently 

of the parmeter estiiiiat2s in the MIXA model. Therefor2, inferencgs abut 3 can 

be mde separately frcm izfer2nc2s about the JOA pararmxers acd 

ihiry can be applied. kxever, the estkates of the parureters, 

so bat ir?ferer?ces aizcm the paramet ers 3 shculd be zade jointly. _ 

standard coma1 

2, are cgrreiated 

For exliipL2, 

we would Like t3 eesi the hypxhesis I+): 3i = 3? = . . . = S6 = 0 since if that 

iq-potkesis camot yb2 rejected *ian th2re is 20 2videnc2 kat the trading d.q 

variables ars necessary Ln the mdel (2.10). Yaw if 5~2 let .A d.er,cte th2 cmarimce 
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rratrix of 3 then asstirzg Ho is true it follows from standard normal theory that 

Q = ?'A-' g has aqrnptotically a chi-squar& distribution with 6 degrees of free"jorn. 

Gxsequently, this distrihtion tSeory can be used to fizd a cri,tical value for which 

Hc till be rejected hen Q is tm laro,e. In our mcdeling tiis year we vie-.. ihe . 

parameters : as a set and either included all six parameters in the model.or did not 

include any of the six. There are urxhbtedly cases her2 there is a sigrLfigant 

trading day effett but six distinct parameters are not necessary; hoxever, for the 

plrrposes of seasonal adjusmt wz see no need to r2chce the rnunber of parmeters. 

Identification and Estimation of Lkdels ~+Mch include tradir.,o day variation 

In the rrrxi21 (2.10) the nana of TD, has been specified above; howver, it 

is neces3ary to 

that has mrk2d 

bf the orighal 

Suppose -32at it 

identS a particular AXHA process for the rxdel. he approah 

sucesshlly is to exanrine the sample autocorrelation Lhnction 

time series in order to determine th2 degree of differencing. 

is appropriate to difference th.2 
rt 13 n 

function of Wt = (I-B)"(l-B")"Zt dies out. It 

sarqle autocorrelation furcticn of "I, exhibits a 

data so that the sample autocorrelation 

is frequently the case *Slat the 

confused pattern bfxsuse of tSe 

trading day Fnflxer.ce. Therefore, &at we have done is to ccnsider the smqL2 

autccorrelation Lhnction 

(l-3>d(i-B'2)D Dit i-l, 

trading day factors by a 

autoco~lation krxtion 

it is necessary to first 

estizat2s of the 3i's in 

sample autocor=elation patt2ms may be .tisl2ading. 

pr2limir.ary regr2ssion so that the pattern in the saqzle 

of the r2,session r2siduals can be clearly s2en. Not2, 

det2mine tie degr22 of diff2reccing since othersis the 

the preiiminary r2gr2ssicn till b2 inconsisC2nt ar,d tile 

of the r2siduals frcm the regression of Wt on 

. . . . 6. The basic idea is to reeve the inThence of the 

The iriethcd descri bed above has seemed to be suscess5d.; but ic shculd te 

cf -the Al.50, Lc is ef Lnt2rest to !acw ti2 traiing by z'acrors 

ihe sacpl2 auzxorr2laticn Snczion. 
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Once a ffcdel has been 

ARZA n-&e1 paran-+ers car! 

In addition, TSE'AX can be 

Once an adequate rrodel has 

tentatively identified, the parameters E and the 

be sikkaneousiy estimated using th2 TSPACK package. 

used to perfom diagnostic chec-ks on the fitted Mel. 

been feud it is an easy matter to trading day6adwt 
A 

the data: (i) The estirrat2d trading day factcrs are calculated by TD, = C '8, Dt, 

where Bi are the estinntes of Bi for i=l, 

L i=l A LL 

. . . . 6. (ii) The trading day adjusted 

series for month t is then Zt-&It. 

Easter 'Holiday Effects 

l For a txzker of retail sales series, thelevelof the series can b2 

significantly changed because of consumer tuying behavior arid stor2s marketing 

khavioia~ +sL date of Easter. This Fhencmenon creates a different kkd of 

problem than many other holidays (such as Christmas) bix.zuse ihe date of Easter 

ckanges each y2z.r so ihat its impact upon Varch and April also char.ges each year 

depzxiing upon its plac=.nt relative to these months. We next consider one ruxhcd 

to zzd21 the effects of Easter on a time series. 

For illustration we assure that a series of hypothetical daily sales till 

increase by a constant unknow amunt 6 for a fixed nun&r of days, say m days, 

prior to Zast2r. We acknowkdge that this is a simple mirded ass*tion; txwever, 

because we can only 

the daily moverents 

assumption upon the 

ccmplex asstztions 

observe rxxxhly data, it is wssible to empirically detezine 

around Easter. Furthemmz, the effects of our simple 

final results are probably very sirrdl& to the 2ffects 

a’mut the daily khatior. 

c 
or ATor 

Under the above assumption, in order t2 2ccou-K for the effecz of E2Si2r 5i2 

ne2d to prcp2rly allccate che 2ffects frcm East2r t-o the mnths of Yarch and .April. 

To accmplish t!tis he define 
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/ 

S if Easter falls on April S in year j 
E. = 
J . 

S-31 if Easter falls on i3kmc-h S in year j 

and further define for month t in year j 

-Y, = 

m 
0 

1 

! 0 

m-E.+1 

In 

0 

1 

if the rmnth is not March or April 

ifEjLl and themonthis March 

if Ej Lm+land the mmth is iNarch 

if 2LEj em and the month is March 

if Ej 21 and the month is &xi.1 

if Ej 1 m+l and the mnth is April 
. 

if 2 2 Ej ( m axd the mont'l is Zgril. 

Not2 that for each month Y, represents tie proportion of th2 n days assuned 

to be affected by Easter in that mm&h. Eased upon these develovnts, the mcdel 

desctibkng the Easter holiday effect is 

y = (m*6)*Yt = PYt . 

Caere A is an unkn~k;n -carameter which xi.11 be estixated from the obs2rved data. 

If we assux that the Easter effect is fixed, that there are trading day effects 

ad a residual .ARIW mcdel to desc- ,-be the seasonality (Nt) th2n an appropriate 

mcdel is 
b 

I, = a*Y, t c aioDit 7 ?It . b i=l 
(2.11j 

jihen fxc!eling seti2s wiih chang2s due tc Zaster xe have fLt .xLel (2.11). i!!wever, 

done to deterxe m is to 5t model (2.X.) Iusing m = 0, 7, l!: arx! 21 ar,d C%C 
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has seemed to mrII succ2ssfully for mst of the series that tve have modeled. 

Ikever, we feel-&hat the best way of mxleling East2r variation should be studied 

further. 
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Part 3: The Fmirical. Stiv 

. . 

-4s we stated in the 

was to conduct a mderate 

intrmktion to this report, our main goal. this year 

sized eqiricdl stuiy comparing the mx?el based seasonal 

adjustmnt method to Census X-11 and Statistics Camda X-11 ARIM. The reasons 

for inciting X-11 in the sttmdy are fairly obvious. (i) X-11 is the method currently 

beingusedatthe Census Bureau. (ii) X-11 has been used for mny years and mst 

people involved with seasonal adjusment have had experience using X-11, therefore 

X-11 is a natural methcd to use as a standard of comparison. (iii) Apparently 

people are somkthappy with the results of X-11 so that any new Lxr2thcd mst not 

give resxA.ts &ich are radically different than X-11 for the mjority of series 
* 

or the new mthcd is probably suspect. X-11 MDA ms included in the study because 

we felt that there was a chance that it might replace X-11 in the near futur2; 

consequeently, cmparisons of the izdel based and X-11 ARl;uf; were iqxrtant. Finally, 

the particular 1~0321 based prccedxre was included because of the research fellow's 

involvezent in developing i t ad the theor2tical advantages citad in Fart 1 of this 

report. 

Frcm a purely theoretical tieqxzint there ar2 several reasons ky the zcdel 

based prccedme cculd be considered sqerior to the other tm inethcds in the 

comparison. The mcdel based method uses infomation abut the ixkitidual Cite series 

being adjusted in a rigorous way hen deriving the mving averag2 filters to be rtsed 

for adjusting the seties. In this sense, the zcdel based adj-usmr,t is therefcre 

consistent rkth the stxctu2 of the data xhile X-11 acd X-11 .4RJ34 are not nec2ssarily 

consistent wiLti *&is infomaticn. The filters in the zcdel bzsed approach are 

derived frcm th2 theory of cptiml sigral 2xtraction so that in particular Ehe filt2rs 

appiied at the ends cf tie data are mre appropriate thm Chos2 cf X-11. As 

cppossd to X-E and X-11 .JX!G, all of tie statistical aswqzions for the xc!eL 

based ~rcc2c!ur2 are rigorxsly specified acd :he degree ofarbitraeress is zx,ac~Ly 
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known. Because the idea behind the model based approach is to make *use of the 

information available in the series to be adjusted ken deriving the esttiates of 

seasonai factors, 

a-rage to give a 

Even though 

. . 

in principle t;e irright expect the model based proc*e on the 

better seasonal adjustmnt than X-11 or X-11 ARiMA. 

in theory a model based adjustment my be better than an adjustmmt 

from either of the other tk methods, it is of Fnterest to detemine if in practice 

there are any major differences in the various methods. If, for instance, for all 

practical purposes the Mel based approach yields the same results as X-11 then 

there would be no advantage in using the model based approach even though in theory 

it qay be superior. Determining the degree to &ich the three mthods differ in 

practice is largely an e9ipirical matter. In addition, there are s2veraL questions 

about theWe based approach that can only be answered eqoirically. First, as 

is evident from the th2oretical discussion of the model based approach given in 

part 1 of this report, there do &st WA models for k.i.ch a seasonal deconrposition 

does not exist. An iqortant empirical question is kether or not these types of 

&LIMA .mcdels cccur in data series that are ccmmnly seasonally ad-tited at the Census 

2UreaU. Secondly, we 'have chosen to use the cannonical seasonal defined in part 1 

of this report as the mxlel for the seasonal component. Since this can be regarded 

as an arbitrary choice, it is bpxtant to find out if the results frsm making this 

choice are ccnsistent ryith tit experts consider an adequat2 seasonal adjustment. 

Again, one way to jti g2 bbi.s is empirically. Finally, an ezpirical study of this 

kind shculd raise qes iicns abut seasonal adjustmnt in general and abut mxiel 

bas2d seasonal adjustxmt in particular. W2 address some of th2 issues that resulted 

from this eqirical str;dy in part 4 of this r2pxt. 

One of the pr3blzms Ln cor,ducti;ig an ezzpiricai sCudy corparin3 s2ascnai adjust- 

mnt z2tkds is in deciding how ta juci3~ tie relative r2riis gf Che varLcus ~tkds. 

It is net diffic~it tc eli,k-zte a procedure if iz is grcss?y Lnadeqate; for zxa~~lz, 

if there LZS subscancial r2sLduai s2ascnal.i~~ in $712 seascnally adjusted s2ri2s x 

ihe2 :VZS a ~K~OTI cf the -card L:! ~72 seascnal ccqcne;c, Cn ihe ocher >,sd, k,--u;sl b.- -.. -4 - 



of the arbritrary nature of seasonal adjustrent, there is hot a "correct seasonal 

cOnrpOnent" that c.arl‘k used as an absolute standard of compaxison. Therefore, 

jud@ng the ~<rtues of +&e methcds in this study is difficult and to a Large extent 

is a matter of personal opinion abut what constitutes a good seasonal adjustmnt. 
__- -.-. -- -- --. . - _ __ _--.- - .- _- ._-_.___ --- .-. - -_ 

For the purposes of this discussion we assue that the thee methcds are not 

grossly inadequate. To c-are the three methods in this situation kre have chosen 

to calculate measures of revisions in the seasonally adjusted series, a measure of 

SrrpoGkesS in the seasonally adjusted series ad a mzmsure of the extent to &ich 

t%level of the unadj-usted series is preserved by the adjusted series. It may lx 

valuable to look at these measures even if they are not used to judge the adeqacy 
* 

of a seasonal adjustrent. This is because the rreasurzs rray protide infomation 

as to how the m&m& behave. For example, they may ixhcate that one methcd is 

kq%ng smothxiess at the ezqxnse of high'retisions when compared with another 

IIEthd. We next discuss our masons for using these particular ineas*ures and the 

r2suLis of the stidy. 
-. 

Revisions 

The current seasonal adjustzent practice at the Census Eureau is at the be- 

ginning of 2ach year, to adjust a Frticular series using data through the mnths 

of Eecmber of the previous year uld using the same data forecasts of the seasonal 

factors for the next 12 months are produced. rWe call th2 forecasttcl seasonal factcrs 

the year ahead factors. These year ahead mascnal factcrs ar2 then us2d tc derive 

the a='-i ri LA---al seasonally ad~$.sted series as the unadjuszd datz becsms availeble. 

Aft2r an 3dditicnal year' s worth of unadJjuszd data beccms available, the prcc2ss 

is reDeatsti -s-v. . kictvev2r, 'beczuse tier2 is iilfo?n2tion abcu:: ih2 ccT=2nz yezr ' s 

seasonai factors in curr2r,t ar,d futuz2 dam, as .mre data ~becsms avaiIabi2 :*2 2m2ct 

i&hat ihe e.stkatYi seesonal factors :&l be &anged. Tiles2 xang2s in s22sond faczcrs 

ti21-1 Isa6 ;c r~~isicns in the seascnally adJ@t2d ~252s. 13 9-r-d flti,-,tular, if x2 12t 
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Xf 
t 

= the seasonally adjusted value for ,mxxh t based upon the forecasted seasonal 

factors and let + the seasonally adjusted value for m3nt.h t basad qon i years 

of additional data (i = 1,2,3); then the revisions in the seasonally adjusted value 

for rmnth t after i years of new data beccrmes available are XtL-Xtf for i = 1,2,3. 

For each series considered in the study, rcie have tak2n as a measure of revisions 

the average relative absolute revisions 

. 
R' =&,f, I2 ISi - Sfl i = 1,2,3. 

xti 

(3.1) 

Then for each series Ri for i = 1,2,3 is a measure of the relative amOunt of revision 

in &e seasonally adjusted seties after one, tkxl 2nd three years of additional data 

beccme avaJlabl2. 

Note that for each series R1 is a measure of the average arrant of retision 

relative to the level of the most recent estimate of the seasonally ad'jusi2d series. 
. 

If everything else xere equal we wxld prefer srrall values of k. Therefore, one 

way to ccmpare the three seasonal adjustmznt methods is, for each seties to ccrrpute 

Ri i = i ,2,3 for the *&rec different seasonal adjustrent mxhods and determine btich 
. 

approach if any gives smaller value of R'. 

In this empiricai study xe USKI 76 tixe series. A brief desctiption of these 

series together with the abbreviations used to refer to each series ar2 given in 

table A.1 of the appendix. In addition, the dates of 2ach seriss that k-er2 us20 in 

this study ar2 given in table A.2 of the appendix.. For the purpcse of calculating 

the measures of revisions in this stuly, we used data from the starting date up to 

thr22years frcm th2 ending date to caicukt2 the year ahead s2asonal factors and tk,e 

valu2s of Xtf. Ke then added one, txn and t-ire2 years of data in crder to csmputa 

respectLveiy Xt', Xt2 and Xt3 also the values ?.I, ?.2 and X3 't.xtre ccmput2d. r- 842 

not2 that RI, R2 and R3 K2r2 computed for 69 of the 76 s2rias and mly RI was 

ccmputed for 7 ser'es because th2 Len@. of tke for which data k-as availabl2 was 
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too short to ccmpute R2 and R3 kkh these 7 series. These computations T.ZZT~ done 

for each of the three seasonal adjustment inethcds (*&e standard options were us2d 

for X-11 and X-E ARD??j. Then for each series, the values of R1 for the model 

based adjustment and for X-11 ARD?A wer2 divided by the values of Ri for X-11. 'Ihe 

values of these relative ratios for each series are reported in table A.3 cf the 

appendix. Not2 a value of the relative ratio tich is less than l.CXJ indicates the 

approach did better than X-11 and a value greater than l.cO indicates the ap,proach 

did worse than X-11. In order to get an idea of the overall performance of the 

threz methcds T+= calculated the average of the relative ratios of table A.3. These 

averages are r2pxt2d in table 3.1. 

Eased upon table 3.1 wz draw the following conclusions. On-the average ther2 

is about a 4.0 percent r&uction in the relative absolute first, second and G%rd year 

r2tisions of the mxiel based method over X-11. In addition, the tie1 based method 

.kd a sxtller measure of revisions than X-11 in over 85 percent of the series for 

each of the first, second and third year measures. There is about a 50 percent 

ation in the relative absolute first year revisions and about a 40 percent reduction 

in th2 second and third year revisions khen using the &model based approach rather 

ihan X-11 ARE?A. xots that the awxages for X-11 ADA are divided into the subset 

of s2ri2s in F;t'Lich the program automatically picked a model and ihe St;bSei of series 

in ~b.i& a model =s picked by the user (model forced). This teas done to determine 

if forcing a mcdei in the ARIYA program tid lead to larger revisions than the cases 

~&erg mcdeis xer2 chosen by Gh2 program. In G%S Study, the forc2d mcdels bad &cut 

the same or a smaller amount of retisions Gkn did the autcmatfcally chcsen models. 

In mxrmary, frcm the r2SUiiS of the study, x2 conclude th2t on the 2verag2 there is 

2 SUbSt2Eii2i reduction in first, secsnd and third year retisions ken C5.e xdei 'zas2d 

apprcach is csti rather ihan x-11 or X-li >.RI?A. 
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Table 3.1 

Ayerage Relative &Ratio of ,&vision Measures fcr 

kdel Eased 2nd X-11 GUPL4 

First Year Revisions 

Adjustment Method 

Mdelzased 

x-11 ARIHA 

X-11 ARIMA - automatic 

X-11 ARIXA - forcsd 
. 

L-1 Based 

X-11 ARIEA 

x-11 ARmA - mm~atic 

X-11 ARDA - forced 

t&de1 Eased 69 ..57 63 

X-11 .WA 69 -96 41 

X-11 .ARI??A - autmatic 53 .95 34 

X-11 MJ?A - forced 16 .98 7 

n 

76 

76 

60 

16 

Average 
Relative Ratio 

.62 

1.25 

1.26 

1.20 

Seccrd Year Revisions 

" 

69 

69 

53 

16 

Average 
Relative Ratio 

- 
.60 

1.06 

1.08 

1.05 

Third Year Retisicns 

Avera~a &Nmber Better 
n Relative&i0 Than X-11 

Number Better 

Than X-11 

66 

28 

23 

5 

Ihmber Setter 
Than X-11 

61 

36 

27 

9 
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It is of interest to attempt to understand ky in our study there xere 

smaller revisions when using the model based procedure rather than the other 

llwzhds . One way to do *&is is to zxamine the plots of the series for the nxdel 

based and X-E seasonal adjus-nts in the appendix. In pr!zicular, for eackk series 

it is helpful to compare the estimatxi seasonal factors obtaiced with the ~KQ methods. 

It is evident from these plots that the seasonal factors for the mcdel based approach 

ewlve more slowly Gk do Gk seasonal factors for X-11. In ddition, if kie examine 

the form of the sxx~thing foxruks given in part 1 of this report it is evident tit 

the length of the moving averages is determined by the paramet2rs in the noting 

ave&e polynomial of the model for 2,. In particular, the magzitude of the seasonal 

moving average param2ter is the rrnst important factor in deterinining the length of 

the s2asonal filter. Now Cleveland and Tiao (1976) have found that the X-11 program 

with the standard options is in som sense assuming the observable series has a 

seasonal &ng average parameter equal to about .45. This is to be contrasted with 

the estixated seasonal rnM.ng average parameters for the seties in this study. mese 

are sr;mcar',z2d in table 3.2. In al.1 &t one of the 76 series ihe estimxd sl, was 

larger thn .45 and in ;nost cases the estimated al2 was substantially greater G%n 

.45. .-vthough the collection of Bureau series chosen his not a rar,dom saqA2, ihe 

setits wzre in no my select2d kith an eye tcward large g12 values. %ese f2cts 

iqdy that Gk length of G'le moving average filter for estiiiting the seasoral ccmponent 

in G% xdel based methcd was almost alkiays longer Gk the length of the corresFnding 

X-11 ;;u3ting average. Thus tie estimt20 seasonal coqcnent for the model bas2d 

proc2kr2 htll not change 2s rapidly as the estimat2d sassonal corrponenc for X-II. 
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Table 3.2. 

Estimated Values of "12 

lkmber of 

Occurances 

Percentage of 

OcCUEiXe 

1 

1.3 

.5-.6 

5 

6.6 

.6-.7 

3 

4.0 

.7-.8 

11 

14.5 

.8-.9 .9-.l 

38 

50.0 

18 

23.7 

Intuitively, this se2ms to at least partially a-lain kby the rrcdel based proc,&ure 

had smaller rzwisions than X-11. A method &ich yeilds seasonal factors that evolve 

slowly shculd have relatively small revisions. The thing that is signifigant about 

these observations is that the value of e12 can be estimated frcm the observable data 

so that on2 implication of this study is that the mokng average filt2rs for the 

seasonal component should be long2r than the lengths of filt2rs presently used in 

the standard version of X-11 for ;nost of the Bureau series. 

We ,might conjecture Chat the cannonical decomposition that ~2 are using in ihe 

model based methcd wuldVJti21d smaller mean squazd errors in revisions Gk any other 

acceptabla decomposition because 7.~2 have argued in part 1 of this reFrt Gk!t th2 

cannonical deccrqositicn is the "most deterministic" rgpresantation for the seasonal 

ccmponent hh.ich is also consistent with information in the data. We have found that 

this conjecture is very & 'f5cul.t to verifyy analytically; hc~2v2r using the r2suLts 

of Pi2rce (19EO) it Fs possible to numerically calculate the 2-ectsd mean squar2 

2rrcr in xvisions fcr any accentabl2 deccmpositicn. Cons2qu2ntly, x2 consider2d 

be situation k12n th2 xdel for t.h2 overall seti2s is 



(1-B) (l-d2)Zt = (l-aIB)(l-y12BL2)at 
. . 

For all possible combinations of al = .1, .3, ..5, .7, .9 and e12 = .1, .3, .5, .7, .9 

we c,qx.md the -ted mean square ecor in revisions for a grid of eleven possible 

acceptable deccxnpositions incfuding the ,+aodcal;-decompmition. We assmed that 

the revisions wme caqmted from the initial adjusted values derived from the year 

ahead seasonal factors. For all. of the cmbinations of el and e12 considered we 

found that the &nonica.L. deccqxsitior. gave the smallest eqxcted man squazd 

ez?;K in revisions. The&ore, these findings seoq to support our intuition; 

however, additional k&c needs to be done in this regard. 

In &my, m have show-~ in an e.qirical stxdy &ht a substantial reduction in 

the amunt of r2visions can be achieved if the model based seasonal adjustxnt apprczch 

is used rather than either X-11 or X-11 MI?.A. We have argued t-tit one reason fz 

this r2sult is that the majority of Bureau series have se2sonality &ich wolves 

raher slowly. Furchermre, the xdel hased methcd protides a xzy to discover hen 

Gk seascnal pattern of a series is slowly hanging so that this fact can be used 

to obtain i~)r2 appropriate estimtes of the seasonal ccqments. 

Fkasures of smthness arxl Level or2servation 

As a mans of c mng the broad characteristics of the mcdel based adjusment 

medxd md X-11 for this enpirical stuiy we have c-ted the masures 

rl 
.s4 = 2 

(x t 3 
t - LX,-, i xee2+ 

= 

ar,d 
rl c 

F = II [ z (Zt - -u,):2 
t=12 j=c-I1 

(3.2) 

(3.3) 

ker2 Z, azd X, der,ota r2spectLvely the original valze and tie seasonaliy ad,+.s:2d 
b c 

value for mnth t. Ycte that (3.2) is a crxk yeas=2 of k2 smothr,ess of she 

se2sxzlly addjusttd series ar.d (3.3) Ls a c-die * rie2sur2 cf hew cicsely Lie .3x-i= '9 



tweive month totals of the unadjusted and adjusted data agree. We calculate (3.3) 
. . 

using the metric for w&ich the additive representation Zt = St + X is appropriate. 
t 

For the purpose of ccqarison we have calculated the values of SN and F for 

e2ch cf e3-E 76 series in our stuiy and for the model based arzd X-11 mShcds. We 

excluded X-11 ARDf4 because wz view X-11 ARR?A as an attqt to imprcrre the adjustmnt 

of the ends ard ccnsequently X-11 ARIMA's broad characteristics should be similiar to 

those of X-11. For each series the values of SY and F for the model based approach 

were divided by the values for X-11. These ratios are reported in table A.4 of the 

appendix. Based on this table it is evident that X-11 has on the average a smother 

seasonally adjusted series than does the mcdeibased approach& that the mdelbased 

adjusted series presemes the level of the tw2lve month irxrring sums better than the 

X-11 adEted series. These observations are consistent with the earlier observations 

about the two inxhcds. 

Resource reuuir2mmts of the mdel based amroach 

One of the iqortant things that must be considered before any model based 

seasonal ad,@stznt proc,* can be adopted is the munt of resources required for 

its use. Basedupon om experiencetitht,his e@ricalstudywe have a rough idea 

about &at would be required to implemnt the partic~ular mxiel based approach used 

in the study. 

First, SCLJE kind of Box-Jenkins ARD!A mxleling software package is necessary. 

For Census Bureau series it is essential to be able to handle int2rrention mdels 

and regression type mdels with MIS. error structures. In cur opknion, the best 

available softar2 pac!cage is the TSTACK rcutine which we used this year. Th2.t 

routine is available at the Zur2au. 

Another sof~'n;are r2quira?;gnt is a Frogrm to cmputc the s2aser,al ad-justrnent 

'z2seci mm the particular .mzZel for the data. . This pro-gram '-2s partially written 

&fore tile scar= of the Fmject c-his year and during the course of the year it has 
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been checked and rewritten to include more general models. However, before the 
. . 

program can be us& extensively it probably should be rewitten so that its input 

can be simplifi& ard its output made to conform more closely to Census needs. 

Finally, the largest resource coumitt.znt, at least initially, is the time 

required to II&d. the individual series. The t&e required to model a series depends 

both on the experience of the model builder and the difficulty of the series. kr 

opinion is that someone with a mcderate amount of experience shouLd be able to 

adequately model an easy to rmxkately difficult series (at Least 75% of those in 

tbi.5 study were easy to nrxkrately difficult) in less than 2 hours. Kcdeling a 

large mmberof series thus inwlves a large t* ccxmittzmt. However,hie mst 

also reco&ze that for most series this is an initial imesment that will not have 

to be repeated. Once a n&e1 is tilt for most series the model probably *will not 

change, and qdatihg rray only involve reestimation of the r&e1 parameters. An 

additional advantzge is th2t a mdel based approach forces us to become intimately 

involved fuith the tixe seri2s being adjusted. We therefore muId expect t~h2t a 

model based aI;pro.ach cny not only Le2d to better seasonal adjustment, but crlsc to 

a better understanding of the unadjusted series. Consequentfy, a 

zdjustrrmt approach may lead to iqrovemnts in areas of interest 

t&n seasonal adjustznt. 

mdel based splsonal 

at the Zureau other 
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Part 4: Other Issues Related to Seasonal. Adiustment 

. . 

During the course of conducting the mpirical study several issues that have 

not yet been discussed arose. In this part of the report;re briefly discuss these 

issues. To a certairr extent wkt we till consider in this part are some interesting 

but only partially answered questions. Cur hope is that these questions may generate 

some additional research interest. 

Deciding htien a series should not be adjusted 

One cpstion that is important to be able to answer is: how can we decide if 

a &ticular series should not be seasonally adjusted? This question can be addressed 

from a nunjxr of different angles, however we shall consider the question from a 

statistical modeling viep.int. We assume that the unadjust2d seri2s can be approxi- 

mated by an &?IMA mdel. Now for mnthly data if the particular J..A dei repre- 

senting an unadjusted saries dces not have any seasonal part then it is clear that 

the unadjusted data is not seasonal and the series should not be seasorally adjust2d. 

As an exmple, during tie course of the vtlpirical study wz fcmd that the mdel 

Z, = 2, 1 -L at (4.1) c 

was an appropriate xcdel to descrik the behavior of the leg of the Lndu-str;Lai 

inventoq series S4STI 

a series &ic.h follows 

ssascnally adjusted. 

(ship tuilding). Eecause there is no seasonality iFlicit in 

mdel (4.1) he conclude *&at G%s series should not be 

The above exmple was clear cut; however xe can also comider the ample of 

the industrial inventory series SC7TI (glass ccntainers) s~izich follcws the zcc!el 

:J 

t 
= .26"Jte12 i at (4.2) 

:d2ere 

(4.2) 

ago. 



the v2lues of We for each different mnth vary around zero rather than a distinct 

monthlymean. Ps a result the values of W, will stay close to zero. Second, in 
. . 

szcessive years tie values of say, Jarruary, are positively correlated; but that 

correlation is very small. Therefore, it wuld not be unusual to have a positive 

value of Wt for one January and in a year or tw to have a negative value of W, 

and a year or w later another positive value. These remarks are 

theothermonths. Therefore, we can compare the q2-ecte-d behavior 

following the mcdel (4.2) with a definition given by Kkllek (1978) 

aisc 

of a 

that 

is "regular periodic fluctuations k&ich recur every year -k7ith about the 
T 

L 

valid for 

series 

seascnality 

same tzimirlg 

and intensity". It is evident that realizations of a series Gkt has as its model 

(4.2) dc cqt exhibit the behavior in this definition. Xence, we can argue that 

based qon statistical modeling considerations the series SO7TI should not be 

se2scnzlly adjusted. . 

From Gb last exxple it appears that correlation at a t-tvelve month lag is 

not a sufficient reason to justify seasonal adjustznt of a series. Consequently, 

we need to have some other criterion to judge &ether or ncttoseascnally adjust 

a series. With this in irrind we consider the r&e1 

wt = wtB12 -i Nt (4.3) 

there W t is the value of a series (possibly transformed or differenced) at mnth t 

and Nt follows a stationary zero me2n model. The model (4.3) implies that the value 

of the series for say, Jamary, is equal to the value for last January plus an error 

tern cleat varries around zero. Thus, a series following (4.3) rxili exhibit reglar 

mntkhly fluctuaticns G-kch recur hith abcut the same intensity provided the 

variability in N, is not large csqared tc the monthly -~aixes of W t' Yaw the mdei 

(4.3) is-aeascnaliy nonstationary because it xi11 t-ypic211- -7 zot Ihwe a Level t.%t 

is 2.x L.nv&ar,t but rather the l?Jei '/Jill deped '*or! c,i.e gartictr?ar xnch. Tke 

mritIlly Lncensicies Fn (ic.3) kill chanse ‘cut as lcng as the variarxe of !I, Ls zct i 

tco Large c5.e charges ;vill ke ga&aL. 



Based upon the akwe considerations 
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we call 2 mnthly series strongly seasonal 

if it is necessary to include a twelfth differeme in its model and we call a mnthly 
. . 

series xe2kI.v seasonal if it has sigzxificant autocorrelations at imltiples of lag 12 

but no twelfth difference in its rxdel. If we base our decision only on statistical 

mcdeling considerations, we feel that only strongly seasonal time series should te 

adjusted. Of course, in practice the modeling considerations my be only part of hat 

is used to decide whether or not to adjust a particular series, kax rve feel that they 

may help in braking the decision. Curing the prccess of mdeling series fcr the 

empixkal study LE found several series that were rot strongly seasonal; they are 

listed in table 4.1. 
. 

Table 4.1 

Series that are weakly seascnal or not seasonal 

Series I.D. 

som 

SiXI 

S24TI 

s25rI 

S2YrI 

S37TI 

S3STI 

S4STI 

S76TI 

S83TI 

s*xm 

SX5TI 

TI301 

TI32 

TI3G3 

Description 

icdustry inventories - glass containers 

industry inventories - nonferrous metals 

industry inventories - constructicn irrining iraterial hading 

industry inventories - metal r~&&~g rrachinery 

icdustry inventories - general ixdustxy machinery 

irdustry inventories - comercial ecpipent 

industry inventories - electrical ccmponents 

industry inventories - ship building 

industry inventories - pap2rjc2rd containers 

industry inventories - industriai chexicals 

industry inventories - electrical transizition & d.istrLbueLcn 2quQ. 

industry imentories - aircrtit, ,xissiles, parts 

wholesaie in\-entorias - imtor vehicles, autmotive Fart5 aild 

supplies 

whsiesaia Lnver,tori2s - &rciture acd hme krnishings 

!k!!leSai2 Lnv2r?tori2s - .xac?iinerj, equi?mnt ar,d suqii2s 
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Detection of Deterministic Seasccalitv 

?&en modeling and analyzing seascrdl. tine series it is scmetimes possible to 

represent the se2&2lity 

mnthly mans. Of course 

ministic seasorality, tut 

in the series as a fixed cr detemihistic ccqonent like 

not all se2scral time series can be mdeled using deter- 

&en that is possible there 

representing the sezsonality in that way. First, the 

seascn2lity is easy to -lain. Second, in constrast 

stockstic seasonality, if there is fixed seascn2lity 

are several advantages to 

behavior of deteministic 

to the situation where we have 

then tiere is t70 unresolved 

ambi,guity about how to do the seasoml &jusment. Therefore, it can be iqxztar?t 

to develop techniques to discove r when using a fixed seasonal is apprcpriate. 

In the context of ARIM modeling there is 

fixed seazkality is appropriate. Suppose that 

equal to the sum of a seascml component St and 

an infomal my to discover ryllen 

an observed time series, Z * t' 1s 

a kite noise coqonent a 
t' Furthemore, 

we assume that the St are fixed, 

t. t!cw if we parform a s+tzrd2rd 

consider 
4') 41 

distinct mnthly ,?leans so that St = Ste12 for all 

Box-Jenkins analysis on Zt -we will be lead to 

(1-3LL)Zt = (1-3">s, + (1-B12)a 
t 
= (l-B12)at. (4.4) 

Therefore, Fn theory the series W t = (1-EC2)2t follows a stationary moving 2verage 

Frccess kiti s22scn2l mtirg average parameter equ21 to i. If we appmptiately 

es'hte the p2rmeter al2 in the insdel 

Wt = at - e12at-12 

Gbn for the above situation k;e muld get an esriz,%e of al2 near 1. Se note in 

-passing G%t this situation c2.n cr22t e some rEther difficult estixztion problem. The 

‘mint of +bi.s iXustration is th2rs if i: is necessary to seasorally difference a 

series arid if ';ie resulting model ixldes a s22scril mbizg 

estiz2t2 is "close to l", tihen tier2 is scme indicatien :hz.t 

'USiZ~ 2 fiyed zezscnal repr2senCrtLcn. 

a-erage epara..erer Gxs2 

tie &ta ccuid k xdei2d 
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The signifigance of +Ms is from table A.2 in the aFpxdix there are a mmhr 

of series for &ich.the estimate of 312 is larger than .75. In addition, the 

method used in TSPACK tends to give esti.mates of 812 tich are less than 1 in the 

case where the true value is equal to 1. A better way to estimate e12 is by using 

an exact likelihood procedure. In order to check if there is evidence for detenrdn- 

istic seasonality in the series modeled for the empirical study, we took 24 series 

that had estimates of 012 calculated by the TSPACK routing to be larger than .75 

and estimated the parameters using an exact likelihood method available in the 

Wisccnsin Multiple Time Series package. Note that wa fwuld have preferred to use 

an exact likelihccd procedure originally but we needed to have the capability to 

siwltaneously estimate outlier, trading day and holiday effects along with ARIMA 

parametersf The results of this comparison are reported in table 4.2. From t&his 

table wa see that the informal procedure does not indicate the presense of detexnrin- 

istic seasonality except for the series HST.5 axi possible S23TI. In fact for most 

of the 24 series the exact likelihood estimates of 612 wzre smaller than the TSPACK 

estimates of 4 12' 
We suspect that in cases where the true e12 is not close to 1 

TSPACK estimates tend to be larger than exact li!~lihocd estinxtes of "12. 

Therefore, for most of the series considered there is not substantial evidence, 

based upon the cancellation arwent, that using det2rmiLnistic seasonality is 

apprcpriate. Surprisingly, xe have fcund for scme series (e.g., XSlY and EM2G) 

t&hat be can s&e1 the data using monthly means and apparently account for all of the 

seasonality in the data, even if the canceilation argmer.t does not indicate deter- 

nrinistic seasonality. This raises some interesting questions. It wuld seem to be 

important i0 investigate the theoretical implications of t!!e .xdel with dettrrinistic 

S~aSOnaii t'? ceqarl,d to the model with stoc.%stLc seasonality to decide if cne shculd 

be pref2rred over the oiler on theoretical grounds. In 2ddiiLOr!) ii muid be us2fd 

to d2velzp 2 forrzl :est to decide :$ic,h of the t:;o represencaticns are rcrt 2pprcpriete 

using she ='.;o x&is xi11 res-ult in significantly different conclusions. 
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Table 4.2 

Ektimtes of. aI2 in candidate series 'for deteministic seasonality 

Series I D 

SHIP 

SOTI 

S65TI 

T1506 

TX537 

EXIZG 

Em20 

IWE 

EWG 

S62TI 

TISCO 

S3STI 

S36TI 

kml 

UFl6 

Bn.6 

Em16 

kms 

HsrT 

SISTI 

Exa5 

EAFl6 

S23TI 

s21vSu 

* 

Backforecasted Estirrate 

.&I 

.a5 

.7a 

.90 

.a7 

.8a 

.90 

.91 

.a8 

.74 

.90 

.a8 

. .91 

.a2 

.74 

.a7 

.a7 

.92 

.a9 

.90 

.90 

.77 

.91 

.a8 

Exact Likelihcxd Esttiate 

.74 

.77 

.71 

.74 

.74 

.74 

.a2 

.84 

.81 - 

.72 

.79 

.76 l 

.85 

.70 

.63 

.72 

.74 

l.cxl 

.a7 

.E4 

.% 

.68 

.93 

.68 

. 
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Lbfultiplicative s Log Additive Seasonal Id justmnt 

The mst ccmmn 'way in I&&& people conceive of an observed tine series, Zt, 

in terms of its components is the rmltiplicative model 

5 = s;xt (4.5) 

where St is a seasonal coqmnent and Xt is a nonseasonal ccqonent. Some reasons 

for using the representation (4.5) are: (i) it is an empirical fact that the 

seasonal variability tends to increase as the level of the series increases for mny 

series, and (ii) many series are measured in dollars so that both the level of the 

series and the ~zx~tuie of the seasonality can be affected by inflation. If the 

representation (4.5) is appropriat e than it follows that the additive representation 
* 
In 2t =Lnst+lnX 

t (4.6) 

is appropriate for the logarithms. 

Now if we as- that seasonal adjustzent can be thocght of as a signal 

extraction prcblm, then ft is necessary to us2 representation (4.6) rather than 

(4.5) because the theory of sigsldl extraction is developed in term of an additive 

structure. In addition, in the situation where St is deteministic then scme fom 

of regressiofi analysis muld be appropriate. For exmple, if 1nXt were kit2 noise 

(4.6) is the standard regression Mel. However, again we ,mst us2 the additive 

representation because the usual regressior! assmptions are not satisfied in the 

m.Ltirlicative framewxk. Of course if the analysis is done in the log mtric then 

the results mst be transfomed back into the metric of the original seri2s for 

publication .curposes. 

The above discussion is rel2vant because for a ,zul.ti~l -.,Fcative r2?res2ntaiLon 

the current verison of X-11 perfoms i:s anaiysis qon the original data using 

arithmecricaverages (mltiplicacive adJbment) ktien a strong theoretical cas2 can 

be made for first transfcming t!L?e data by taking Icgatic~ms a& then treating rhe 

resuitanc serL2s as if it xere an addi.ii~/e T&d (iog additive 2d~$s~-~X). Fcr 
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the majority of series adjusted there are only &minor differences between the res"1ts 

of the X-11 imltiplkative adjcstment and the X-11 log additive adjustxmt; however, 

there are a few cases xhere the tm alternatives do give different results. As an 

example, in figure 4.1 we have plotted the s2asona.lly adjusted series for the series 

598cc0, the retail sales for fuel oil dealers, liquefied petroleum Oealers and fuel 

and ice dealers. Th2 ,mkiplicative s2asonally adjusted series is plotted in the 

solid line and the log additive seasonally adjusted series is plotted in the dashed 

line. As is evident from the plot, there is approAmtely a constant difference 

between the tm adjusted series. It is also clear that at least one of the mthcds mst 

be illed out. 

Aft% scme thought and an examination of the original data it is relatively 

easy to explain the dir'ference in the two n&hods. The L3A.tiplicative versLon of 

X-11 tends to ,x&e the yearly arithmetic average of the seasonal ccmpments close 
12 

to 1Q z si = 1). In contrast, the X-11 log additive adjustmmt tends to m& 
i-l 

the azAtimetic average of the LogarY thms of the seascnal factors equal to 
12 

0 (,4 L lr!!, = 0). Equivalently, for the log additive approach rje have that the r* IL ill ’ LL 

the seascnal factors is abzut 1 ([ ;r s ll'== I) 
l i' 

. Sow for the 
& 

geometric &mean of 

parCicClar series 

frmas lcwas .6 

it is 

man. 

about 

under consideration it happens that the seasonal ccqxxents range 

to as hi.& as 1.7 so that the Si are not close to 1. In -As case 

easy to show that the gecmtric mean is substantially smaller -&n the arithmtic 

Therefore, for this series the seasona.l factors for the tm mthcds differ by 

a constant amunt 

the s2asonally adjust2d 

The s2ries 55KCO 

the X-11 ztLtLplicaCve 

ad thesa relatively constant difzerences 233 reflected in 

52r"s. A.-_ 

xas tie 53~2 that shmed the xsi 2xcrae differonc2 bet-ieen 

and X-11 log additive adjustzent. In orcier ;o g2t an 322 
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2xamples of cases iAer2 there are differences in the thu procedures and for the 

majority of setiesewe considered there rjould not be discernable differences. 

Because of th2 discrepancy between the ;niLtiplicative and log additive methods, 

it rray be necessary to determine tich of the tm approaches is preferrable. The 

arguments in support of the log additive are:(i) from the point of view of signal 

extraction the analysis is more appropriately perfcrmed for an additive mzpresentation; 

(ii) fmn the visw of md2ling th2 original series, the usual ARIMA nxxiel assumptions 

are going to be imre appropriate in tems of the logarithmic metric since for 

instance the data in the origitlal metric will not have a constant variance if 

(4.5) is true, (iii) the mltiplicative approach of X-11 is inconsistent in that 

it is miAng arithmetic averag2s -xith data assumed to have proportional seasonality. 

For ml&icative X-U it mu.Ld be mre appropriate to us2 geometric averages instead 

of arithmetic averages. On the other hand, we can only think of one possible reason 
0 0 

to support the ,mltiplicative approach. That is that the restriction implicit in 
4 12 

the nultiplicative approach, l5 Z S. 
i=l ' 

= 1, tends to mke the yearly totals 

qmadjusted series more nearly, equal to the yearly totals of the adjusted 
_ 12 -1 I13 

of the 

se?Fics 

than does the restriction, [ II SiJL’*b = 1. Some additional thought is needed about 
i-l 

ti2ther or not the yearly suns of the adjusted and unad,$sted series should be 

approtiitely equal. 
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Pm2ndi.x to the Pexrt 

In this apper&x rw2 present some details aixuc the individual series &at -~2re 

mieled during th2 year. Table A.1 giv2s a legeri of the series ID's that are used 

+&xYu&outth2 report. Table A.1 gives a list of the series used in the empitical 

comparison group& by th2 type of ARIMA mcdel which was built for the series. 

Parameterestimitesfor the ARIMA mdel parameters are given along with an indication 

of tiether or not outliers were included in the mxiel. Note that the rmaining tables 

and plots of the seties in the empirical. sttiy are arranged in the sane order as 

this table. Table A.3 gives a sumary of the first, second and third year revision 
w 

measures for each individual series. Table A.4 gives the smoothness and fit Lmaasures 

for th2 Qx?itidual series. For each of the series considered in the empirical SW 

hi2 hav2 included tm diagram. The first diagram includes for the model based 

approach a plot of the original series and seasonally adjusted series (in a dashed 

line) on one graph and a piot of the seasonal factors for the model based ad,@stment 

on a separate graph. The second diagram includes the analogous plots for the 

X-11 ad,justment. Finally, during this year some series that included Easter holiday 

effects were mxieled lxlt not included in the empirical study. All of these series 

wet2 modeled fron! l/67 through 9/79. The mdeis for these series are given in 

table A.5, 
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Table A.1 

. . Lenaend of Series ID's 

. 

SOTTI: 

SllTI: 

s13TI: 

S16TI: 

s23l.I: 

S24TI: 

S25TI: 

s2YTI: 

s35TI: 

S36TI: 

s37TI: 

S38TI: 

S45TI: 

S6CYTI: 

S62TI: 

S63TI: 

S64TI: 

S65TI: 

S76TI: 

S83TI: 

S85TI: 

SXZTI: 

SX4TI: 

SXXI: 

TWX: 

TI501: 

TI502: 

T1503: 

T1506: 

T1507: 

inventories - glass containers 

inventories - blast furnaces 

inventories - nonferrous metals 

inventories - m&ais, cans, barrels, drums 

inventories - fammachineryand equimnt 

inventories - construction mining material handling 

inventories - metalworkingmachinery 

inventories - general industry machinery 

inventories - household appliances 

inventories - radio and T.V. 

inventori2s - cqumerzial equiprrent 

inventories - electiroal components 

inventories - ship building 

inventories - meat products 

inventories - beverages 

inventories - fats and oils 

inventories - all other nordurable products 

inventories - tobacco 

inventories - paperboard containers 

inventories - industrial chemicals 

inventories - drugs, soap, toiletries 

inventories - electrical transraition and distribution 

equipxrmtandixiustrialapparatus 

inventories - imtor vehicle and parts 

inventories - aircraft, missiles, parts 

tiolesale inventories.- U.S. total 

tilesale inventories - imtor vehicles, automotive parts 

and supplies 

holesale inventories - furniture and home furnishings 

wholesale knventories - lumber and other constmction 

materials 

kolesale inventories - 212ctrical goods 

wholesale imrentories - bardware, plmbing, heating 

equipment and supplies 
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T1508: 

TI517: . 
501cm: 

502CCO: 

503m: 

5c4cCQ: 

505ccO: 

506ccO: 

507ccQ: 

508cm: 

~511ccm 

512ocO: 

513ccQ: 

514cG: 

515m: 

5160x: 

517ax: 

518cxx: 

7OlCxxI: 

721CCQ: 

723CCO: 

724CCQ: 

731cm: 

750xxI: 

753cm: 

76ccm: 

so7vsu: 

SllVsu: 

s13vSu: 

S16VSU: 

s21vSu: 

s23vSu: 

SZWSii: 

s25vsu: 

s2wsu: 

s35wJ: 

wholesale inventories - wAinezy, equiprrent and supplies 

wholesale irn-entories - petrol2m and petroleum products 

tiolesale sales - motcr vehicles, aumrmtive parts arid supplies 

rc;itolesale sales - furnimr2 and haze -Fuznishings 

-YJholesaie sales - lumber and other construction materials 

xholesale sales - sporting, recreational, photographic goods 

wholesale sales - metals and .minerals except petroleum 

wholesale sales - electrical goods 

tilesale sales - ham&are, plumbing, heating equipmnt 

and supplies 

wholesale sales - machinery, equipment, and supplies 

wholesale sales -paper and paper products 

tilesale sales - drugs, drug proprietaries, dzugest' sundries 

wholesale sales - apparel, Fiece goods and notions 

wholesale sales - groceries and related pmts 

tilesale sales - farm produot raw materials 

rYholesal2 sales - chexkals and allied prcducts 

wholesale sales - petroleum and petroleum products 

wholesale sales - beer, xine and distilled alcoholic beverages 

retail sexxke receipts - hotels, mtels, and tourist courts 

retail service receipts - laundries, laundry services and 

cleaning ard dyeing plants 

retail service receipts - beau?zy shops 

retail serrice receipts - barber shops 

retail service receipts - adv2rtFsing 

retail service receipts - automotive r2@r 

retail service r2ceipts - automtive repair s&hops 

retail service receipts - misc. repair services 

value shipped - glass containers 

value shipped - blast furnaces 

value shipped - nonfexous mtals 

value shipped - mtals, cans, barrels, drums 

value shipped - steam engines and turbines 

value shipped - farm mc.hinery and eqti~ent 

value shipped - construction, minifig, material handling 

vaiu2 shipped - metal korking r2chinery 

value ship@ - general industry iiachinery 

value shipped - household appliances 
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S36VSU: 

S38VSU: 

S48VSiJ: 

s5ovSu: 

S6OVSU: 

.%2vsu: 

S63VSU: 

S64VSu: 

S76VSU: 

S83VSU: 

S85VSU: 

SHIP: 

I-NE: 

- VIP: 

EAFl6: 

ENQO: 
EAF-2;: 
Ewe: 
UMI6: 

l.6: 

-6: 

ExF20 : 

EAML6: 

P-l-: 

HSTl: 

HSE: 

HSTS: 

52C#2 : 

5251CO: 

550COl: 

553160: 

57cCm: 

57CCO2 : 

531X0: 

value shipped - radio and T.V. 

. . value shipped - el2ctrica.I. coqonents 

valu2 shipped - scientific and engineering 

value shippeci - photographic good 

value &tipped-meat products 

valu.2 shipped - beverages 

vaiu2 shipped - fats and oils 

value shipped - all other nondurable products 

vaiu2 shiped - paperboard containers 

vaiue shipped - industrial chemicals 

value shipped - drugs, soap, toiletries 

total industry shipments 

total industry inventories 

value put in place 

employed argicultural females 16-19 

eqlo~2d non-agricultural males 20 and up 

employed agricultural females 20 and up 

e?lployed agricultural inales 20 and up 

unemploy2d mles 16-19 

uneq~loyed females 16-19 

employed non-agricultural males 16-19 

employed non-agricultural fez&es 20 acd up 

employed agricultural males 16-19 

total housing permits 

total single family housing starts 

total housing starts 

total five unit housing starts 

retail sales - lumber, building materials, paint, glass 

=WW- 
retail sales - hardward stores 

retail sales - rrotor vehicles dealers, boat dealers, 

recreational and utility trailer dealers, rotorcycle dealers 

retail sales - auto and home supply stores 

retail sales - fumiture stores, floor covering stores, 

drapery curtain and upholstery stores, disc. home LMshing 

r2tail sales - household appliance stores, radio and 

television stores 

retail sales - deparzent stores 
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533100: 

539900: 

541100: 

5541cn: 

561iOO: 

566100: 

56ccm: 

58DXU: 

591x0: 

- 5921CXI: 

596101: 

594un: 

598cco: 

rewil sales - 

retail sales - 
* . 

retail sales - 

retail sales - 

retail sales - 

retailsal.2s - 

retailsales- 

variety stores 

r&c. general mehnciise stores 

grocery stores 

gascline service stations 

mns and bcys clothing and fu-nishing stores 

shoe stores 

wmen's ready to wear stores, mmen's 

accessary and specialty stores, furriers 

retail sales - restaurants and lunchrocfns, 

cafeterias, refreshment places, contract 

and fur shops 

social caterers, 

feeding, ice 

cream and frozen custard stands, drinking places 

retail sales - drug stores and proprietary stores 

retail sales - liquor stores 

retail sales -insi.lorderhous2s 

retail sales - stationary stores 

retail sales - ~til oil dealers, liquefied petroleum gas 

dealers, fuel and ice dealers 
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Table A.2 

The 76 series used in the Eqiricai Comprison Grouped by kciel Type 

(* under outliers indicat2s outliers ere rrfA212d) 

ModeL: (i-B)(l-B12)(lnZf - TDt) = l-alB) (1 8 B12)a -12 t 

Series ID Time Period Available 

5Oloco 

503cm 

5o4coo 

505m 

506cm 

507m 

50&x0 

511cm 

512ocO 

513m 

514coo 

515CC0 

516ocO 

517cxx 

518X0 

52cm2 

55txQl 

598cxx 

57CcOl 

s13vSu 

S16VSU 

s29vsu 

s35vxJ 

S38VSU 

s5ovsu 

s6ovsu 

S62VSU 

S63Vsu 

S64WJ 

* 

l/67 - ill79 

l/67 - 11/79 

l/67 - 11/79 

l/67 - 11179 

l/67 - 11/79 

l/67 - U/79 

l/67 - U/79 

l/67 - 11179 

l/67 - U/79 

l/67 - U/79 

l/67 - 11/79 

l/67 - 11/79 

l/67 - 11/79 

l/67 - U/79 

l/67 - 11/79 

l/67 - 9179 

l/67 - 9179 

l/67 - 9/79 

l/67 - 9/79 

l/63 - 12/78 

l/63 - 12178 

l/63 - 12/78 

l/63 - 12/78 

l/67 - 12178 

l/63 - 12/78 

l/63 - 12/78 

l/67 - 12178 

l/67 - 12178 

l/63 - 12/X 

.37 .79 

0. .87 

.29 .90 

0. .88 

0. .87 

.20 .74 

.29 .88 

0. .91 

.26 s4 

.34 087 

-41 -91 

0. .91 

.27 .84 

0. .86 

.49 .70 

0. .86 

0. .87 

.38 .87 

027 .73 

0. .92 

.64 .88 

.34 -91 

.31 .88 

0. .95 

=3 .4 .89 

.22 .88 

.51 .87 

0. .88 

.26 .86 

htliers 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 



s76'Ksu 

sa3vSu 

701CCO 

723m 

724EO 

731ccxl 

Model: 

l/63 - 12/78 .31 .92 

l/63 - 12/78 0. .56 

l/71 - 11/79 .24 .84 

l/71 - u/79 0. .83 

l/71 - u/79 0. .88 

l/71 - u/79 .30 .59 

(l-B)(l-B12)(ld 
t 
- TD > 

t = (l-~lELe2B2)(1-e12B12)a, 
c 

Series ID Time Period Available 

S24VSu l/63 - 12/78 

75okcl l/71 - 11179 

753cco l/71 - 11/79 

57coO2 * l/67 - 9179 

@l - 

.17 

0. 

.29 

.17 

bd& (i-OB)(1-B)(1-312)(l~t - mt) = (1-e12B12), 
t 

Series LD Tine Period Available -4 

s2svSu l/63 - 12/78 -.42 

Model: (1-B 

Series ID 

'(l-Bl')lnZt = (1-alB)(1-e12B12)a t 

Tine Period Available 

S16TI l/58 - 6/79 -.19 .90 

S6UE l/58 - 6179 0. .85 

S63TI l/70 - 6/79 0. .87 

S65TI l/58 - 6179 0. .78 

Sx4TI 1158 - 6/79 0. .68 

TI503 l/67 - 4/79 0. .64 
T1506 l/67 - 4179 0. .90 

TI507 l/67 - 4179 0. .87 

SXIP l/58 - 8178 0. .80 

@2 - 
8 12 Mliers 

.19 .77 * 

.45 .86 * 

.46 .87 * 

.34 .88 * 

%2 

Outliers 

Cutliers 

* 

* 

* 

* 

6 
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Model : (l-B)(l-BLL)lnZt = (l-y3 - @2BL)(1-a12B1L)a t 

Series LD 

s21vSii 

Tim Period Available 

l/63 - 12/78 

Mel: (l-~B>(l-B)(l-312)lnZ t = (l-a12B12)at 

Series ID Time Period Available 

kTP 

S36TI 

S62TI 

S64TI 

S85TI 

TI500 

Model: 

l/65 - 8/79 

l/58 - 8178 

l/66 - 12/77 

l/60 - 6/79 

l/58 - 6/79 

l/58 - 6/79 . 

* l/58 - 6/79 

l/67 - 4/79 

(l-3)(1-El2)2, = (l-elB) (1-0~~B~~)a 
t 

Series ID Time Period Available 

l?AF20 l/65 - 8/79 

UQ6 l/65 - 8/79 

uF16 l/65 - 8/79 

EDM.6 l/65 - 8/79 

ENFl6 l/65 - 8179 

EAM20 l/65 - 8179 

!5ISF20 l/65 - 8/'79 

HST5 l/64 - 8/78 

lisTr l/64 - 8/78 

Hsn l/64 - 8/78 

721ccO l/71 - 11/79 

1 
.60 .25 

3 %2 

.26 .88 

.66 .91 

.88 .80 

.26 .91 

.13 .79 

.32 .79 

.35 .66 

.39 .90 

% - 

-32 

.31 

-61 

.25 

.22 

0. 

0. 

.45 

.28 

-25 

.25 

k 

.58 

.82 

.74 

.87 

.87 

.88 

.90 

.92 

.89 

.87 

.86 

b Outliers 

.88 

Outliers 

* 

* 

Outliers 

* 
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,&&l: (1-qa)(l-$')Z, = (I-6i2B1')at 

Series ID Tine Period Available 2 
- 

zA?il5 l/65 - 8179 .54 .90 

E&n6 l/65 - 8179 .51 .77 

Model: (l-~B)(l-B)(ld~)z~ = (l-S12B1')at 

Series D Time Period Available 3 

s35TI l/60 - 6/79 .40 

Model: (i-o15 - a2B2)(l-B)~l-B12)Zt = (l-a12BL2)at 

Series ID * Time Period Available 3 
2 

s23TI l/58 - 6179 .27 

kdel: - (1 3)(l-B12)(z + t 
- TD,) = (1-elB)(1-a12B12)at 

Series ID Tine Period Available 

525iCXI l/67 - 9/79 

502ccQ l/67 - 11179 

% - 

.30 

.39 

Model: (l-B)(ld2)(Z 1'3 TD > = (l-0 B)(l-3 
t -t 1 d2)a 12 t 

Series ID Time Period Available 

5532X l/67 - 9179 

% - 

.31 

4 
2 

.20 

@12 

.36 

.87 

@12 

.56 

Cutliers 

* 

* 

Cutliers 

* 

Cutliers 

.91 * 

Cutliers 

Otxliers 
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Table A.3 

Series ID First Year Revisions SecorxI Year 2evisions Third Year Revisions 

5OlOc0 

503m 

5c4ccO 

505cm 

506CCOw 

507cOO 

508OCXl 

511Om 

512cm 

513m 

514CXX 

515m 

516ooo 

517cxx 

518CCO 

52CC#2 

55OCCIl 

598cm 

57cCOl 

s13vSu 

S16VSU 

s29VSu 

s35VSu 

S38VSu 

SSOVSJ 

S6OVSU 

S62VSU 

S63VSU 

Retision Measures for Individual Series 

(* under X-11 AFZMA indicates that an ARI!! mdel was forced) 

Mel Based 

.59 

.42 

.88 

.40 

.29 

.86 

.76 
* 

.46 

1.25 

.33 

.52 

.79 

.77 

.62 

.51 

.58 

.20 

1.70 

.41 

1.07 

.a35 

.83 

.91 

1.07 

.33 

.42 

1.72 

1.31 

x-11 ARmA 

1.15 .76 1.16 1*06 1.18 

.88 .43 067 .61 .72 

1.06 .49 .81 .47 1.74 

.55* .30 .6P .30 .75* 

.56 .40 .u .49 .94 

1.72 1.21 1.68 .96 1.08 

1.49 .61 1.25 .SO 1.11 

1.67 .27 .91 .28 .85 

.82 .82 .49 1.16 .75 

-66 .55 .81 .60 .90 

1.22 .41 1.19 .4? 1.25 

1.59 .42 1.02 J7 083 

1.19 .&I 083 .A7 -76 

1.35" .45 .9ok .48 .87* 

.93 .71 .65 .94 .74 

1.25 .84 1.21 .76 1.01 

.99 .28 .66 .28 .76 

2.27 1.03 1.33 .72 .86 

1.02 .67 .87 .73 .74 

1.0s -68 l.l@ .63 1.07" .- 

.80 .34 .90 .32 098 

1.65 .4A 1.01 .43 1.21 

2.41 .48 1.41 .46 1.38 

2.21 .41 .95 .23 1.08 

1.34 .30 1.21 -23 .88 

.81 .35 1.s .49 1.19 

1.67 1.19 1.13 .78 .99 

2.28" .84 1.88" .62 1.23" 

Model Based x-11 PRLhiA 0 kdel Based x-11 ARIM 



Table A.3 (mn't.1 

68 

Series ID First *Year Revisions Second Year Xevisions Third Year 2evisions 

Model Based x-11 ARmA 

S64VSU 

S76VSU 

S83VSU 

7OiOm 

723ooO 

724CCD 

73lccO 

S24VSU 

7!gxO 

753cm 

57OCO2 

s25VSu 

ST611 - 

S6UTI 

S63TI 

S65TI 

Sx4TI 

TI503 

TI506 

TI507 

SHIP 

SZlVSu 

iDM20 

.70 

.93 

1.52 

.35 

.72 

.71 

.40 

1.99 

.31 

.33 I 

.64 

.23 

.39 

.64 

.26 

l 77 

1.14 

.86 

.63 

.49 

.45 

.31 

.38 

.17 

.43 

l 30 

.41 

.51 

.64 

.2s 

.93 

1.44 

3.32 

1.73" 

.76 

.99 

1.24 

1.18 

1.03* 

.81 

.60 

.93 

.95 

1.33* 

1.67 

.98 

1.33 

.97 

1.13* 

2.06 

1.72-k 

1.01 

.86* 

1.02 

1.04 

1.64 

1.61 

.61* 

i.02 

.59-k 

1.10 

1.29* 

lyodel &sed x-11 AFUMA 

.86 1.81 

.66 2.21 

1.32 1.0 

- - 

- - 

- 

kdelSa&d x-11 AEUXA 

.76 1.76 

.46 1.51 

1.03 1.04* 

- - 

- - 

- - 

.-- 

1.26 .89+ 

- - 

- 

.52 .83 

.25 .99 

.30 .82* 

.52 1.01 

1.19 2.22 

.52 .90 

.76 .71 

.57 .78* 

.52 1.19 

.80 1.38-k 

.38 .91 

.26 .65* 
-- 

.68 1.18 

.28 .81 

.35 .97 

.32 1.03 

.76 .87* 

.56 1.24 

1.00 .98-it 

.47 1.40 

.80 1.04* 

- - 

.75 .881t 

- - 

S36TI 

S62TI 

S64TI 

S85TI 

TIsm 

ES20 

- 

.47 

.27 

.39 

.45 

.60 

.56 

.64 

.45 

.53 

.67 

.47 

.39 

.27 

.47 

.45 

.44 

.72 

.7i 

1.08 

.35 

.71 

.79 

1.02 

.89 

.65 

1.14. 

.86 

.64 

.4* 

.86 

1.06* 

.79 

.73* 

1.05 

.95 

1.10 

1.13 

.73* 

1.17 

1.05* 

.90 

.86k 
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Table A.3 (can't.) 

Series ID First Year Revisions Second Year i?etisions Third Year Redsions 

kkdel Based x-11 ARIMA LMcdel Based x-11 my4 Model Based X-i1 PRIMA 

uM16 

UFl6 

Ema6 

DEL6 

EAPf20 

EINRO 

ET.5 - 

l 45 

1.02 

.93 

.72 

.19 

.31 

.13 

.24 

I-Em * .44 

721030 .41 

ENa. .28 

Em.6 .33 

S35TI .36 

52510 1.03 

502ccO .56 

553x0 .57 

1.2ok 

1.58-k 

2.33 

1.57 

.92 

1.31 

.81 

.98 

.86 

1.36 

.83 

.91* 

.35 

1.25 

.65 

1.36 

.64 .94* .63 1.15* 

1.02 1.35-k 1.26 1.32* 

.64 1.09 .54 .83 

.77 1.14 .62 .89 

.27 .75 .28 .68 

.45 1.26 .61 1.07 

.34 .73 .36 .63 

.25 .69 .56 .74 

.62 .89 1.04 1.11 

.51 

-52 

-35 

1.01 

.50 

.76 

- - - 

1.02 .56 .89 

1.07* -77 1.57* 

.83 .35 .70 

.97 1.00 .93 

.75 ..41 .7r 

.93 .86 .87 
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Table A.4 

Seties ID 

5Olm 

503cm 

504ccQ 

505cco 

506cco 

507m 

508coo 

511tW 

512m 

513ocO * 

514cc0 

515ccn 

516cm 

517cm 

518cm 

5202 

5XCOi 

598oco 

5icccn 

S13VSu 

S16V.W 

s29VSu 

S35VSU 

s38VSu 

s5OVSu 

S6OVSU 

S62VSG 

S63VSU 

S6QTSU 

S76VsU 

SS3VSd 

iOlcc0 

723CCO 

.Smdhness and Fit ?kasures for Individual Seties 

E 

1.07 

1.16 

1.18 

1.13 

1.12 

1.05 

1.05 

1.00 

.83 

1.07 

1.20 

1.04 

1.06 

i*lb 

.99 

1.13 

1.13 

1.05 

1.10 

1.06 

1.09 

1.11 

1.11 

1.24 

1.13 

1.03 

2.39 

1.19 

1.11 

1.23 

.93 

1.10 

1.05 

z 

.70 

.80 

.68 

.82 

.71 

.70 

.73 

.80 

.90 

.71 

.63 

.69 

.82 

.60 

.93 

.67 

.70 

.72 

.47 

.54 

.86 

.66 

.68 

.44 

.72 

.63 

.72 

.48 

.75 

. 78 

.87 

.4.6 

.5L 
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Series ID w - 

71 

724CC0 

731ccO 

S24VSiJ 

750x0 

753m 

57ccO2 

s2sVSii 

S16TI 

SOTI 

S63TI 

S65TI 

Sx4TI 

X503 .a 

TI506 

TI507 

SHIP 

s21vsi 

?3IM20 

S36TI 

S62TI 

S64TI 

S85TI 

TI500 

ES20 

uM16 

LiR6 

EBMl.6 

EW.6 

EM20 

EN720 

I-ETS 

i3sTT 

1.00 .51 

1.13 1.11 

1.32 .21 

1.09 .60 

1.12 .69 

1.56 .09 

1.13 .53 

1.13 .16 

1.16 .40 

1.02 1.69 

1.06 .62 

.93 2.88 

.96 1.62 

1.15 .16 

.95 .60 

1.06 -58 

1.24 .lO 

1.13 .29 

1.08 .lO 

1.07 .21 

1.09 .14 

1.07 .69 

1.01 .56 

.75 4.23 

1.22 .lJ 

.94 1.31 

1.02 067 

.98 .88 

1.06 .27 

1.04 .29 

1.12 .23 

1.07 .14 

1.14 .09 

1.08 .19 



72 

Table A.4 (con':.) 

Series ID 

72Xx33 

EAta 

EAF'l6 

s35TI 

S23TI 

SM 

1.05 .29 

1.18 .72 

1.07 .I1 

1.02 .50 

.96 1.48 

1.09 .08 

4: 



73 

Table A.5 

Series ID 

58ooco 

5661cO 

5611cO 

531100 

533100 

539900 

54&I 

554100 II 

56CCOl 

. Easter HoLiday Series Modeled 

Lexthof Holidav 

no effect 

7 &Y 

14 day 

14 day 

7 &Y 

7 &Y 

7 &Y 

no effect 

14 day 

Noise Mode1 Cutliers Intervention 

(0,1,2M0,1,1)1~ * 

(0,1,1)x(0,1,1)~~ * 

(0,1,2)x(0,1,1)12 

(0,1,1)x(0,1,1)~~ 

(2,1,0M0,1,1)12 

(o,1,1Mo,1,1)12 

(2,1,0)x(0,1,1)12 

(0,1,0M0,1,1)12 

+ 

* 

* 

* 

* 

* 

+ The noise mdel for this series xas (l-B)(ld2)Nt = (1-9b-~~~B 12-G13B13)at 



___- - --~_- 

WHOLESALE SALES 501 MODEL BASED 

* 

3.970 

II 

2.970 

I 
I 

I i 
I 

I 

w 
b’ 

1 13 25 37 49 61 73 85 97 109 121 133 145 

88 I I I I I I I I I I I I ’ 88 

1 13 25 37 49 61 73 85 97 109 121 133 145 

- 6.970 

- 5.970 

- 4.070 

.3.970 

p 2.970 



WhiOiESALE SALES 501 X-11 

6.970 

5.970 

4,970 

. 

i 970 

2.070 -1 

108 

1 13 25 37 49 61 73 85 97 109 121 133 145 

i 

I 

i 
1 

I 

I 
I 

J : 

I 1 
4 

6.970 

I 5.970 

8 4,970 

3.070 

* 2.970 

- 1,070 

-070 

1 13 25 37 49 61 73 85 97 109 121 133 145 

---- 



d-
-- 

d-
-- 

L.
 

L.
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z*
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z*
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r_
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r_
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c-
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c-
---
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---
--.

> 
---

---
--.

> 

---
---

---
y 

---
---

---
y 

-1
 

-L
--

--
--

, 
3 

--
--

 

-r
-7

- 
I 



WHOLESAiE SALES 503 MODEL SASED 

3.580 1 3.580 

2.580 2.580 . 

i.580 
I 

1,080 

i 

2.080 

- 1,580 

- 1.080 

1 13 25 37 49 61 73 85 97 109 i21 i33 145 

1 13 25 37 49 61 73 85 97 i09 121 133 145 

I L -78 



WHOLESALE SALES 504 MODEL BASED 

. 

1.070 

770 

a 

470 

95 

85 

1 13 25 37 49 61 73 85 97 109 121 133 145 

1 13 25 37 49 61 73 85 97 100 121 133 145 

1.070 

770 

470 

.170 

- 115 

-95 

-85 



. 
770 

I 

470 

170 

Wii0LESAi.E SALES 504 X-11 

1 13 25 37 49 61 73 85 97 109 121 133 145 

-770 

-470 

- 70 

115 

105 

95 

85 

75 

r 

i 

r 

I 

1 13 25 37 49 61 73 85 97 lo? ?21 133 145 

-.- - .- -- -.-. _ 



WHOLESALE SALES 505 MODEi EASED 

3.800 

3.300 

2.800 

2.300 
* 

i.800 

1.300 

800 

108 - 

98 - 

1 13 25 37 49 61 73 85 97 109 121 133 145 

3.800 

2,800 

2.300 

i.800 

i..300 

800 

1 13 25 37 49 61 73 85 97 109 121 133 145 

- 108 

,98 

-- 



WiiOLESAiE SAiES 505 X-11 

3.800 

3.300 

~ 2.800 

2.306 

1.800 

’ 3.300 

r 

!- 2.800 

c 2,300 

b i.800 

1,300 1,300 

800 
I, ‘( ( i ( i , , , , 

800 

108 

1 13 25 37 49 61 73 85 97 109 121 133 145 

I 

[ 

i 

I 
1 

1 I 

~ I i’ / 

- 108 

-08 

i 13 25 37 49 61 73 85 97 109 121 133 145 

---- -- -- _ 



WHOLESALE SALES 506 MODEL BASED 

2.404 

PO0 

1 13 25 37 49 61 73 85 97 109 121 133 145 

107 

97 

87 

1 13 25 37 48 61 73 85 97 108 121 133 145 

4.400 

3.900 

3 400 

2,400 

1.900 

9.400 

900 



4.400 

3.900 

3.400 

- 2,coo 

2.40; 

1900 

900 

107 

97 

I 
! 
J 

WHOLESALE SA~.ES 506 X-i1 

’ 2.900 r 

1 13 25 37 49 61 73 85 97 109 121 133 145 

; i 

d 
i 

k I I 
! i 1 

107 

97 

1 13 25 37 49 61 73 85 97 109 12i 133 145 

-- --.. __.- _ _ _. __e--.. - _--- 



I 
I.-

--
--

 

5 m
 

I-
 



2.600 

2.100 

. 

1.600, 

1 100 

600 

WHOLESALE SALES 507 X-11 

1, , ’ 
!I I 

Ii 

4 

i! 
j! 2.600 

I ,' 

I 

I I 
' I 
I 'I I. " 

! I 
Am r 2.iOO 
I 

L 1.600 

1 13 25 37 49 6 73 85 97 109 121 133 145 

85 ' I 1 I t I I I I I I f I '- 85 
1 13 25 37 49 61 73 85 97 109 i21 133 145 

._----. -.- -. 



WHOLESALE SALES 508 MODEL aASED 

10.100 

9.100 

8.100 

7,700 

- 6.100 

5.106 

4.100 

: 

I- 

I /x1, 
I ’ 

3.100 - I 

3 Inn 

fly+?, 

- -, - 

w 

-, * - 
( , , / / ( 

*,I”” 

1 13 25 37 49 61 73 85 97 109 121 133 145 

8t5 
1 13 25 37 49 61 73 85 97 109 121 133 143 

9.100 

8.?00 

7,100 

6.100 

5,100 

4,130 

3 100 

2.100 

~86 



- 

10.100 

9.100 

8,100 

WiiOiESALE SALES 508 X-11 

1 13 25 37 49 61 73 85 97 109 121 133 145 

~ I 1 

I 

I 

: 

: 
I 

lO.lOO 

’ a.100 

p 8.100 

’ 7,100 

p 6.100 

* 5.100 

.4,100 

* 3.100 

.2,100 

1 13 25 37 49 61 73 85 97 109 121 133 145 

- -__ ._ - 



1.670 

I.470 

1.270 
z 

1,070 
. 

870 

WHOLESALE SAiES 511 M09Ei BASED 

1,270 

470 r \’ ’ I I I I I I , 1 t I ’ 470 

1 13 25 37 49 61 73 85 97 109 121 133 145 

870 

92 ’ I I I I I I I , I I I I ’ 92 

1 13 25 37 49 61 73 85 97 109 121 133 ‘145 



c -3
 

-A
--

- 
I.-

L-
-z

..-
L-

I-
-I

 



1.150 

950 

WiiOiESI\LE SALES 512 MODEL BASED 

550 

350 

1 13 25 37 49 61 73 85 97 109 121 133 145 

110 

105 

100 

95 

90 

1,150 

050 

750 

550 

350 

110 

105 

100 

95 

1 13 25 37 49 6; 73 85 97 109 121 133 145 

__. -_-. - .- -- -. 



WHOiESALE SALES 512 X-11 

1,150 

950 

750 

550 

350 
1 13 25 37 49 61 73 85 97 109 121 133 145 

110 

105 

100 

95 

110 

105 

100 

95 

90 ’ I I I I I I I I I I I ! 
’ 00 

1 13 25 37 49 61 73 85 97 109 121 133 145 

-- 



WHOifShLE SALES 513 MODEL GASED 

- 2.640 

.2.240 

-1.840 

.i 440 

,i 040 

640 

2.640 - 

2.240 -I 

I.840 i 

1440-j 

1040 4 

640 

1 13 25 37 49 61 73 85 97 109 121 133 145 

1 

87 

IO7 

,97 

87 

I 
/ 
i 

1 
I 

L 
1 13 25 37 49 41 73 85 97 100 12i 133 145 

i 
-- -- .- -- --__-- 



Wii0iEShi.E ShiES 513 X- i 

2.640 

2.240 

- 1.840 

* 

1440 

1,040 

640 

I 

1 13 25 37 49 bi 73 85 97 109 121 133 145 

i 
b 

i 1 ii 

\, 
i I 

i 

1 13 25 37 49 61 73 85 97 109 121 133 145 

.2.640 

.2.240 

* 1,840 

,i 440 

i.040 

640 

,87 

-_ -. _--_-____._ - ----- - --__ __ _. .-- ---- -.- .--__-__. --- 



WHOLESALE SALES 514 MODEL 8hSED 

11.000 

9.000 

7,009 

5,000 

3.000 J I I I I I I I I I I I ! 

1 13 25 37 49 61 73 85 97 109 121 133 145 

105 

90 ’ I I I I I I I I I I I I 

1 13 25 37 49 61 73 85 97 109 121 133 143 

11.000 

9,000 

7,000 

3.000 

3,000 

105 

100 

,?5 

,90 



WriOiEShLE SALES 514 X-ii 

li.000 

3.000 F 
I I I I I I I 8 I t t 

1 13 25 37 49 61 73 85 97 109 121 133 145 

105 

100 

05 

90 

li. 000 

0.000 

7,000 

5,000 

~3.000 

1 13 25 37 49 61 73 85 97 109 121 133 145 



--
L

--
.-

 
--

__
.-

 __
__

_ 
--

-.
 

--
 --
--

--
- 

c:
 

_ _
 __

_ _.
 -1

=-
 

_.
- 

-.
 ._

-_
- 

2-
T

-=
--

- _
 _

_ ,. 
, -

 
I 

I 
-0

 
u

l 
E

 
2 



2.300 

115 

110 

105 

100 

95 

90 

WkOiEShLE SALES 515 X- 1 

1 13 25 37 49 61 73 85 97 109 121 133 145 

9,300 

8.300 

7,300 

6.300 

5.300 

4,300 

3.300 

2.300 

i.300 

1 13 25 37 49 61 73 85 97 109 121 133 145 

- .- -. 



1.390 

990 

I 

590 

109 

104 

89 

WHOLESALE SALES 516 MODEL MSED 

1 13 25 37 49 61 73 85 97 109 121 133 143 

I 

1.390 

WO 

590 

190 

’ 109 

894 

,8P 

1 13 25 37 49 61 73 85 97 109 121 133 145 



--
--

--
_ 

A
- 

C
 

--
--

--
- 

-_
 

__
.-

.-
_-

~
. 

\ 

--
A

--
 

_-
 

---
---

---
 

---
-- 

..-
- 

-_
--

__
__

_ 

-.
.._

 

-A
 

-.
--

 
-T

--
--

T
- 

I 



WHOLESALE SALES 577 MODEL BASED 

. 

6.880 

5,880 

4.880 

3.880 
* 

2.880 

1.880 

880 

1 13 25 37 49 61 73 85 97 109 121 133 145 

107 

102 

97 

92 

11 

6.880 

5,880 

4.880 

3.880 

2.880 

1.880 

880 

102 

97 

1 13 25 37 49 61 73 85 97 109 121 133 145 



WhOLESALE SALES 517 X-1; 

5.880 

2,880 

1.880 

1 13 25 37 40 51 73 85 97 109 121 133 145 

I 

107 
j 

102 

97 
i 

i 
/ 
ii 
li I 

i 
I 

:i 
~ 

I 

I 
i 

I 
92 ’ I I I I ! , I I I I I 

1 13 25 37 49 61 73 85 97 109 121 733 145 

L 

6.880 

5,880 

4.880 

3.850 

2,880 

i.BSO 

830 

- 107 

102 

.?7 

,92 



WHOLESALE SALES 518 MODEL BASED 

2.650 

2.150 

1.65Q 

1.?50 

650 

118 

108 

98 

88 

78 

\ 
‘. 

- \ 
. 

. 

~~ 

I I ,’ 
I 

~ 

1 13 25 37 49 61 73 85 97 100 121 133 145 

- 2.650 

t 

118 

: 
108 

98 

88 

78 
1 13 25 37 48 61 73 85 97 109 121 133 145 



WHOLESALE SALES 518 X-ii 

2.650 - 2.550 

2..150 

1.650 

1.150 

650 

2.150 

. 

1.65; 

$50 y 1 I I 1 , I I 1 i ! I I 

1 13 25 37 49 61 73 85 97 109 121 133 145 

118 - 

108 

I 4 

r 
/ 

: 

I’ 
5 t’ 

j 
li L 

’ 118 r 
108 

98 

I 1 -78 
1 13 25 37 49 61 73 85 97 IO? 121 133 145 



-_-- _ 

REThii 520002 MODEi. BASED 

2,530 

. 

i.530 

I I 

530 

1 13 25 37 49 61 73 85 97 109 12i 133 145 

112 - 

102 - 

82-(:. 

92 - 

72 ' I I I I I I I i I I i 1 

1 13 25 37 49 61 73 85 97 109 12i 133 145 

-2,530 

'i.530 

530 

82 

72 



I 

-L
 

--
--

--
--

--
 

--
->

 

-L
- 

--
- 

- 
-.

-.
 

__
_ 

--
--

--
--

._
 

--
-A

_ 

-c
c.

/ 
--

--
--

--
- --

-.
-_

 
--

--
--

A
 

-.
--

--
--

 
--

 --
--

--
--

--
--

.-
- 

-<
<

 
- .

--
- 

--
 

--
 

--
--
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_ 
-L

 
- 

__
_c

_-
 

.-
 

--
--

--
 

--
--

- 
-_

_ 

--
I 



12.450 

. 

9.450 

rl 

1 13 25 37 49 61 73 85 97 109 121 133 145 

113 

103 

93 

RETAIL 550001 MODEL BASED 

'12.450 

83 ' I I I I I I I I I I I I 
' 83 

1 13 25 37 49 61 73 85 97 109 921 133 145 



RETAIL 550001 X-11 

c 

12,450 

* 
9.450 

* 

6.450 

1 13 25 37 49 61 73 85 97 109 121 133 145 

83 
1 13 25 37 49 61 73 85 97 109 121 133 145 

12,i50 

-83 



I 
I 

I 

--
- 

I 
I 

I 
I 

.I
. 



1.350 

1.050 . 

* 

750 

RETAIL 598000 X-11 

1 13 25 37 49 61 73 85 97 109 121 133 145 

180 

1 13 25 37 49 61 73 85 97 109 121 133 145 

f 

-1.350 

*I.050 

,450 

180 



RETAIL 570001 MODEL BASED 

2,050 

. 1.550 

. 

1.050 

550 
1 13 25 37 49 61 73 85 97 109 121 133 145 

85 

- 2.050 

’ 1.550 

1.050 

550 

85 
1 13 25 37 49 61 73 85 97 109 121 133 145 



..- 

RETAIL 570001 X-11 

2.050 

. 

1.550 

* 

1.050 

1 13 25 37 49 61 73 85 97 109 121 133 145 

85 / 

1 13 25 37 49 61 73 85 97 109 121 133 145 

2.050 

'1.550 

1.050 

550 

115 

,95 

,85 

- ---__ _ - ._ ~__ ---_ _ - ~-.. - 



INDUSTRY S13VSU MODEL W&ED 

3,940 

- 2.940 

* 

1,940 * 

I 

j 

I 

I 
I 

r 

I 

100 

/ 
90 L J-90 

1 13 25 37 49 61 73 85 97 109 121 133 145 i57 169 18? 

2.940 

1 13 25 37 49 61 73 85 97 109 121 133 f45 157 169 lb? 



_-
.-

 
--

--
--

.~
__

 
. . .

 . 
- 

_-
 

* 
--

- 

;5
 

--
--

=
l- 

7 

< 
._

.-
- 

.-
 

5 
__

_ 
--

 
_-

._
_-

.-
 

8 



INDUSTRY S16VSU MODEL 3hSED 

. 

960 

8&o 

760 

660 

560 

II 

460 

360 

260 

160 

i -1 

: 

\I 

, 
, 
I 
I 

t 13 25 37 49 61 73 85 97 109 121 133 143 157 169 181 

81 ’ I I I ! I I I I I I I I I I I 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

* 960 

.860 

* 760 

’ 650 

’ 560 

’ 460 

’ 360 

260 

’ 160 

'111 

81 

_. _ --. - .- . ..- .--_- - ---_ ._-- - -..-- _ -_ ---- -.-..----. 



. 
(’

 



INDUSTRY S2QVSU MODEL BASED 

. 

980 

586 

. 

180 ’ I I I I I I I I I I I I I I me- 

1 13 25 37 40 61 73 85 97 109 121 133 145 157 169 181 

109 

99 

89 

,580 

,180 

I I I I I I I I I I I I I I I 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

- 109 

-QQ 

-89 



IN3USTiEV S2QVSU X-11 LOG 

980 

580. 

180 -!’ I 1 I I I I , I I I I I I f I .- 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

QQ 

109 , 10Q 

1 

, 

580 

180 

89 ’ I 1 I I i i I I I I I I i , I - 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

-QQ 

-89 



INDUSTRY S35VSU MODEL MSED 

1.090 

2Q0 r 
I I I I L L I I 1 I 1 I I I I 

1 13 25 37 49 bl 73 85 97 109 121 133 145 157 169 181 

1 290 

- I.090 F 

113 113 

103 103 

93 93 

83’ 
I I I I I I I I I I I I I I I l-83 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

_-- ___-_ ___---- ---. ---_ -- - __ - _ _ -- 



__
^ 

A
 

I 
_ 

_ 
. 

.--
--

--
.--

. 
_-

 
_.

...
. 

- 
_.

. 

I 
I 



_ 
..-

_-
 

_l
--

- 
._

 --
--

 .
 

. 

I 
I 

I 
I 

.,
r 



800 

500 

104 

99 

94 
~ 1 

89 I I I 1 I I 1 I I I I 

1 13 25 37 49 61 73 85 97 109 121 133 

800 

,89 



INDUSTRY SSOVSU MODEL BASED 

920 

520- 

120 
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

,920 

93 

520 

'120 

I- 113 

Q3 

83’ I I I I I I I I I I I I I I I 
' 83 

1 13 25 37 49 61 73 85 97 109 121 933 945 157 169 181 



i 

c 8 

-c
/-

c 
. 

- 
- 

- - 
.-

-=
=G

 

s 
zi
 

w 



-- - _. 

INDUSTRY S6OVSU MODEL BASED 

4,300 

-3,300 

2,300 

99 

89 - 

5,300 

I- 

. 

l � 

I 1 

wfi 

1.300 A M 
* 

, , , l , , , , , , , [ - 
i ?3 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

A 
I I I 1 I I \ I I I I I I I I ._d 7 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

- 4,300 

3.300 

2.300 

1.300 

-89 

--v--- p-w-- ---- ..--- .-___ ---_ 



INDUSTRY S6OVSU X-11 LOG 

2300 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

- 2.300 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

f 

._ _c ____ -____ - __- _._ -- -. .II . _. -. . . - - .-- 

-_- . - _- . _ -a 





2.030 

530 

1 13 25 37 49 61 73 85 97 109 121 133 

'2,030 

111 - 

106 - 

101- y 

96 - 

91 - 

86 - 
/ / / I 

91 
“I 

1 13 25 37 49 61 73 85 97 109 121 133 



IN3USTRY S63VSU MODEL BASE3 

1300 

1200 

. 

900 

600 

97 

1 13 25 37 49 61 73 85 97 106 129 133 145 157 169 989 

1 13 25 37 46 61 73 85 97 909 129 933 945 957 969 lb9 

1.500 

,120Q 

900 

600 

300 

-97 

--- -- 



INDUSTRY S63VSU X-11 LOG 

QOQ 

600 

300 
? 25 61 85 133 145 157 169 181 

92 ’ 
I I I I I I I I ! i I I I I I- 

1 13 25 37 46 61 73 85 97 109 121 133 145 157 169 181 

- --- ..- _ 

I 

- 
I 

1 1’ 

\ 

.I 

102 

97 

-92 

1,500 

1200 

900 

600 

,3c2 



INDUSTRY S64VSU MODEL BASED 

7.300 

6.300 

- 5,300 

4.300 

5300 

2.300 

. 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

I 

!, I I 
98 

93 ' I 1 I I I 1 I I 
t 1 

I I I : J-93 
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

b 

4,300 

3,300 

2,300 

108 

..--- -. es --.^ .._.-. - .--- ._...__ _. -. - . - 



INDUSTRY S64VSU X-11 LOG 

7.300 

6.300 

e 

5,300 

. 

4.300 

3,300 

2,300 
1 13 25 37 49 61 73 85 97 109 127 133 145 157 169 181 

93 ' I I I ,I i’ I I L I 1 I I I a 1 

1 13 25 37 49 61 73 85 97 IO'? 121 133 145 157 169 181 

- 6.300 

- 2300 



._
-_
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- 
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--
 _
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..-

-_
- 

.-
-.
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.-

-.
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-.
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i 

a 

8 8 



INDUSTRY S76VSU X-11 LOG 

1 13 25 37 40 61 73 85 97 109 121 133 145 157 169 181 

110 - 

100 

i 

840 

1 13 25 37 49 61 73 85 97 IO? 121 133 145 157 169 18i 



INDUSTRY S83VSU MODEL BASED 

z730 

2,730 

. 

1.730 

l- 

I 

730 
9 13 25 37 49 69 73 85 97 109 121 133 145 157 169 181 

906 

99 

89 - 

2.730 

1.730 

730 

- 909 

-99 

1 13 25 37 49 69 73 85 97 109 121 133 145 157 169 181 



INDUSTRY S83VSU X-99 LOG 

. 

3,730 

2,730 

i 

9.730 

r 

730 

! ,r ‘3,730 

- 2.730 

’ 9.,730 

’ 730 

909 

QQ 

89 
9 13 25 37 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

- 909 

-99 

73 85 109 121 133 145 157 l&Q 181 



. 

2,900 

9.600 

* 

9.900 

600 

1 

RETAIL 701000 MODEL BASED 

25 

129 

81 

25 

- 929 

: 

I 

- 999 

I 

- 909 

-99 

85 

--.. - --._ .--. .--_ -- 



RETAIL 701000 X-19 

. 
2.900 

9.600 

* 

9.900 

600 

929 

ill 

81 

13 25 85 

i 
J 

2.900 
f 

9.600 

600 

b 929 

.999 

.901 

89 

25 



RETAiL 723000 MODEL BASED 

. 

400 

300 

200 - 

1 13 25 37 73 85 97 

95 

400 

300 

200 



. 

_. _-- _--.-- 

13 25 37 

RETAIL 723000 X-91 

’ 400 

300 

200 

73 85 97 

105 

100 

95 

90 I 

1 13 25 37 49 

I 

\ 

73 85 97 

* 105 

* 100 

-95 

.QO 

- --.- 



RETAIL 724000 MODEL BASED 

65 ' I I I I I I I I 

1 13 25 37 49 61 73 85 97 

96 

91 ' I I I I I 1 I I 
1 13 25 37 49 61 73 85 97 

105 

L 

885 

,65 

-96 

- 91 



RETAIL 724000 X-11 

105 

65 

109 

96 

25 97 

905 / ; 

85 

65 

'101 

.96 

-91 

25 37 49 73 85 



. 

2.950 

~ 9.650 

9.950 

650 

13 

RETAIL 739000 MODEL BASED 

2.950 
t 

25 37 73 

993 

908 

903 

98 

93 

I’ 88 ’ 1 I I I 0 I 

1 13 25 37 49 61 73 85 97 

i 

d 

: 

993 

908 

103 

y-98 

r93 

/ 
-88 

1.650 

9.950 

650 



RETAIL 731000 X-Ii 

I 

2,150 2,150 

w 
1.650 

* 

i -650 

1 i50 i 150 

65C 
r3 37 

i 
i 

1 
J. 

., ‘I 
\! i ii 

I 

I I I I I I 

i: 

I -- 88 
61 73 85 97 13 25 37 49 



INDUSTRY S24YSU MODEL BASED 

2,340 

9.,840 

9,340 

840 

340 

c 

I- 

I- 

9 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

8Q ’ I I I I I I ! I I I I I I I I 
1 13 25 37 49 61 73 85 97 109 121 133 145 157 969 181 

2.340 

1.840 

1.340 

840 

340 

-909 

-QQ 

- ---_-. _ ___ 



2,340 

9.840 
w 

I 

1;340 

840 

c 

INDUSTRY S24YSU X-l? LOG 

9,340 

840 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

. r 
909 

99 

1 
I i 1 I I -- - 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 

-109 

-90 

-80 



RETAIL 750000 X-11 

2.230 

1.730* 

9.230 

730 u I I I I I I I I 

1 13 25 37 49 61 73 85 97 

906 
-I c 906 

96 

- 2.230 

’ 1.730 

* 9.230 

730 

91 ' 1 

13 25 37 



RETAIL 750000 MODEL BASED 

2,230 

. 

1.730 

I 

1.230 

906 

96 

25 37 49 61 73 85 97 

1.230 

730 

- 106 

I 
91 ' I I I I I I I I 

1 93 25 37 49 61 73 85 97 

- 2.230 

,96 

-..._ _. ---a-- - 



RETAIL 753000 MODEL BASED 

9.620 

820 

J 
420 I I 1 I I I I I 

1 13 25 37 49 61 73 85 97 

105 

100 

95 

90 

- 1.620 

.420 

* 105 

* 900 

.95 

-90 
25 85 



I --- 

RETAJL 753000 X-11 

1.620 

820 

105 

900 

95 

13 25 37 73 85 

1.620 

1.220 

820 

420 

13 25 37 73 85 



~
--

--
_ 

--
_-

.-
.~

_~
--

_-
.-

_ 
--

--
. 

-.
 

--
- 

.-
.-

- 

g 0 



--
 

--
 

u 8 



INDUSTRY SMTI MODEi BASED 

szo*- 

320 - 

'1.320 

320 
1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217229241 

110 110 

100 100 

90 90 

80 ’ I I / I I I I I I I I I I I I I I I I 

1 13 25 37 49 61 73 85 97 109 121 133145157169 181 193205217229241 



. 

INDUSTRY S16TI X-11 LOG 

. 

1.320 

820 

320 
1 13 25 37 49 61 73 85 97 109 121 133145157169 181 193205217229241 

110 

100 

90 

\ 
110 

100 

90 

80 ’ 
I I I I I I I I I I I I I I I I ! I I I 1 a0 

1 13 25 37 49 61 73 85 97 109 121133145157169 181193205217229241 

- 1.320 

- 320 



INDUSTRY S60TI MODEL BASED 

1.480 

, 

. ,;” 
i I I 

106 

101 

96 

91 

1 13 25 37 49 61 73 85 97 109121 933145157169 189 993205217229249 

980 

480 

106 

96 

91 
1 13 25 37 49 61 73 85 97 909 921 133145157169 181 193205217229241 



INDUSTRY SbOfl X-11 LOG 

. 

1.480 

a 

900. 

480 

1 13 25 37 49 61 73 85 97 109 929 133 145157969 981 193205217229241 

106 , 

96 

.1.480 - 

980 

.106 

,96 

1 13 25 37 49 61 73 85 97 109 929 133145157169 181 19320521722924: 



7 \ \ -
. .

 ,I.
.. 

\ li )
 

;. 
’ 

: 



S63TI X-11 LOG 

115 

105 

95 

85 

75 

13 25 37 

1 \ 
? 

\ 

\ 

7 \ 
\, 

: 

\ 
\ 

73 85 97 

1 I ! - 

520 

020 

.520 

1 
Ii5 

105 

95 

85 

25 37 49 73 85 



. 

INDUSTRY S65Ti MODEL BASED 

2.300 

109 

99 

89 

1 13 25 37 49 61 73 85 97 109 121 133145157169 JS? 193205217229243 

3.300 

2.800 

2.300 

1.800 

.109 

*99 

-89 
1 13 25 37 49 61 73 85 97 109 121 133145157159 189 193205217229241 



. 

INDUSTRY S65T! X-11 LOG 

3.300 

2.809 

2.300 

I V 

n 
I I I 

1.800 ’ I I I I I I I I I I I 1 I I I I I I I I 1.800 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193205217229241 

3.300 

2.800 

2.300 

89 89 

1 13 25 37 49 61 73 85 97 109 f2J 133 145 157 169 181 193205217229241 



fNDUSTRY SX4TI MODEL BASED 

7.500 

5,500 
e 

. 

3,500 - 

1.500 

I , 1 
P C. 

7.500 

5.500 

3.500 

1.500 
1 13 25 37 49 61 73 85 97 109 121 133 145157169 181 193205217229241 

90 ’ I I I I I I I I I I I I I I I I I I I I’ 90 
1 13 25 37 49 61 73 85 97 109 929 933 945957969 181 593205297229241 



INDUSTRY SX4fl X-11 LOG 

7.500 

- 5.500 

I 

3.500 

105 

100 

95 

90 

I 

t-J 
I 

’ \I 

1 93 25 37 49 61 73 85 97 909 121 933145157169 181 1932052i7229241 

I I I I I I I I I I I I I I I I I I I I 

; 
- 7.500 

- 5.500 

- 3.500 

- 1.500 

105 

100 

.95 

-90 
1 93 25 37 49 61 73 85 97 109 121 933 145 157 169 181 193205217229241 



WHOLESALE f1503 MODEL BASED 

2.860 

. 

1 13 25 37 49 61 73 85 97 109 121 133 

\ 

94 

104 

*99 

b94 

1 13 25 37 49 61 73 85 97 109 121 133 



WHOLESALE T/503 X-11 LOG 

I I I I 

G 
I ’ / 

1 13 25 37 49 69 73 85 97 109 129 133 

1.860 

94 94 
1 13 25 37 49 61 73 85 97 109 921 133 



WHOLESALE Tl506 MODEL BASED 

4.500 

3.500 
. 

2.500 - 

1.500 f I I I I I I I I I I I 

1 13 25 37 49 61 73 85 97 109 129 933 

96. ! 

3.500 

2.500 

1.500 

-96 
13 25 37 49 69 73 85 97 109 129 933 

_-------. 



WHOLESALE T1506 X-11 LOG 

4.500 

. 

3,500 

I 

2.500 

1.500 

1 13 25 37 49 61 73 - 85 97 109 129 933 

96 J I I I I 1 I I I I I I 

13 25 37 49 61 73 85 97 109 129 133 

2.500 

96 

- -. ---- 



WHOLESALE T1507 MODEL BASED 

. 

4.300 

3.300 

I 

2.300 

1.300 

96 

13 25 37 49 61 73 85 97 109 129 133 

- 2.300 

,96 

13 25 37 49 61 73 85 97 109 129 133 



-- . 

\ 

. 

4.300 * 

3.300 - 

I 

WHOLESALE T1507 X-11 LOG 

2.300 

1.300 
93 25 37 49 61 73 85 97 109 121 133 

96 

4.300 

’ 3.300 

- 2.300 

* 1.300 

-96 

1 13 25 37 49 61 73 85 97 109 921 133 



SHIPMENTS MODEL BASED 

2.100 

1.800 

1.500 

* 

1.200 

L I 

900 

600 

300 - 

107 

102 

97 

92 

1 13 25 37 49 61 73 85 97 109 929 933 945 157169 181 193205297229 

112 , 192 

bl.800 . 

1.500 

1.200 

900 

600 

300 

87 ’ I I I I I I I I I I I I I I I I I I I 87 
1 13 25 37 49 61 73 85 97 109 121 133 945 957 169 181 193 205297229 



SHIPMENTS X-11 LOG 

2.100 

I.800 

1.500 

1.200 

900 

600 

300 - 
1 13 25 37 49 69 73 85 97 909 129 933 145 157 169 181 193205297 229 

i J 
lo7 -1 
lo2-/ 1 

97- I 
\ 

92-, I 

2.100 

f 

1.800 

1.500 

600 

I 
I 

1 
\ 

/ 
i 

1 

\ 

I !li 
II 
E ,i 
I 

I 92 

87 ’ ! I I I I I I I I I I 

1 13 25 37 49 61 73 85 97 109 129 133 145 157 169 181 193 205217 229 



I 

INDUSTRY SZlVSU MODEL SASED 

430 430 T -I- 

330 

. 
230 230 

130 _ 

30 

1 93 25 37 49 61 73 85 97 109 921 133 I45 157 169 189 

168 

148 

128 

108 

~148 

m 128 

- 108 I; , d 1 

I 

7 13 25 37 49 61 73 85 97 109 121 933 945 157 169 181 

------ ._- ------- 
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RETAIL 570002 MODEL BASED 

1.230 

- 930 

. 

630 

330 

1 IS 25 37 49 61 73 85 97 109 121 133 145 

- 1230 

* 930 

630 

330 

’ 145 

1 13 25 37 49 61 73 85 97 109 121 133 145 



1.230 

930 
I 

630 

330 

145 

125 

105 

85 

RETAIL 570002 X-11 

1 I I 

i’ 
I 
J I” , \ I 

a 

d 

1 13 25 37 49 61 73 85 97 109 121 133 145 

‘1.230 

930 

630 

330 

85 

1 13 25. 37 49 61 73 85 97 109 l21e 133 145 



ENM20 MODEL BASED 

39.000 

100 

1 I I I I I I I I I I 1 I 

13 25 37 49 61 73 85 97 109 121 133 145 157 
- 39.000 

- 100 

! - 
98 ! I I I I I I I I I I i I 98 

1 13 25 37 49 61 73 85 97 909 129 133 145 957 



--
 

- 
-.

--
 ..

- 
- 

-_
.-

_.
_ 

._
_.

._
. _

 
- 

. 
. 

_ 
_ 

_.
 

- 
_ 

. 
-.

 

s 
$i
 

8 0 
. 



. - . 

. 

INVENTORIES MODEL BASED 

. 

6.000 

5,000 

4.000 

3.006 

2.000 

1.000 

103 

101 

99 

97 

1 73 25 37 49 61 73 85 97 109 121 133145157169 181 193205217229 

i 

i 

t 

: 

I 
I 

6.000 

~5,000 

4.000 

1.000 

103 
I 

: 

101 

J 
: 

99 

I I I I I I I I I I I I I I I I I I ’ I 97 

1 13 25 37 49 61 73 85 97 109 121 1331451579Q9 181 193205217229 



INVENTORIES X-11 LOG 

6.000 

5.000 

4.000 . 

I 

3.000 

2.000 

1.000 

, 

1 13 25 37 49 61 73 85 97 109 121 133 145157169 181 193205217229 

97 ’ I I I I I I I I I I I I I I I I I I I ’ 97 
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193205217229 



s7.600 - 

VALUE PUT IN PLACE MODEL BASED 

/ 
7,600 

, , 

1 

120 

110 

100 

90 

8o 
:; 

I 

1 
70 ’ I I I I I I 

’ ’ 1 13 25 37 
49 

70 
61 73 85 97 109 129 

27.600 



V
. 



S36tl MODEL BASED 

. 

1.060 

860 

660 

460 

260 

1 
1 
. J 

~ - 
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193205217 

- 1.060 . 

460 

260 

I 

I 

92 ’ I I 1 I 1 I I I ! I I I I I I I I I ’ 92 
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193205217 

--__-_-- ._--- - . ---- _ --- .- -__ 



S36Tl X-11 LOG 

. 

1.060 

860 

66ci 

460 

260 

112 

107 

102 

97 

92 

1 13 25 37 49 61 73 85 97 109 121 133 145 i57 169 181 193205217 

f 
v 1.060 

660 

460 

I I I I I I ’ ’ 92 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193205217 



INDUSTRY S62Ti MODEL BASED 

3.000 

. 

2.000 
. 

7 

. 

96 . 

1 13 25 37 49 61 73 85 97 109 121 133145157169 181 1932052?7229241 

1 13 25 37 49 61 73 85 97 109 121 1331451571&9 189 193205217229241 

3.000 

b 

1.000 

-96 

-.. . -- - 



INDUSTRY S62Ti X-11 LOG 

i 

. 

1 13 25 37 49 61 73 85 97 109 121 133145157169 181 193205217229241 

- 3.000 

- 2.000 

- 1.000 

1 13 25 37 49 61 73 85 97 109 121 133145157169 181 193205217229241 

101 



8.300 

- 
6.300 

INDUSTRY S64Tl MODEL BASED 

2.300 

9 13 25 37 49 61 73 85 97 909 921 133145957969 181 993205297229241 

99 

89 

8.300 

2.300 

I I I I I I I I I I I I I I I I I 1 I I I ’ 89 
9 93 25 37 49 69 73 85 97 109 129 933 945957169 189 993205217229241 

- - _---_ --. ._-- _.- _ _-.- 



INDUSTRY S64Tl X-11 LOG 

I 

I 

8.300 

6.300 

I 

4.300 

2.300 

8.300 

2.300 
1 13 25 37 49 69 73 85 97 909 921 933145157169 981 193205217229241 

89 - -89 
1 13 25 37 49 61 73 85 97 109 121 133 145157169 181 793205217229241 

. 

-. -_. - ..-_p_ .-- --.- 



INDUSTRY S85ti MODEL BASED 

3.700 

. 

2.700 

1.700 

700 

1 13 25 37 49 61 73 85 97 109 121 133 145157169 181 193205217229247 

.3.700 

-2.700 

'1.700 

0 

’ 700 

96' ’ 
I I I I I I I I I I I I I I I I I I 

I’ 96 
1 13 25 37 49 61 73 85 97 109 121 133145157169 181 193205217229241 

_. ----- ---..-. _--_ ___ - - - - - 



INDUSTRY SBSTI X-11 LOG 

. 

3.700 

2.704 

1.700 

700 

1 13 25 37 49 61 73 85 97 109 121 133145157169 181 193203217229241 

. 

101 

i 

1 

96 I 
I I I I I I I I 1 I I I I I I I I I I c 

3.700 

2.700 

1.700 

700 

1 13 25 37 49 61 73 85 97 109 121 133145157169 181 193205217229241 



. 

63.000 

* 

43.000 

23.000 

96 

WHOLESALE 11500 MODEL BASED 

f=-- 
I I I I I I I I I 

13 25 37 49 61 73 85 97 109 121 133 

63.000 

~23.000 

-96 

13 25 37 49 61 73 85 97 109 129 133 



..- 

-. 

i- 

. 

63.000 

I 

43.000 

23.000 

102 

99 

96 

WHOLESALE T1500 X-11 LOG 

f 

I I I I I I I I I 

13 25 37 49 61 73 85 97 109 121 133 

* 63.000 

.43.000 

.23.000 

-96 
1 13 25 37 49 61 73 85 97 109 121 133 



EAFZO mODEA. BASED 

520 - 

320 
1 13 25 37 41 61 73 65 97 109 921 333 14s 157 

520 

. 

320 

I I I I I I I I I I ' ' -210 ! 

13 25 37 49 61 73 85 97 109 121 133 145 157 

I 
. ..-_ -- --. - - 



EAF20 X-11 LOG 

. 

920 

720 

520 

320 

190 

vo 

-10 

-no 

-210 

“I I I I I \’ 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

,920 

- 720 

* 520 

90 

-10 

-110 

I 
I I I I I I I I I I ’ ’ -210 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 



--
..-

. 
- 
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--

- 
- 
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--
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--
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-- --- -- _ . _ 

Utild X-11 LOG 

1.180 

280 

260 

160 

60 

-40 

-140 

I 13 25 37 49 61 73 85 97, IO? '121 133 145 157 

r 

f-’ 
! \ 

I 

/ I 1 4 
7 13 25 37 49 61 73 

I 
85 97 

1: i 

109 121 133 145 157 

1.180 

280 

260 

160 

60 

-40 

-140 



UF16 MODEL BASED 

. 

450 

250 

1 13 25 37 49 63 73 85 97 109 121 133 145 157 

.650 

- 250 

350 

300 

250 

200 

150 

100 

50 

0 

-50 

-100 !P 

-150 ’ 
I I I I I I I I I I I I ’ ’ -150 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

-.. . . - 



1.050 

* 850 

I 

630 

450 

250 

WI6 X-11 LOG 

i ~ 

4 

I 
8, ‘\,’ 

‘1 ’ 
X” ‘ 

I 
\ 

1. . , I vi 
~ 

I ,\’ 

\: 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

-1.050 

- 850 

-650 

,450 

,250 

350 

300 

250 

200 

150 

100 

50 

0 

-50 

-100 ~ 
2 ‘\’ 

- 350 
- 300 
- 250 
- 200 
- 150 

L 100 

- 50 

- 0 

- -50 

--100 

-150 ' I I I I I I I I I I I ' ' -150 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 



-.
--

--
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_-
 

I 

; - 
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l
 
g
 

0
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3 

8 
, 

li 
I 

I 
: 
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--
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--- 

4.900 

3.900 
T 

I 

2.900 

ENMl6 X-11 LOG 

\ 

1.900 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

750 

450 

150 

-150 

-450 

- 1.900 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 



’ j 

ENFM X-11 LOG 

3.600 - 

* 

2,600 - 

1.600 - 

590 

zoo 

-10 

-310 

L 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

’ 3.600 

2.600 

1.600 

- 590 

- 290 

m-10 

m-310 
1 13 25 37 49 61 73 85 97 109 121 133 145 157 



EAM20 MODEL BASED 

2.000 1 ! I I I I I I I I I I 1 

13 25 37 49 61 73 85 97 109 121 133 145 157 1 

200 

100 

0 

-100 

-200 

r 

- 

1 13 25 37 49 -61 73 85 97 109 121 133 145 157 

'3,000 

'2.000 

200 

100 

0 

-100 

-200 

?I --- ..- -. _. _.._ _ -e-p- - .-_--- - .-_-_ 



. 

2000 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

200 

100 

0 

-1110 

-200 

3.000 

’ 2.000 

200 

100 

0 

-100 

-2OQ 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

--- 



ENF20 MOD& 6ASED 

. 

31.000 

26.000 

21,000 
1 13 25 37 49 61 73 85 97 109 121 133 145 157 

600 

300 

0 E 

-900 ’ 
I I I I I I t I I I I 

’ ’ -900 

1 13 25 37 49 41 73 85 97 109 121 133 145 157 

b 

26.000 

21.000 

600 

-600 

-- ----. .- -.--- -. - - - -- -- --- 



--__-_------ -_-- --- --.-__ ____ 

* 

26.000 

ENFZO X-11 LOG 

I 
I# 

1 

I , 
I , I 

1 13 25 37 49 bl 73 85 97 109 121 133 145 157 

1 13 25 37 49 61 73 

L 

85 

.31.000 

,26.000 

-600 



60.000 

T 

50.000 

i 

40.000 

TOTAL 5 OR MORE UNIT HOUSING STARTS MODEL BASED 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

6.000 - 6.000 - 

lmo- lmo- 

-4.000 - -4.000 - 

-9.000 - -9.000 - 
\ \ 

\ \ 

-14.000 ' I I I I I I 1 I I I I I I 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

I, 
I 

1 

~70.000 

8 60.000 

* 50.009 

'40.000 

'30.000 

'20.000 

~10.000 

6.000 

1.000 

*-4.000 

' -9.000 

'-14.000 



TOTAL 5 OR MORE UNIT HOUSING STARTS X-11 

80.000 

70.000 

60.000 

- 50.000 

40.0001 

30.000 

20.000 

10.000 

6,000 

1.000 

-4.000 

-9.000 

-14.000 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

80.000 : 

70.000 

60.000 

50.000 

40.000 

30.000 

20.000 

’ 10.000 

6.000 

1,000 

-4.000 

-9.000 

8.014.000 



204.000 q 

T 

154.000 * 

I 

104,000 . 

54.000 - 

16.000 

-4,000 

-24,000 

-44.000 

TOTAL HOUSING STARTS MODEL BASED 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

. 

I 

\ 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

- 204.000 

- 154.000 

- 104.000 

54.000 

16.000 

-4.000 

-24,000 

-44.000 

-.-- - -.- 



TOTAL HOUSING STARTS X-11 

204.000 

154.000 
. 

* 

104.000 

54.000 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

-24.000 

-44,000 ’ I I I I I ‘1 I I 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

-204.000 ’ 

16.000 

-24.066 

-44,000 

h 

- 



TOTAL SINGLE FAMILY HOUSING STARTS X-11 

c 

152.000 

122.000 

62.000 

i I 
ri , , I I , ‘. 

. 

I, 
I I I , ‘, I( 

1 13 25 37 49 61 73 85 97 109 121 133 145 157 

-23.000 
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