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Abstract

When intercomparing two data sets, each of n samples of some field at p

points in space, the question often arises about the relative sizes of their

averages over time and about their relative variances. In this note we consider

two geometric ways of answering this question. The basic geometric concept

is that of a minimal spanning tree (MST) made from the union of the data sets

when they are considered as n-point swarms in euclidean p-space E. The MST
p

is the network of straight lines in E that connects the points of the pooled
p

swarms with the least possible total length of its segments. The test of

relative location of data sets based on the MST uses a generalized notion of

run (which measures how much the points of the two sets intermingle in their

MST) while the scale test for variance is based on the simple intuitive idea

that the set with greater variance will have the branches of its part of the

tree spread beyond those of the other. Power tests were run for the MST

location and scale tests and it was found that the MST scale test is relatively

powerful and useful. An application of the MST scale test was made to the

problem of defining natural seasons over the U.S. mainland using a 46-year

temperature record. The result is a novel partition of the 12 months of the

year into new seasons based on months with comparable temperature variances.
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I. Minimal Spanning Tree Tests for Location and Scale Differences
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1. Introduction

A. The intercomparison of data sets in me~eorology and oceanography in

recent years has become an important activity of climate research on several

different levels. For example, there may arise the question of how much a

physical field (sea level air pressure, sea surface temperature) has changed

from one epoch (month, year, decade) to another. The change could be in the

sense of, say, average value, of variance, of spatial pattern, or of temporal

evolution of the physical field. We shall call this the data-data intercomparison

problem. Another example arises when a general circulation model (GCM) for

atmosphere/ocean interactions is attempting to simulate an observed data field

over some space-time domain. The goodness of fit of the model field to the

data field is again measurable in various modes such as mean, variance, or

space/time evolution. This we shall refer to as the model-data intercomparison

problem. Finally, in the development of a GCM, it may be of interest to make

internal-parameter changes. These changes, along with initial and boundary

condition changes, give rise to model-produced sets which are to be intercompared

for dissimilarities in the above-listed attributes, and we thereby have the

third main problem--that of model-model intercomparisons.

B. When the data sets are spatially and temporally extensive, the inter­

comparisons must be done mechanically, and objectively, by using appropriately
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chosen measures of dissimilarity (distance functions). Moreover, these distance

functions are applied in a setting which is usually of a random nature, and so

the question arises on the statistical significance of observed dissimilarities

among the various attributes of the compared data sets. The resolution of the

latter question requires the construction of an appropriate reference distribution

for the particular statistic (the distance function) being applied to the data

sets. The purpose of the present series of notes is to define and study some

data intercomparison procedures, based on new statistics and their associated

reference distributions, which will be applicable to a wide varietg of data-data,

model-data, and model-model intercomparison problems.

C. In the present note we shall examine the data intercomparison problem

using the notion of a minimal spanning tree (MST) , a graphical device that

facilitates objective decisions as to the relative locations and relative sizes

of swarms of points in p-dimensional space. Here p is the number of time

series in a data set, and the number n of points in the swarm is the common

size of the sample of the time series. Normally, the relative locations of

two swarms are specified by their centroids. By constructing a certain network

of lines connecting the points of the two swarms in an economical way (the

task of the MST) it is possible to give a relatively novel quantitative measure

of the intermingling of the two point sets (and hence obtain a measure of

their relative locations). Further, instead of looking at the standard deviations

of the swarms (the usual measure of radial size) we determine the relative

sizes of the swarms by counting the outermost branches of the tree belonging

to each swarm, and seeing which of the two sets of branches "sticks out" of

the combined swarm the more.

2
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D. We shall compare the MST-derived measures of location and scale with

some other measures and obtain a preliminary impression of the relative power

of the new methods. It will turn out that the MST procedure provides a relatively

powerful scale test, while the location test is relatively weak (although it

is competitive with the classical T2 test for location). This good showing of

the MST scale test encouraged us to apply it to an interesting practical

problem, that of determining the months of the year that group together into

natural seasons. Of course this grouping together depends somewhat on the

choice of the physical field (temperature, precipitation, e.g.) and geographic

location (North America, Equatorial Pacific, e.g.). We shall specifically

consider the problem of natural seasons as defined by commonly-shared monthly

temperature variances over the U.S. mainland as provided by temperature records

at 32 U.S. cities over a 46 year period: 1931-1976. We shall determine the

natural temperature-iso-variance seasons two ways: via the MST scale test and

by variance calculations of the classical form; and the results will be compared.

E. Acknowledgments

Dr. Tim P. Barnett, of the Climate Research Group, Scripps Institution of

Oceanography, La Jolla, California, provided the original interest in the

general data intercomparison problem, and indications for the need of solutions
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both the inspiration and the U.S. temperature records for the MST scale test

applications to the natural-season problem described in §5 of this study.

Ryan Whitney of PMEL typed the manuscript and Gini May of PMEL drew the figures.
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2. MST Test for Location

The test for location using the minimal spanning tree (MST) of a pair of

data sets is readily understood by first studying its one-dimensional version.

In Fig. 2.1(a), we have a linear array of circles and crosses denoting points

of a model and data set (say). A natural measure of the degree of separation

(or intermingling) of the sets is obtained by counting the number of runs of

Circles and crosses. A run of data points is an unbroken sequence belonging

to a given data set. The runs can be counted by placing dotted lines (or

cuts) between every two data points from different sets. The total number of

runs will then be the number of cuts plus one. In Fig. 2.1(a) there are four

cuts and hence five runs. It is intuitively clear that the more closely

intermingled the two sets are, the greater will be the number of runs. For

the six data and six model points we can have as many as 11 cuts and hence 12

runs. There can be as few as one cut and hence two runs when the sets are

totally separated.

When we have data sets in 2-space, as sketched in Fig. 2.1(b), to determine

the number of runs, we build a minimal spanning tree of the union of the two

data sets. This will be the set of straight lines connecting the circles and

crosses in such a way that the total lengths of these line segments is a

minimum. (The construction details of an MST in a general p-space are given

in Appendix A.) The generalization of the run idea to two dimensions is shown

in Figs. 2.1(b), (c). A cut is made on a line segment whenever that segment

joins points from the two different sets (the model or the data set). The

number of runs is one more than the number of cuts. Notice how in Fig. 2.1(b),

(c) the number of runs diminishes from 10 to 7 as one goes from a closely

intermingled pair of sets to a more separated pair of sets.

4
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The preceding observations lead one to formulate the hypothesis H ,o

namely

H :o The set ~ of model points and the set ~ of data points
are randomly drawn from the same population.

Under this hypothesis we can build a useful statistical test of location using

the run statistic. We would reject H if the number of runs for the MST of
o

the union ~ U~ of ~ and ~ is significantly small. The decision of whether or

not the number of runs is "significantly small" is based on the procedure in

§2 of Appendix A. The procedure is based in turn on the observation that,

under H , one can randomly interchange the labels of the D and M sets by meanso

of arbitrary permutations. For each permutation we have a new D and M set and

hence a new run number. By generati~g many such permutation-induced runs, we

can build up a reference distribution for runs. If the runs-count for the

originally given ~,~ pair then falls in the left 5% tail (say) of this reference

distribution we would reject H , and declare with confidence 95% that the Do

and M sets do have distinct locations.

3. MST Test for Scale

Testing for scale (i.e., spread or variance) using an MST of pooled model

and data points (say) rests on the following observations. Let us define the

degree of a point in an MST as the number of line segments in the MST leading

to it from other points in the MST. Examples are shown in Fig. 2.1(c). Note

that a data swarm Q with relatively great variance compared to a model swarm M

with relatively small variance will tend to have more degree-l points than the

smaller-radius set, providing they are relatively closely located or intermingled.

Under hypothesis H , it follows that the number of model points (or data
o

points) of degree 1 obeys a hypergeometric distribution. Thus if ~, ~ are

6
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the number of points in ~ and ~, respectively, then the probability p(x) that

x model points (say) will have degree 1 is

(3.1)

where n =~ + ~, and nl is the number of degree 1 points in the entire MST.

We can, for given ~, ~ and n1, find the upper and lower critical values of

x, and thereby decide on the relative scales of D and M.

4. Power Curves for MST Location and Scale Tests

A. Power of the Location Test

The power of the MST location test was examined by means of suitably

constructed gaussian populations in 32-dimensional space. The dimension of

the space was suggested by the applications to be described in the following

section. Thus we encounter p =32 temperature time series of n =46 samples

each. To see the power of the MST location test under these conditions, we

constructed two gaussian populations of the form N (H.,a~I ), j =1,2, where
p J J-P

p = 32 and where l!Hll1 = Q., I/H211 = ~ and where ~ was varied over the range

o ~ ~ ~ 3.0. Moreover, we set a1 =a2 =1.0. Hence in effect we were sampling

from two spherical gaussian swarms of unit variance in E32 , and whose centroids

were an adjustable ~ units apart. As we sampled from these various populations

we determined runs-distributions under H for each ~, and noted when the runs
o

were declared significantly small (a rejection of H). Whenever they were, we
o

marked up a success for the MST location test. If the test is a good one, it

would relatively early reject H , i.e., wake up to the fact that the swarm
o

centers are a certain distance ~ apart. The smaller the ~ when this happens,

the better the test. In Fig. 4.1 we have the results of the present MST

7
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location test shown by means of the three solid circular dots. The abscissa

measures separation of centroids in multiples of 0, which is 1.0 in all cases.

Each solid circular dot represents the results of 10 experiments. Thus for

~ =1.0, 3 out of 10 experiments resulted in a rejection of H. When theo

swarm centers were moved 3 units apart, then H was rejected in each of the 10
o

experiments. It was only after we had moved the swarm centers 0.5 units apart

that the MST location test first declared the swarms differently located.

Hence the MST power curve is zero in the range 0 S ~ ~ 0.5. The form of the

power curve for the present MST location test thus takes the shape indicated

in Fig. 4.1.

To see this result in perspective, we performed a classical T2 test for

location under precisely the same sampling conditions as the MST location

test. (For a brief review of the T2 test, see Appendix B). The T2 test

results are shown by the open circles. We see that the MST test is closely

comparable in power to the classical T2 test. Later studies of the T2 test

(not recorded here) show that it is overly sensitive to the relative sizes of

01' 02' thereby causing the T2 best to have false high power for ~ values near

o. (Thus the T2 test would, under 01 1 02 conditions, reject H , when H iso 0

nearly true, i.e., when 0 < ~ «1.) The MST location test on the other hand

was well-behaved in this case, as indicated by the open square in Fig. 4.1,

but, as its curve would rise to 1 only after this point, it is of relatively

low power.

An interesting and potentially useful alternate location test is that

summarized by the triangles. This is the result of the distance permutation test

described in Appendix C. Two sets of triangles are shown: for the case

01 =02 =1.0 and for the case 01 =1.0, 02 =0.2. A centroid test (Appendix D)

was also investigated. This is a naive variant of the T2 test. It shows

9
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somewhat higher power than the T2 test when 01 =02 =1.0, but unfortunately

shows the same erratic behavior as the T2 test when 01 =1.0, 02 =0.2, and

thus is not to be trusted.

In sum, the NST location test is comparable in power to the classical T2

test when 01 =02; but it drops in power when 01 :; 02. The NST location test

does not, however, exhibit the anomalous behavior of the classical T2 under

(01 :; 02) conditions. A potentiallg useful alternate test for location can be

given bg means of the distance permutation test of Appendix c.

B. Power of the Scale Test

The power of the MST scale test was examined by means of suitably con-

structed gaussian populations in 32-dimensiona1 space. As in par A, we drew

random samples from N (~.,0~1 ) with p =32. Recall that p is the number of
p J J-P

time series of each data set. We set ~1 =~2 =0 (since data sets can always

be given a common centroid prior to a variance analysis); we also set 01 =1,

and let 02 be of a variable magnitude ° in the interval 0 < ° < 1. Fig. 4.2

summarizes the power curve of the scale test. Each dot is the result of ten

experiments, one experiment consisting of the following steps. First, we made

n =46 random draws from NS2 (Q, !S2) to produce ~ and similarly 46 draws from

N32 (Q, 01 32) to produce~. Then, an MST was constructed on D U ~; next, the

number nl of degree 1 points of the MST were tallied; then the lower 5% critical

size for x the number of degree 1 points of ~ was determined via (3.1); and

finally a decision was made concerning the acceptance or rejection of the

hypothesis H. The resultant curve (sketched on the basis of 3 choices of
o

° =0.9, 0.8, and 0.3) shows satisfyingly great power, indicating for example

that when a =0.9 the test detected 7 times out of 10 that the sampled swarm

from NS2 (0, !S2) had a different scale than that of N32(0, 0.9 !32).

10
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In sum, the data-centered lfST scale test has a workablg high absolute power,

and mag be used with confidence to detect scale differences between centered data

sets in high-dimensional euclidean spaces (i.e. with high-p parameters).

5. Natural Seasons: An Application of the MST Scale Test

A. We consider now a matter that is central to the problem of short-term

climate predictability: how to group the months of a year into natural seasons

of equal temperature variability. We envision taking each month as a base and

then moving futureward of the month and finding those months whose temperature

variabilities closely match that of the base month. Similarly, we can move

backward in time from the base month to link up with those of its predecessors

sharing equal temperature variability. In this way, having linked up each

base month with its iso-variance partners, we can imagine a running season of

temperature co-variable months, starting with January and its family of months,

moving through February and March and their family of months, finally on to

December with its family of months. It turns out that when we link up months

this way, each base month is embedded in a "natural season," i. e., its family

of temperature co-variable months. Predictions of monthly temperatures within

a natural Season should then be of nearly uniform skill--all other conditions

affecting predictions being held the same. That is, as far as variabilitg of

temperature affects a prediction of monthly average temperature, the variability

effect should be sensibly uniform within each natural season.

B. The data set we used in the natural-season study was supplied by Dr.

T. P. Barnett of Scripps Institution of Oceanography and consisted of monthly

averages of temperature (in OF) over the 46 year period from 1931 to 1976

12
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Table 5.1. 32 cities used. Numbers identify the cities on the accompanying
U.S. map in Fig. 5.1.

1 is Jacksonville UjA to Waycross
2 is Charleston
3 is Mobile
4 is New Orleans
5 is Abilene
6 is EI Paso
7 is Phoenix
8 is San Diego
9 is Cape Hatteras

10 is Asheville
11 is Nashville
12 is Little Rock
13 is Albuquerque
14 is Washington National
15 is Columbus
16 is St. Louis
17 is Denver
18 is Sacramento
19 is San Francisco
20 is Blue Hill Observatory
21 is Chicago
22 is Detroit
23 is Des Moines
24 is North Platte
25 is Salt Lake City
26 is Winnemucca
27 is Rapid City
28 is Sheridan
29 is Boise
30 is Portland
31 is Helena
32 is Spokane

14
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collected at each of 32 cities of the U.S. mainland. Figure 5.1 shows the

location of the cities and Table 5.1 lists their names. If we collected

together in vector form the temperature anomalies (reckoned on the 46 year

average) at each of the 32 cities for a given month, say January, then the

representation of these January temperature anomalies would be as a point in a

euclidean space of 32 dimensions, i.e., E32 • If then we project all 46 January

points down on the plane spanned by the axes associated with any two cities,

say Charleston and Jacksonville, we would obtain a sprinkling of crosses such

as that shown in Fig. 5.2. Likewise the projection of the 46 points of ES2

associated with August is given by the set of circles in Fig. 5.2. Because

these points represent temperature anomalies, they are centered on the origin

(0,0) of this plane. On inspecting the two sets of points, it is visually

obvious that the temperature anomalies for January (as seen in the present two

cities) have a greater variance than those for August. The relative variability

of the temperature anomalies in these two cities for January and February are

shown in Fig. 5.3. Now it is not so clear whether or not these variabilities

are significantly different. When it comes to judging relative variability of

the 46-point swarms in the full space ES2 , we gladly turn this task over to

the MST scale test.

C. We began the application of the MST scale test to the set of 46

January points in E32 by pooling them with the 46-point February set. We then

found the number of degree-1 points in their MST, and determined with confidence

95% whether the February swarm had a significantly larger or smaller number of

degree-1 points, relative to the January swarm, than expected. It turned out

that it didn't, and so February was linked to January in the sense of having

the same variability. Thus "F" was placed to the right of "J" in the bottom

15
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rung of the ladder in Fig. 5.4. In like manner an MST for the January and

March point swarms was constructed and it was found again that H could not be
o

rejected on the 5~ level. Thus "M" took its place to the right of "F" on the

J-rung of the co-variability ladder. The process was repeated for all the

swarms of the other months of the year, each swarm being pooled with January's

and we found H rejected on the 5~ level in each case. For this reason noo

other months are linked to the base month January. The natural season based

on January therefore consists of the months January, February and March. This

entire process, now based on February, was repeated for all other eleven

months. The linkages are richer in this case, and the natural season based on

February consists of December, January, February and March, as shown on the

second rung of the co-variability ladder in Fig. 5.4. The remaining ten base

months, embedded in their associated natural seasons, are shown in the remaining

rungs of the co-variability ladder of Fig. 5.4.

During the calculations just outlined for the co-variability ladder, we

also linked up those months with 90~ confidence. This had the effect of

discarding some of the months that had been linked up with 95% confidence.

The results are shown in Fig. 5.5. They are replotted in a different way in

Fig. 5.6(a). It is clear that, to some extent, a particular month's natural

season membership depends on the significance level of the winnowing process:

setting the significance level too low (-1%, say), would tend to link up more

months to a base month. Setting it too high (-30~) would clip off more months

from a base month than may be physically reasonable. Accordingly, to see if

the couplings in Fig. 5.5 are reasonable, we undertook two alternate, somewhat

different approaches to the natural-season problem, and these are discussed in

the next two paragraphs.

18
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MST-BASED SCALE TEST OF TEMPERATURE
ISO-VARIANCE MONTHS
(HYPOTHESIZED CONNECTIONS REJECTED AT THE 5% LEVEL)
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Fig. 5.4
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MST-BASED SCALE TEST OF TEMPERATURE
ISO-VARIANCE MONTHS
(HYPOTHESIZED CONNECTIONS REJECTED AT THE 10% LEVEL)
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Fig. 5.5
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Table 5.2. Values of x .. and t. derived from degree-1 points of the MST analysis of Scripps temperature
1J 1

data for 32 cities over 46 years (1931-1976).

index j

1 2 3 4 5 6 7 8 9 10 11 12 x.
1

t. = x./x
1 1

~ index
i

JAN 1 21 21 24 28 26 22 22 28 26 28 25 271 .106

FEB 2 15 23 26 28 26 29 28 28 28 28 22 281 .110

MAR 3 13 17 17 20 23 25 23 23 21 21 20 223 .087

APR 4 13 14 12 22 25 29 30 28 25 19 16 233 .091

MAY 5 10 11 14 14 21 24 23 23 17 17 16 190 .074

JUN 6 11 12 14 17 16 20 24 24 26 16 14 194 .076

JUL 7 13 10 13 14 18 21 19 20 23 19 18 188 .073

AUG 8 11 10 14 13 15 19 21 23 15 14 12 167 .065

SEP 9 8 12 11 16 15 17 20 20 20 19 12 170 .066

OCT 10 11 13 14 18 21 19 22 18 17 20 9 182 .071

NOV 11 14 13 15 18 21 20 26 25 28 26 18 224 .088

DEC 12 11 14 21 18 22 23 24 25 24 29 26 237 .093

x =2560

""VI
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SIGNIFICANT CONNECTIONS OF VARIABILITY
VIA MINIMUM SPAr\INING TREE TECHNIQUE
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D. Returning to the setting defined in par C, let us denote by !Ix .. " the
1J

number of the MST's degree-1 points in the swarm of the ith month when the ith

month is pooled with the jth month (i, j =1, ... ,12; 1 =Jan, 2 =Feb, etc.).

An absolute measure of the spread (scale) of January temperatures is then

defined as xl =x12 + ... + XI,12' In general, the absolute spread of the ith

month's temperatures is xi =Xi,l + ... + Xi ,12 (omitting xii)' Let x =Xl +

+ XU,

Table 5.2 lists the x .. , the x
1
" and the fractions t. =x./x. A plot of

1J 1 1

t. vs. i is shown in Fig. 5.6(b). By construction, t. is a measure of the
1 1

relative temperature variability of the ith month as sampled in the present

U.S. mainland data set. It is immediately clear from Fig. 5.6(b) that the

temperature variability is a minimum in August and a maximum in February, as

seen using the MST degree-1 points. It can also be seen that the t. curve is
1

roughly sinusoidal, reflecting the expected annual swing of variance from

maximum to minimum and back to maximum. If the variation of t. with i =1,
1

... ,12, were exactly sinusoidal, then it would appear as shown in Fig. 5.7(b).

Observe that, in such an idealized case, the variance of January matches that

of March, while February's variance matches only that of itself, and moreover,

the variance of April matches that of December, and so on. Under the relatively

random conditions of the real world, we could imagine that the variance of

January would match not only that of March, but also to some extent that of

its neighbor February. Moreover, still being gUided by the hypothesized exact

sinusoid changes in t. shown in Fig. 5.7(b), a month such as August would
1

probably share similar variances with the neighbors, say June, July, September

and October. These iso-variance connections are drawn systematically from the

t.-sinusoid and are depicted in Fig. 5.7(a). We used an approximately .01
1

t.-interva1 above and below each level in Fig. 5.7(b) to define the iso-variance
1
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neighbors of each month, as just sketched above. The pattern of connections

in Fig. 5.7(a) is reminiscent of that in Fig. 5.6(a) (which, recall, is Fig. 5.5

redrawn). In this way we see the potential connection between the t. curve of
1

Fig. 5.6(b), and the natural seasons depicted in Fig. 5.6(a), which are simply

the natural seasons of Fig. 5.5 drawn in the style of Fig. 5.7(a). Conversely,

if we draw the idealized natural seasons of Fig. 5.7(a) in the style of Fig. 5.5,

we obtain Fig. 5.8. This mode of representation brings out the ideal forms of

the two sets of vernal and autumnal transition months, and the two solstice

seasons: summer and winter.

E. As a check on the t. index and the natural seasons defined in Fig. 5.5
1

or Fig. 5.6(a), we computed from the same data set the standard deviation of

the temperature of the jth month, according to the formula

1 1 46 32
s~ = 32 • 46 1· I I [T.(t,x) - T.(x)]2
J - t=1 x=1 J J

(5.1)

T. (x)
J

1 46
= 46 I T.(t,x)

t=1 J

j = 1, ... ,12.

A plot of s. vs. j = 1, ... ,12 is shown in Fig. 5.9. A plot of t., rescaled by
J 1

452(t.) - 25.5, is shown plotted on the same diagram. The resemblance between
1

the two curves is close, considering their diverse numerical bases. The t.
1

minimum in August is approximated by the s. minimum in July. The s. curve is
1 1

somewhat the smoother of the two, but it does not suggest the ideal sinusoidal

swing that t. does around February. The ideal curve that seems to fit the s.
1 1

data is a parabola, as shown in Fig. 5.10(b). The "X" pattern of natural

seasons belonging to this curve is shown in Fig. 5.10(a) in two forms: one
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produced by a narrow-band neighbor snatcher (shown by dots), and one produced

by a wide-band (shown by circles). These may be compared to the idealized

natural seasons defined in Fig. 5.7(a). A natural season diagram may now be

made from the t. curve in Fig. 5.6(b), in the same manner. The connections
1

will on the whole resemble those in Fig. 5.6(a). However, we prefer to remain

with the connections of Fig. 5.6(a) (or Fig. 5.5), as they have been established

using a rigorous method of statistically significant linkages.

In summary, we have discerned a set of natural seasons of months based

at each month of the gear, the common tie between the months being that of

temperature variability. These natural seasons can be defined either via the

'/liST method of determining the spread of a data set, or bg the usual arithmetic

statistical definition of standard deviation. The agreement between these two

methods of definition appears to be close, but not exact. The '/liST method is

based on a novel geometric method of defining variance similarities and estab-

lishing their statistical significance.

6. Bibliographic Notes

The main inspiration for the statistical method of this study rests in

the paper of Friedman and Rafsky (1979), which applies the notion of a minimal

spanning tree (MST) to the problem of the relative location and scale of a

pair of data sets. Their paper in turn rests on two diverse areas of research.

On the one hand there is the now classical runs-test of Wald and Wolfowitz

(1940) which Friedman and Rafsky generalized to p-dimensional data space. On

the other hand, there is the rapidly developing research area of graph theory

(see, e.g., Harary, 1969) on which the theory of the MST is based. We have

written our own program for MST constructions based on the simple intuitive
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idea of a minimal spanning tree. As shown in Appendix A, it is a relatively

trivial matter to grow the tree from a seed. However, it is possible to

formalize the procedure, as has been done in particular by Prim (1957), and to

program it efficiently (Whitney, 1972). Moreover, it is possible to grow

trees with maximal speed in very high dimensional spaces, following the procedures

of Bentley and Friedman (1975) and Rohlf (1977).
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Appendix A

Determining the Minimal Spanning Tree

and Related Constructs

1. Constructing the Tree

A. We assume given two data sets D and M such that D = {~(I), ... ,~(~)}

Tand M = {~(I), ... ,~(~)}, where ~(t) = [d(t,I), ... ,d(t,p)] , and ~(t) =
T[m(t,I), ... ,m(t,p)] , i.e., we visualize Mand D as two point swarms in euclidean

p-space, respectively of ~ and ~ members. For the purpose of constructing

the minimal spanning trees of D and ~, we consider their set union! =~ U ~,

where X = {!(I), ..• ,!(~), !(~ + I), ... ,!(~ + ~)}. Here we have identified

the first ~ !'S with the ~(t)'s: !(t) =~(t), t =I, ... ,~; and also we have

!(t + ~) = ~(t), t = I, ... ,~. We assign the integers 1 through n =~ + ~

to the points of this union, and retain these assigned numbers, throughout the

constructions below, as permanent markers for the points of the D and M sets.

B. The jth point of! is !(j) = [x(j,I), ... ,x(j,p)]T, j = I, ... ,n. To

every pair !(i), !(j) of points of ! we assign the distance

DIST(i,j) = [ i (x(i,!) - x(j,!))2]\
1=1

i,j = I, ... ,n.

(Al.I)

These distances can be stored for use in the subsequent constructions.

Since DIST(i,j) = DIST(j,i), we need only store DIST(i,j) for pairs i,j such

that i ~ j.
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c. The tree is constructed by first choosing a point of X and calling it

the seed. With this choice, say point 1 of !, there is created one point in

the tree and n-1 outside the tree. Using the procedure below, we add one

point to the tree during each stage. Hence at the end of the kth stage there

are k points in the tree and n-k outside. To keep track of the points inside

and outside of the tree, we define two arrays such that

EXTREE(j), j = 1, ... ,n-k

INTREE(i), i=l, ... ,k
(AI. 2)

at stage k, k =1, ... ,n. Thus "INTREE(i)" is the label of one of the k points

in X which at this stage are in the tree. The arguments in the array have no

permanent relation to the actual labels of the points of X assigned in par A.

We initialize these arrays by writing:

INTREE(l) = 1 } NIT = 1

EXTREE(l) = 2
EXTREE(2) = 3 (AI. 3)

NXT = n-1

EXTREE(n-1) = n

Here NIT is the number of points in the tree, and NXT is the number outside

the tree. These quantities, along with the INTREE and EXTREE arguments (defined

below), will be updated during the constructions. This initialization in

(A1.3) is stage 1.

D. Suppose we are at stage k, k =1, ... ,n-1, with points in and out of

the tree as given by (A1.2). We are ready to add a new point to the tree.

Find

DIST(INTREE(i), EXTREE(j»
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for i = l, ... ,k and j = l, •.. ,n-k, using the pre-computed distances of pairs

of points (recall (AI. 1)). A subroutine finds the minimum of this set; or a

simple running search of minimum distances can be incorporated as a few lines

in the main program. In any case, when the k(n-k) distances have been examined,

one should have in hand a particular pair of points of minimal distance apart,

one in the tree, and the other its nearest neighbor outside of the tree,

namely the pair:

MIN = INTREE (MN)

HEX = EXTREE(MX)
(Al.S)

Here MN is the INTREE index of the point MIN in the tree nearest to point HEX

outside the tree, with MX the momentary EXTREE index of the latter. Observe

that "MIN" and "HEX" are alternate and momentary names for the original labels

of the points in X.

E. To keep track of the accumulating set of points in the tree, as they

are linked up to the tree in each stage, we write, at the end of stage k ~ 2,

(recalling (Al.S)),

LINK(k,l) =MIN

LINK(k,2) =HEX

F. To update the INTREE array at the end of stage k ~ 2, write

INTREE(k) = HEX

and to update EXTREE, proceed as follows (using (Al.S) notation):

For j = 1, ... ,n-k,

If j < MX, then EXTREE(j) =EXTREE (j )

If j ~ MX, then EXTREE(j) =EXTREE(j+l)
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G. The number of elements in INTREE and EXTREE are then updated:

NIT =NIT + 1 (number of points in tree)

NXT =NXT - 1 (number of points not in tree) (AI.8)

If NXT =0, return to main program (tree is constructed)

H. Return to Step D above to enter a new stage. Thus (if NXT, above is

~ 1), update the stage index k by 1.

2. Counting Runs

As described in the main text above (§2) the p-dimensional analog of the

one-dimensional run is obtained from each permutation of point labels by

looking for linked points that belong to different ~-like and ~-like sets. We

now describe how to determine the runs in DUM as well as in permutations of

DUM. Let ~ be a permutation of the integers 1, ... ,n. Let ~ be a function on

{l, ... ,n} that gives the set membership of a point as being in either ~ or M.

Thus if !(j) is in ~ we write "~(j) = 1. II If!(j) is in ~, we write "~(j) = 2. II

Recall that these assignations were made in §lA of this appendix. We are now

formalizing this agreement by means of ~.

We may now define the number of runs in the permuted-labels of the tree

by initially setting for k = 1,

NRUN = 1.

Then for k ~ 2,

set

If ~(~[LINK(k,l)]) * ~(~[LINK(k,2)])

35
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NRUN = NRUN + 1,

otherwise, go on to k + 1 until n is reached. The final value of NRUN will

give the number of runs in the MST for the particular permutation , of the

labels of the points. To build up the reference distribution of NRUN a large

number of (say 100) permutations will be needed. To find the number of runs in

the original union ~ U ~, we simply use the identity permutation, i.e., work

with the original D and M.

3. Counting Degree Points

To find the degree of a point (the number of points in the tree to which

it is linked) we use the LINK array. Thus consider point !(j). Go through

all n-l values LINK(k,I), k = 2, ... ,n, and tally up the number of times

LINK(k,l) = j. Similarly, tally up the number of times LINK(k,2) = j. Then

NDEG(j), the degree of !(j), is the sum of these two tallies.

4. Example

Consider the sets ~ (of three points) and ~ (of two points) as depicted

in Fig. A4.1(a). Hence ~ = {~(l), ~(2), ~(3)}, and ~ = {~(1), ~(2)}. The

union is ; ={!(l), !(2), !(3), !(4), !(S)}. (The italicized integers will be

explained later.) There are 10 distinct distances between all pairs of these

five points. Choose point 1 (= !(1)) as a seed*. Initialize INTREE and

* There generally will be a different tree if it is grown from another
seed. Hence the MST based on point x(l) is not unique to the point set
X. See the section on orthogonal tr;es (§5) below.
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EXTREE as in (AI.3). This ends stage 1. In stage 2, we find for (AI.S),

Le., for

MIN = INTREE (MN)

HEX = EXTREE(MX)

the values MIN=I, MEX=2 where MN=I, and MX=I.

Thus in stage 2, from (AI.6):

LINK(2,I) = 1 }LINK(2,2) =2

and further, for later stages

LINK(3,I) = 2 }LINK(3,2) = 4

LINK(4,I) =4 }LINK(4,2) =S

LINK(S,I) ::: 2 }LINK(5,2) ::: 3

end of stage 2

end of stage 3

end of stage 4

end of stage 5

(A4.I)

The italic numbers in the diagram denote the stage in which the end points of

the link are added to the tree. The reader can verify this sequence of inclusions

in INTREE. Thus in stage 2, point 2 is added; in stage 3, point 4 is added.

The diagram is drawn for the identity permutation. The number of runs in this

tree is 2 (provided by link number 3). Here the set membership function ~ is

given by ~(I) =~(2) = ~(3) ::: 1 and ~(4) =~(5) =2. The degree of point 1 is

1, and that of 2 is 3, as can be seen both from Fig. A4.I(a) and, by (A2.I),

tallying up the number of times 1 or 2 (respectively appears on the right side

of the LINK equations above.

When a permutation ~ is applied to the point labels in the diagram we

generate new ~ and ~ sets. Thus suppose ~ is such that ~(I) = 4, ~(2) = 3,

~(3) =5, ~(4) =1, and ~(5) =2. Then the same tree now has ~ and ~ disposed
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as sketched in Fig. A4.I(b). The seed of this tree is point 4 (i.e., point 1

relabeled).

This new pair of sets has three runs provided by links between points 3,4

and 3,5, in accordance with (Al.I). The degrees of points 4,5 and 2 are 1.

Thus while the intrinsic degree value of a point in the tree is unchanged, the

relabelling produces a new D or M set which may now have more or less points

of a given degree than before, and together they may have a different number

of runs. Thus set ~ originally had points 1,3 which were of degree 1. Now,

the new M set has these same points (now labelled "4", "5") of degree 1.

Before we had two runs, now we have three. By relabelling the same five

points in the union of D and M in all the 120 various ways possible, and then

counting the number of runs resulting from each new permutation, we can generate

the cumulative reference distribution of this statistic for the purpose of

conducting the location test described in the main text above. The reference

distribution for the degree-I points is, fortunately, known and of a simple

type, and therefore does not require a permutation procedure (cf (3.1)).

5. Orthogonal Minimal Spanning Trees

The MST threads its sparse way through the set of n points of ! =~ U ~,

missing many close neighbors whose inclusion in the graph could increase the

power of the MST-based intercomparison tests. It is interesting to note that

once an MST of points has been constructed, as shown in §4 of this appendix,

we can start with a new seed, and build a completely different tree. For

example, starting with point 2 of Fig. A4.I(a) and calling the tree there

"MST(l)," the nearest neighbor is again point 1. But since the link between 1

and 2 is in MST(I) we look for the next nearest neighbor to point 2 with a
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link not in MST(1). This is point 5, and we link up 2 and 5. Then from 2 and

5 we reach out to their nearest neighbors in X =DUM which have not been

linked in MST(1). This is point 1, and we link up 5 and 1. Continuing this

way we construct a new MST, namely MST(2) (see Fig. A4.1(c)) based on point 2

in X =DUM. MST(2) in the sense of the construction just described, is

orthogonal to MST(1).

The procedure for MST construction outlined in §1 may be followed in

every detail in building MST(2). One only need add a new array CONN(i,j)

defined as follows:

0 if i and j are not
linked by some MST

CONN(i,j) = (AS.1)
1 if i and j are linked

by some MST

This allows us to keep track of which point pairs of X =DUM have been

used in some MST. See Fig. A4.1(c). When writing the program, for orthogonal

tree constructions, we have found it helpful to label the various arrays by

the index of the MST currently under construction. Thus in (A1.2) we now have

INTREE(M, i) ,

EXTREE (M ,j ) ,

i=1, ... ,k

j = 1, ... ,n-k
(AS .2)

Here M is the MST index. In Fig. A4.1(c), as we begin the constructions, we

set M =2 as we use (AS.2). Starting with point 2 as seed, the order of

occurrence of links is shown by the italic integers. Generally, M runs from 1

to n/2 or (n-1)/2, depending on the parity of n. In a similar fashion, the

LINK array in (Al.6) can be expressed as
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LINK(M,k,2) = HEX
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(AS.3)

during the construction of the Mth MST. As these successive MST's are being

built, the array CONN in (AS.l) is continually updated.

When the number of orthogonal trees desired have been constructed (we

used on the order of three or four) then the counting of runs and degree-l

points proceeds by going through each tree to find the runs and degree-l

points in that tree. The totals of the runs and degree-l points are then

found, and are used in the intercomparison tests just as in the case of single

MST. In particular a fixed set of orthogonal MST's is now subject to the

permutation procedure to find the reference distribution of runs associated

with it.
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The Classical T2 Test for Location

Let ~ = {~(l), ... ,~(n)} and ~ = {~(l), ..• ,~(n)} be two data sets of n

points each in E. We shall need only this case where the number of points inp

each set is the same, namely n. Then define:

n
d = n- 1 I ~(t)

t=l

n
m = n- 1 I ~(t)

t=l

l(t) = ~(t)-~(t)

I = ~-!!!

Form the pxp covariance matrix

C = (n-1)_1

and then the statistic

If ~ and ~ are randomly drawn from N(HD, !n) and N(~, ~) respectively, then

the distribution of [(n-p)/p(n-1)]T2 is noncentral F with p and n-p degrees of

freedom and noncentrality parameter n(HD-~)T ~_1 (~D-~). If HD = ~, then

the F distribution is central. In the present study we assume ~ = ~ for the

purpose of constructing the T2 power curve. The theory of the T2 test is

given in Anderson (1958).
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Distance Permutation Test for Location

Let D and Mbe as in Appendix B. Thus ~ and ~ may be visualized as

n-point swarms in E. We define the separation index of any set ~ = {~(l),
P

... ,~(m)} of m points in E as
p

m-l m
SEP(~) = (;)_1 I I "~(j) - !(k)11

j=l k=j+l

where

and II~ - :lll is the euclidean distance between ~ and :l in Ep ' Thus SEP(~) is

the average distance between the set of points comprising ~.

Now let X =D U~, i.e., let ~ be the union of ~ and~. We may write ~-

{~(l), ... ,~(n), ~(n+l), ... ,~(2n)}, where the first n elements are from D and

the remainder from M. If ~ is a permutation of the set {l, ... ,n, n+l, ... ,2n}

of 2n integers, then consider ~1(~) = {~(~(l)), ... ,~(~(n))}, ~(~) = {~(~(n+l)),

... ,~(~(2n))}, which define a partition of X into two subsets of n elements

each. Compute

which is a measure of the average separation of points in the partition subsets

~1' ~2 of ~.

If we produce many permutations ~l(~)""'~r(~) (r ~ 100) of X and each

time partition ~.(X), as shown above, into Sl(~.)' S2(~.)' and find SEP(~.(X)),
J- - J - J J-

then we can arrange the r SEP(~.(X)) values in ascending order to form a
J -

cumulative distribution of the SEP statistic.
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APPENDIX C

This will give a reference background for the value

SEP(!) - \(SEP(~) + SEP(~».

Now, if ~ and ~, considered as point swarms in E , are relatively distant
p

(compared to their average radii, say) then SEP(!) will be relatively small

compared to the average value of the set of values SEP(~.(X», j = 1, ... ,r.
J -

Hence if SEP(!) falls in the left 5% tail, say, of the reference distribution,

we would decide D and M have different locations. This is the essence of the

distance permutation test. Our brief examination of its power in §4 of the

text shows that it has useful power and, along with the MST, is less sensitive

to the radii of the swarms ~,~ than the classical T2 test. A general theory

of such permutation tests as the present one is given in Mielke, Berry and

Johnson (1976), and an application to meteorology is given in Mielke, Berry,

and Brier (1981).
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APPENDIX D

Centroid Test For Location

Let D and ~ be as in Appendix B, and let X =DUM be the union of these

sets, as point swarms in Ep . We form the statistic II~ - !!!II which is a measure

of their relative location. Introducing the permutations ~ of !, as in Appendix C,

we can produce a reference distribution for II~ - !!!II, and decide with confidence

95%, by examining the 5% right tail of the distribution, if D and M have

different locations. If II~ - !!!II falls in this tail, we would say that the

sets are differently located.
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