A novel randomized iterative strategy for
aligning multiple protein sequences
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Abstract

The rigorous alignment of muliiple protein sequences becomes
impractical even with a modest number of sequences, since
computer memaory and fime requirements increase a3 the product
of the lengths of the sequences. We have devised a strafegy to
approach such an optimal alignment, which modifies the
intensive computer storage and rime requirements of dynamic
programming. Our algorithm randomly divides a group of
unaligned sequences into two subgroups, between which an
aptimal alignment is then obtained by a Needlemon — Wunsch
style of algorithm. Ouwr algorithm uses a matrix with dimensions
corresponding to the lengths of the two aligned sequence
subgroups. The pairwise alignment process is repeated using
different random divisions of the whole group into two
subgroups. Compared with the rigorous approach of solving
the n-dimensional lattice by dynamic prograniming, our lterative
algorithm results in alignments that match or are close to the
optimal solution, on a limited set of test problems. We have
implemerted this algorithm in o computer program that runs
on the IBM PC class of machines, iogether with a user-friendly
environment for interactively selecting sequences or groups of
sequences to be aligned either simultaneously or progressively.

Introduction

The search for evelutionary, functional and structural relation-
ships among protein sequences is becoming increasingly
rewarding for researchers in molecular biology. Computer
programs for the rapid search of databases to retrieve related
sequences and for aligning sequences to show common relation-
ships have established themselves as valuabie tools. Obviously,
by relating one’s sequence of interest to previously characterized
sequences, valuable insight can be obtained, whether one’s
interest 18 primarily in evolutionary relationships, in predicting
secondary or tertiary structure or in locating segments with
functional properties (e.g. ligand binding sites}.

Various approaches can be taken for comparing biological
sequences. Methods for global sequence aligminent establish a
residue-to-residue  correspondence between the primary
structures of proteins, by inserting ‘gaps’ in appropriate places,
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50 that the resulting alignment highlights similar regions. These
methods are mostly based on a relatively simple sequence
similarity score, which is optimized by dynamic programming,
as first shown by Needleman and Wunsch in 1970, Given a
table that defines the cost of substituting one sequence residue
with another (or of the similarity between two residues) and
a penalty for inserting gaps (insertions or deletions) in either
sequence, the Needleman —~Wunsch algorithm is guaranteed to
find an optimal alignment between two sequences i terms of
minimal overall cost or maximal score. The relative ease of
implementing the algorithm, the simplicity and consistency
of the underlying scoring system, and the ready availability of
suitable scaring matrices have contributed to the popularity of
this approach.

The Needieman — Wunsch algorithm can also be extended to
the simultaneous alignment of more than two sequences. In
practice, however, this approach is restricted by an excessive
cost in computer time and memory, and has only been imple-
mented for the alignment of three sequences (Murata ef al.
1983), or by heuristically reducing the search space, for the
alignment of up to 68 sequences of moderate length (Carillo
and Lipman, 1988, Lipman er al, 1989). Many existing
compuier programs use the pairwise Needleman—Wunsch
algorithm to align multiple sequences by adding in each
sequence in some predetermined order. For example, they start
with the pair of sequences showing closest overall similarity
and continue to add sequences in decreasing order of similatity,
The model of sequence evolution implied in the order by which
sequences are added can be strictly linear (Barton and Sternberg,
1987: Santibanez and Rohde, 1987, Tayvior, 1987; Henncke,
1989y or allow for clusters of seguences to be aligned
progressively (Feng and Doolittle, 1987; Taylor, 1988; Higgins
and Sharp, 1989}, In any cases, the final alignment will be
determined by the alignment order, as substitutions, insertions
and/or deletions introduced in previous steps remain unatfected
by following alignments.

Both the simultaneous and the progressive type of alignment
have their theoretical and practical advantages and short-
comings. The reader is referred to the extensive literature in
this field (c.g. Hogeweg and Hesper, 1984; Feng and Doolitle,
1987: Cariilo and Lipman, 1988; Altschul and Lipman, 1989),

We have developed an algorithm for the simultaneous
alignment of muitiple seguences that should closely approximate
the results obtained by rigorous dynamic programming, €.4.
as implemented by Murata er al. {1985}, but without the same
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Hmitation on the number of sequences or on their length. Our
atgorithm is novel in that i attempts to avoid the pitfall of
methods that use a predetertiined order of adding sequences,
narely that they may easily get trapped by local optima resulting
from the predetermined order of alignments. Instead, we use
a random iterative approach for selecting sequences to be
atigned. Our implementation of this new algorithm allows for
the simultancous alignment of subgroups of closely related
sequences, which can be followed by a progressive alignment
among less closely related sequences.

System and methods

The randomized pairwise muitiple sequence alignment algorithm
was developed on an IBM PS/2 Modet 80 and was implemented
in an interactive computer program, denoted MUSEQAL. The
program MUSEQAL is written in Turbe C 2.0 (Borland Inc.)
for the IBM PC c¢lass of machines running under the operating
systern MS-DOS. A minimum of 640K RAM is required. The
program is available from the authors without charge.

Algorithm

Any possible alignment between iwo sequences §; and S, of
length Ly and I; can be depicted with a path through a matrix
of dimensions L; and L, as shown in Figure 1. A straight path
from cell 7,/ to the next diagonal cell i+ 1,7+ 1 represents an
uninterrupted alignment of the ith and {+ Dth residue in §;
with the fth and (j-+1}h residue in 8. Any move (o the
subrow {(i+1,j+y)} {I < v = Ly—/} or w the subcclumn
(i+x,j+1y (1 < x =< L;~) denotes a gap in either §, or §
with length y—1 or x—1| respectively. Using a scoring table
to define the similarity between any two residues s(i. ), the
original Needleman —Wunsch algorithm finds an optimal path
through this matriz where the cost associated with each path
is taken to be the sum of the similarity scores minus & penalty
{gp) for any gap in cither sequence. Starting at position L, L,
{(the lower right corner in Figure 1y and filling the matrix ejther
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row by row or column by column, the value of each ceil C(G.J)
is catcudated as follows:

Cogr o= s{ify + maxl i+ 1. j+8, Gisy j+ — gp. Ci+1J+v) — gpl (D)
(P =L~ 1 <yv=L.-)

in essence, the value of each cell equals the similarity score
s(i,j) for aligning residue / in §; with residue / in S5, as defined
by the scoring matrix, plus the maximum value for one of three
potential choices indicated in Figure 1 with arrows | —3. Arrow
1 depicts a move to the next diagonal cell CG+1,7+1), arrows
2 and 3 show the insertion of gaps in either 5y or S, by moving
to the cell with the maximum value in the next subcolumn
C(i+x,j-+ 1) or subrow C{i+1,j-+v}) To restrict these moves,
a gap penalty is subtracted from the value in these cells. With
a matrix thus fifled in, the globally optimal path and heace the
global alignment can be reconstructed. If endgaps are not
penalized, one will start with the cell with the maximum value
{corresponding to the maximal score for the alignient) in the
leftmost column or uppermost row. One then follows the path
using, at each step, the ‘optimal’ arrow (1, 2 or 3 in Figure 1)
corresponding to the argument of the maximum function in
equation (1)

An extension of this dynamic programuonng algorithm to the
alignment of more than two sequences can be done in several
ways. We will follow the implementation chosen by Murata
et al. (1985), who, for the simulaneous alignment of three
sequences of length L)1, 14, define a matrix with dimensions
(Ly.Lo, L), Again, a path (alignment} is represented by a
succession of matrix cells {4, ),4). As with the two-dimensional
version, a move from one cell o the next follows certain
consiraints to guaraniee a consistent alignment: cell (7,/.k) can
be followed by cell (f+1,j4+1.k41), which represents an
uninterrupted alignment, or by any cell in the subregion defined
by (i+x,j+v.k+2), where at least one of x, y or 7 must equal
I and one or two of x, v or z must be greater than 1. In the
latter case, 4 single gap s opened in the alignment. Thus, an
example alignment of 8y, §; and 53 (Figure 23 would corres-
pond to-z path from (1,1, 110 (2,2,2) t0 {3.4,6) and to (4,5,7).
A single gap is present. _

The summation of matrix elements i done in all three
dimensions, with-similarity scores s(i,/.k} calculated as the sum
of all pairwise scores between residues at positions {7,k A gap
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is initisted whenaver the walie € of 2 el in amy ol the threk
subregions {+x,j+y,k+7) minus the gag penally i higher then
the next dingonal eell-(i+1, 7+ 1i+45. Thus, the optimal-path
and the resulting alignment score is completely gefined by the
succession of matrix elements (4,7.4), representing fully aligned
columns, In regions of gaps, where nulls are present in any
sequence (positions 3, 4, 5 in Figure2), no: pairwise scores
and no alignments are defined. Furthermore. gap penalties are
independent of the length of the gaps aad no penalties for
endgaps (overhanging residues) are applied.

This rigorous approach of simultaneousty aligning sequences
can easily be extended to mote than three sequences. We would
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Fig. 3. Matnix used by our algorithm (o find an optimal alignment between
two groups of prealigned sequences. Again, cach cell can be followed by cells
as shown in Figure 1, but because of the presence of already established gaps
in the two groups of prealigned sequences, the conseguences of these moves
on the gap penalty can be different. Thus, any path leading from a cell that
denoes a complete alignment of residues in both groups (unshaded areas in
Figuee 3} 1o a cell denoting an incomplele alignment (null run) in either sequence
group (shaded sreas in Figure 33, will open a gap in the global alignment of
both groups {arrows 1 or 2). On the other hand, any move from a gap region
{shaded area) into or beyond a gap region {arrows 3 ot 43 will not open any
new gaps i the final alignment, but will simply add a null in either group of
prealigned sequences.
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Fig. 4. Blusiration of the lterative strategy used to improve the overall aligament
of multiple sequénces. The sequences are randomly divided inte two groups
(step 1. for which an optimal alignment is obtained by a mwodified
Needleman —Wunsch type of algorithm. The resuliing alignment (step 2). in
wrn, is the s@rting point for the next alignment of a different pair of groups
(step 3). Hach iteration that improves-the alignment befween two sequence groups
will also improve the globally optimal alignment. The five shaded cells are
elements of the optimized path in the matrix and correspond 1o the five fully
occupied colunms after step 2.
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Obviously, mt?@ 1%}9 memory rcqurefﬁmm and CPU time
growing with the product of the lengths of the sequences, the
full implementation of this approach is not feasible even for
a moderate number of short sequences. It is, however, possible
to divide the problem of fiading an optimal alignment into a
series of smaller steps that can he solved with only minor
demands on computer thne and memory. We have devised a
strategy that fteratively approaches an optimat alignment.

The basic idea is as follows: given n initlally aligned
sequences, we randomly divide them imto two groups. By
‘freezing’ the alighment of sequence mesmbers within each group
we can optimize the alignment besween the groups, using a two-
dimensional Needleman—~Wunsch type of algorithm with
modifications to satisfy the rules and constraints of its
multidimensional counterpast (e.g. the same scoring scherme and
defmition for gaps). Again. we can use equation (1} to calculaie
cell scores C{i,j), but we must apply the following two
extensions, illustrated by Figure 3.

(i) Similarity scores s{,/) are defined only for those cells
representing fully occupied alignment posittons. They are
calculated as the sum of the pairwise scores between all residues
aligned at position / in group §; and j in group S,. In positions
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Fig, 5. Increase in alignment score of 10 ests runs performed with our algorithm,
aligning the three copper-binding proteins used by Murata er ol (1983). Each
run starts with a score of 833, corresponding to the gapless alignment of the
three sequences at the N-terminal end, und calonlated with & modified McLachtan
scoring matrix (McLachlan, 19713, In all runs but one, the optirml alignment
Figure 8) with a score of 1271 was achieved. In one case, an alignment with
two misplaced residues and a score of 1268 could not be improved. The time
requivement for sach step was <[ s, An gverage of four steps was r:.qmrcd
1o reach the final score.
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Fig. 6. Simultaneous alignment of the three copper-binding proteins, cucumber
basic biue protein (CBP), stetlacyanin (8C}) and plastocyanin (PC). Using the
same scoring matrix and gap pesslty as Murata er gf, (1985), this alignment
was obtained with only three iterations of our randomized pairwise algorithm.
The alignment is identical to the one presented by Murata ¢ &/,

where gaps (null runs in any sequence of cither group) are
present {(shaded areas in Figure 3), (. /) equals O and will not
contribute to the summation of the running score, as explained
above.

(i1 Any move from a non-gap region {unshaded arcas in
Figure 3} inte or beyond a region with gaps in the prealigned
sequences (shaded areas in Figure 3) opens a gap in the global
alignment. This has two consequences for evaluating equation
{1} a gap penalty has to be subtracted from the value of
Cli+1,j+1) whenever a diagonal move into a gap-region is
considered (e.g. arrows I and 2 in Figure 3). On the other hand,
any move from a cell (Z,j) inside a gap region into or beyond
a gap region in subrow ((+Lj+D (1 < vy = L~/ or
subcolumm (i+x,j+1) (1 < x < Li—9 {e.g. arrows 3 and 4
in Figure 3) must not be penalized (gp = 0 in equation 1),
because the resulting alignment introduces no new gap, it simply
adds a null ron in either 5, or §; to an already cxisting gap
in §; or §,. With these modifications, equation (1) allows us
to find an optimal alighment for the two groups of prealigned
sequences, which is bound o improve or at least equal the
alignment of all n sequences in the (hypothetical} mulbii-
dimensional lattice. Thus, our algorithm proceeds as foillows
(Figure 4).

Starting with a'total of n (injtially gapless) aligned sequences.,
we randomly divide the sequences into twa subgroups, 8y and
S; with #; and 2, sequences each (n, +n,y=n). The partitioning
of the group sequences is chosen at random from the total of
(2" H—1 possibilities (step | in Figure 4). Within the
subgroups, the current alignment will be preserved, but any
global gaps (rull runs in all sequences) in a given subgroup
will be lost. For example, in the alignment shown on the upper
left corner of Figure 4, the two gaps initially present in the two
lower sequences (WKFWP and GYPFYHLW? will be removed
when the seguences form their own subgroup.

Sy and. §, are then  aligned using our extended
Needleman — Winsch algorithm with modifications as outlined
above and illdstrated in Bgure 3. The resulting alignment
(step 2.in Figure 4, in turn, will replace the original alignment
ist&p 3 i Figum &) ek W 3’11 be d%e: sta‘mz;ﬁ pmm fo t}ie next
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Fig. 7. Increase in alignment score for 10 test runs with the three ATPases
(o and 3 subunits of bovine mitochondria and § subunit from Escherichia coli),
for which Murata presents an optimal alignment (Murata, 19993, The identical
aligament with the maximat score of 13 384 was reached in all 16 runs, in
an average of 3.5 steps.

defining a diagonal cutoff and calculating equation (1) just within
a band along the main diagonal, as suggested by Ukkonen
(1985). Furthermore, we use Gotoh's (1982) method to compute
the pairwise alignment in maximally length (5)) = length (5,)
steps. The time needed fo achieve an optimal alignment for all
sequences then grows linearly with the number of steps.

Results

Since our algorithm randomily divides the entire group of
sequences, it does not follow the identical path towards the final
alignment. Different paths are taken in successive runs of the
program. Our iterative strategy does not obviously guarantee
an optimal alignment. One way to evaluate the performance
of our glgorithm is to compare #s results with those reported
using the rigorous method of solving the entire multidimensional
matrix. In their original paper, Murata er af. (1983} present
the alignment of three copper-binding proteins, using their
extended three-way Needieman—~Wunsch algorithm with a
scoring matrix derived from. the work of McLachlan (1971},
Murata f al. reports CPU time of 81 s for simulianeously
aligning all. three Squ;me;es' on g VAX-11/780, Using the
identical scoring matrix and gap penalty, the resulis obtained
with repeated runs of our aigorithm of an IBMPS/2 Model 20,

using a dxagom] cutoff of 15 [a diagonat band that intersects
at row 18 with 2 matrix L.0; (L, = 53], are summarized in
Figure 5. Each curve shows the progress in alignment score
n g single 1un, from g starting value of 833 for the sequences
;mtmﬂy @hgmé at their-N-terminal. ezzd W;i‘mat EEDS; to a
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Fig. 8. Alignment of 54 serine proteases. The first five sequences—bovine
chymotrypsin {CHT), bovine trypsin (TRP), pig elastase (ELA). rat mast cell
proeinase 11 (MCP) and human plasma kailikrein (KAL)—were aligned
simultaneously, for comparison with an alignment of the same sequences reportod
by Lipmar er al. (1989). Positions where all residues of CHT, TRP and ELA
are correctly aligned within a structurally conserved region as defined by Greer
{1981}, are denoted with a plus sign {+). Missed columns are flagged with
a rnings sign { . To demonstrate the additive or progressive type of alignment
also possible with program MUSEQAL. we have aligned the sequence of rat
tonin {TON} with the prealigned upper five sequences. An asterisk (%) denotes
columns with at least four identical residues.

Tahte I. Sample run of an iterative alignment with the three copper-
binding proteins CBP, SC and PC shown in Figure § (subgroups aligned
with each step are Sy and 5p)

Step Score S, hY

] 811

I 933 PC CBP. 8C
2 1343 CBpP 5C, PC
3 1269 PC CBP. 5C
4 269 CBP, PC sC

) 1269 CBP, PC 5C

6 1271 SC.BC CBP

several times, vet the overall score continues to increase, €.g.
step 1 and step 3. The improvement in step 3 results from the
fact that SC and CBP have been aligned to each other in step 2,
thereby permitting a better pairwise alignment of PC to the
group {CBP, SC}. Two successive alignments of the same
partitioning of the sequences, of course, do not improve the
score {e.g. siep 4 versus step 5).

The optimal alignment corresponding to the score of 1271
is shown in Figure 6. It is identical to that reported by Murata
et al. (1985). The time requirement for each step was <1 s,
On average. 4 s were required to reach the maximal score. In
only one of 10 test runs could the optimal score of 1271 not
be reached and a slightly suboptimal alignment with a score
of 1268, corresponding to two misaligned residues, remained.

Figure 7 shows the results obtained with 10 tesf runs for the
iterative alignment of three ATPase sequences, for which

p:‘nd{w et 6. HL r@pom ar (,PU time: FEi i TEoTED
49 s on a YAX-11/750; Again using o r:imgﬁ?ai cm@fi' @f K
each step with our algorithm took <3 s, so that thc optimal
alignment was achieved in all 10 runs in an average of 12 s,

The behavior of our algorithon cannot easily be pf{:dlcte{i for
the alignment of more than three. sequences. Lnf@ﬁﬁnxﬁﬁéy,
there are no full-scale zmplgmantaaam of our scoring system
that couid be used for comparison in these p_a;es_. Lipman f al.
{1989}, whose program MSA handles the simultancous align-
ment of up to 6—3 sequences, yse a different scoring scheme
for matrix summation and a different definition for gaps. They
evaluate the simultanecus alignment of five serine proteasss with
an alignment derived from information about the three-
dimensional structure of chymoirypsin, frypsin and elastase,
presented by Greer (1981). Lipman er o/ s alignment shows
an agreement with Jreer’s structurally conserved regions in
154 aligned positions (columns), with seven columns missed
or incorrectly aligned. The results of our iterative algorithm
are shown in Figure 8, which is discussed in the next section.
The alignment was reached with 48 steps of the algorithm in
<72 min. One hundred and fifty-seven columns are aligned in
agreement with Greer's structurally conserved regions {(marked
with a *- sign in Figore 8); four columns were misaligned
{marked with a “~" sign in Figure 8.

Implementation

Up to 100 sequences can be loaded nto program MUSEQAL
from a disk file in a format used also by the FASTP (Pearson
and Lipman, 1988) and MACAW (Schuler eral, 1990)
programs and displayed in 4 resizable window on screen. The
user can manually define groups of sequences to be aligned
sitnubtaneously or progressively. For examnple, the alignment
in Figure 8 was produced by first simultaneously aligning the
five upper sequences, bovine chymotrypsin {(CHT), bovine
trypsin {TRP), pig elastase (ELA), rat mast cell proteinase 11
(MCP) and human plasma kallikrein (KAL) (the same group
of sequences aligned by Lipman er al., 1989). The resulting
aligned group, in turn, was aligned with rat tonin (TON}. In
this way, any combination of sequences or groups of prealigned
sequences can be aligned in any order. With simultaneous
alignmenis, the user can inspect the results of each step and
stop or restart the iterations at any time. The display of the
sequences is-done using six background colors to highlight
residues with similar physico-chemical properties (George
et al., 1988). This greatly facilitates the evaluation of alignments
as columms or regions with similar residues are visually
eraphasized.

“The current version of the program limits the total namber
of matrix cells at each step to 32- 000, Thus, with (prealigned)
sequences longer than 178 residues each, a diagonal cimoff value
has to be selected. This will not only shorten the time needed
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for calculating each step, but might also potentially prevent the
algorithm from finding an optimal alignment. However, with
globally related sequences of not too dissimilar length, the
optimal pathi will most often lie within a relatvely narrow
diagonal band.

Discussion

We present an algorithm for the simulianeous alignment of
multiple profein sequences, according to a model of sequence
similarity first implemented by Murata er al. (1985) for the case
of aligning three sequences. Using an adaptation of the standard
Needleman —Wunsch type of algorithm, we divide the n-
dimensional problem of finding an optimal ‘alignment for »
seguences into a series of steps, which can be solved in two-
dimensional space on a personal computer, requiring only a
modest amount of memory. Compared with the rigorous
approach of solving an s-dimensional lattice by dynamic
prografmming, our iterative algorithm results in fairly
reproducible alignments equal or close to the optimal solution,
at least for the Hmited number of sequences, for which an
optimal alignment "is known. We have implemented this
algorithm in a computer program runming on an IBM PC,
providéng an environment for interactively selecting sequences
or groups of sequences to be ai;gned simuitaneousty and/or
progressively.

In practice, simultaneous alignments will be rcsmcted to
sequences exhibiting a globat and uniform degree of relatedness.
In addition, the sequences must not be too dissimilar in length.
This follows from the particular model of sequence similarity
chesen, which gives equal weight to all residues over the total
length of the aligned positions and doss not-align residues in
regions with null runs. Thus, the alignment of a group of
sequences that includes, for exasmple, one distantly related
member can be unfaveorably biased, as explained in detail by
Lipman eral. (1989). To accommodate such situations,
Lipman’s program can employ weighits to calculate pairwise
alignments. according to a presumed-evolutionary tree.- With
our program, it is the user’s responsibibity 1o select suifable
subgroups of sequences to be aligned simultaneously and to
determine the order of progressive alignments. In Murata’s and
our model of sequence similarity, gap penalties are defined as
any number of null runs berween complete colimings of aligned
residues. This mplementation has beencetiticized on the grovnds
ofhaving ittle relationship to. substitition: costs defined By the
scoring matrix (Altschub, 1989; Lipman-er-of. - 1989): We felt;
hewever, that the advantage of having a relatively simpiz-but
fast algorithm would outweighrany hypothetioally adverse effects

- omthe finak elignment. dadesd, apart {rom the miner fncons

%&m@ﬁra ef havmg

- acimst gap Dﬁﬂ&lt}& relamw o he: RLmber

of sequences to be aligned with each step could substantially
shorten the time required to reach the final alignment. This could
be done heuristically or with a parallel imp}emenﬁatzon of the
algorithm, whereby at each step, all 2" "~ possible
alignments between pairs of subgroups of sequences could be
evaiuated in parallel and only the one }n;aicimg the highest score
would be followed up.
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