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In protein folding, the transition state ensemble is defined as the set of conformations with pg.4
=1/2, where the pg,4 of a conformation is the probability that starting from this conformation the
protein folds before it unfolds. Experimentally, this ensemble is probed by the ®-value analysis,
where ® is the ratio of the changes in the logarithms of the folding rate and the equilibrium constant
when the system is perturbed by a mutation. We show that for a two-state protein the @ value can
be expressed in terms of the perturbation and only the first two eigenfunctions of the evolution
operator (e.g., a rate matrix) of the wild-type protein. The first eigenfunction is the equilibrium
probability distribution while the second is proportional to pg4, thus establishing a formal relation
between py,q and ® values. In addition to providing insight into the theoretical foundation of the
®-value analysis, our results may prove practically useful in performing such analyses within the
framework of models containing a large number of states. © 2006 American Institute of Physics.

[DOLI: 10.1063/1.2347708]

I. INTRODUCTION

The kinetics of two-state protein folding can be de-
scribed by the scheme
kp
UZ=F,

ky

(1.1)

where U and F denote unfolded and folded states while k'
and k(,’] are folding and unfolding rates (the superscript zero is
used to refer to the wild-type protein). When such a protein
is perturbed the @ value is the ratio of the changes in the
logarithms of the folding rate and the equilibrium constant,
In(kg/k) Aln kg (1.2)
CIn(K./KY)  BAAG '
Here K2q=kg/k[l),= 12117, is the equilibrium constant of the
wild-type protein; f;, I=F, U, is the fractional occupancy of
the state [ at equilibrium, flop+ f{l)]= 1. The change in the free
energy of folding is AAG; B=1/kgT, where kz and T are
the Boltzmann constant and the absolute temperature. The
folding rate and equilibrium constant of the perturbed system
are denoted as k and K. In practice, the perturbations are a
series of mutations and the resulting @ values are used to
infer the nature of the transition state and the mechanism of
protein folding.l_5
In this paper we show that when a rwo-state protein is
perturbed the corresponding @ value can be expressed in
terms of the perturbation and the first two eigenfunctions of
the evolution operator of the wild-type protein. A two-state
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protein is special because there is a gap in the eigenvalue
spectrum of its evolution operator. The first eigenvalue is
zero, and the corresponding eigenfunction is the equilibrium
distribution of the microstates. The second eigenvalue is
much closer in magnitude to the first than to the third one. It
determines the rate of equilibration of the populations of
folded and unfolded states and is essentially equal to the sum
of the folding and unfolding rate constants. To calculate a @
value one must find the effect of the perturbation on the
second eigenvalue (i.e., the reciprocal of the relaxation time)
and on the first eigenfunction (i.e., the equilibrium distribu-
tion of the microstates). Because the eigenvalue spectrum
has a gap, this can be done to an excellent approximation
using only the first two eigenfunctions of the unperturbed
system.

The transition state ensemble is defined as a set of con-
formations with py,1q=1/2, where the p;,q of a conformation
is the probability that starting from this conformation the
protein folds before it unfolds.® The idea of using the split-
ting or commitment probabilities to identify the transition
state (i.e., the dividing surface separating reactants from
products) was first suggested in the theory of activated rate
processes governed by stochastic dynamics by Ryter7 and
has been exploited in the study of chemical reactions in
solutions.** The @ value contains information about the
transition state ensemble because for a two-state protein the
second eigenvector of the wild-type evolution operator is
related to pfold.m

The outline of the paper is as follows. We derive our key
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results in the next section. Two simple illustrative examples
are discussed in Sec. III. Some concluding remarks are given
in the last section.

Il. THEORY

Let py(r,7) be the probability density of the multidimen-
sional conformational coordinate r of the wild-type protein
at time 7. The dynamics is described by an evolution equation
of the form

Ipo

— =Lgpo,

o 2.1)

where L is the evolution operator. The equilibrium distribu-
tion pgq(r) satisfies Lopgq(r):O and is normalized to unity.

Let us consider two specific examples of the operator L.
If the dynamics can be described as diffusion under the in-
fluence of a potential of mean force Vj(r) then

Lo=V-Dexp[- BV,(r)]-V exp[ BV,(r)],

where D is the diffusion tensor. If one adopts a more coarse-
grained picture where the conformational coordinate is dis-
crete and the dynamics is described by the rate equations of
chemical kinetics then

LO = KO,

(2.2)

(2.3)

where K is the rate matrix. The off-diagonal element K?j is
the rate constant for the transition from conformation j to
conformation i. The diagonal element K?J is given by K?j:
-2 jK?] The matrix elements satisfy the condition of de-

tailed balance Kgpgq(j)=l(%pgq(i).
The eigenvalue problem for the operator L is

Loxp=—M\oxp n=1.2,..., (2.4)

where )(2 is the eigenfunction corresponding to the eigen-
value —\’. We restrict ourselves to the class of evolution
operators for which all eigenvalues are real and nonpositive.
The eigenstates are labeled in increasing magnitude of the
eigenvalues so that \/=0<\) < )\g <.... The first eigenvalue
is zero and the corresponding eigenfunction is the equilib-
rium distribution, X?:pgq(r), I p(e)q(r)dr=1. The eigenfunc-
tions are normalized in the sense

j Pe® X X0dr = 5, (2.5)
Multiplying both sides of Eq. (2.4) by (pgq)‘1 x_ and integrat-
ing over r we obtain

= f (Pe) ™" XoLoxydr . (2.6)

Two-state proteins are special because the equilibration
of folded and unfolded populations occurs much more
slowly than local equilibration within each of these states.
This hierarchy of time scales is manifested by the existence
of a gap in the eigenvalue spectrum between the first two
nonzero eigenvalues, namely, )\2—)\?:)\2< )\2—)\(2). The fold-
ing relaxation rate is determined by the second eigenvalue,

A =~ KO+ kY <\, (2.7)
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When a protein is perturbed the dynamics changes and
the evolution operator is modified,

L=Ly+dL. (2.8)

The operator L will be assumed to be a small perturbation.
To find a @ value one needs to know the second eigenvalue
N\, and the first eigenfunction y; :peq(r) of the operator L.
Because of the gap in the eigenvalue spectrum we can solve
the eigenvalue problem,

LXz—)\X, (29)

to a good approximation in the basis of the first two eigen-
functions of the unperturbed operator L,. Substituting

X=X+ (2.10)

into Eq. (2.9), multiplying both sides by (pgq)‘l)((l) and
2q)‘1 X5, and integrating over r we obtain

(o e i) ()-(E) e
(2aL]1) —7\(;+<2|5L|2> 2 - ) .

where we have defined the matrix elements by

nlatin= [ 68 2.12)
Solving the set of equations in Eq. (2.11) one finds that
A =0, as it must be, and
N> =A)—(2]6L[2). (2.13)

This is identical to the expression for N, given by the first-
order perturbation theory. The first eigenfunction is

bel)

2 e,

X1(5) = peg(r) = p2(r) + (2.14)

When )\, is replaced by )\g, the second term is identical to the
dominant term in the first-order eigenfunction given by per-
turbation theory.

The equilibrium fraction of folded proteins is insensitive
to the precise location of the transition state, and so we can
assume here that the dividing surface between the folded and
unfolded states is unaltered by the perturbation. Integrating
both sides of Eq. (2.14) over the ensemble of folded confor-
mations we have

1
fp=fpeqdr=f2+—<2|51_|1>f xodr. (2.15)
F Ay F

The expression for the ® value in Eq. (1.2) can be written in
terms of A,, )\g, fr andf(} as

_ D7)
In(fe(1 = fR/Uf#(1 = £p)D
Substituting \, and fx given in Egs. (2.13) and (2.15) into

Eq. (2.16) and linearizing the result with respect to the ma-
trix elements of L, we obtain

(2.16)
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2|oL[2)/%(1 - f%

d=1 —f{} (2.17)
@laLiny f
For a two-state protein,
fxgdm\/f‘;(l—fg), (2.18)
F

to a good approximation.14 Using this and the relation f(}
=K§q/(1 +K2 ) we finally have

J ol

eq
f (peq) X2 &peqdr

b= (2.19)

1+K°

For a two-state protein the second eigenfunction )(g is
approximately — proportional to the wild-type prog-
Specil‘ically14

Pfold( r) - f?r 0
\rfg(l i) Pey

This is the formal reason why a @ value contains informa-
tion about the transition state ensemble, defined as the set of
conformations with pgq=1/2.

Finally we note that within the framework of the above
formalism it is possible to determine how the location of the
transition state changes as a result of a mutation (i.e., how
Ptoid Changes). Starting with the second eigenfunction y, of
the matrix in Eq. (2.11), which is related to pg,q via the
analog of Eq. (2.20), it can be shown that

Xo(r) = (r). (2.20)

p?old(r)
Pia(r) + exp(BAAG (1

Proid(r) = (2.21)

~ Phal(r)
This expression shows that a small perturbation does not
alter the py,q values of the folded and unfolded states and
affects only intermediate states in the vicinity of the wild-
type transition state. It predicts that the py,q of such an in-
termediate state rapidly goes to zero as AAGy increases and
quickly approaches unity as AAG decreases. Even though
this limiting behavior is just what one would expect, Eq.
(2.21) is useful only when AAGy is small (BAAGy=<1).

lil. ILLUSTRATIVE EXAMPLES

Suppose we model protein dynamics as one-dimensional
diffusion along a reaction coordinate x in the presence of a
double-well potential of mean force Vy(x). A mutation
changes this potential to V(x). From the one-dimensional
version of Eq. (2.2) one can see that

d&V(x)] 6.1)

oL=BD—
A 8x{ dx

where 8V(x)=V(x)-V,(x). In this case the expression for ®
in Eq. (2.19) becomes
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1

b=
1+K(e)q

| PR ~ Dot gl

(1 +Kgq) f 5ngdx/y'ﬁ
(3.2)

where we have integrated by parts and used Eq. (2.4). To
write this expression in terms of p{,(x) we use the relation
between 3 and p ., in Eq. (2.20). The result is

f p2q5v[(p(f)old _f(l)?)(l - p?old) + D(dp?old/dx)zn\g]dx
D= :

[ rosvipta-siras

(3.3)

Using the same relation in Eq. (2.6) and integrating by parts
we obtain

dpfold) dx

f%(l —f%) eq( dx

These two expressions give the ® value in terms of p(f]old(x)
and pgq(x) that characterize the wild-type protein and the
perturbation 8V(x).

We now use the approximations,

(3.4)

f qu5VP?olddx = fH V), (3.5a)

f p2q5Vp?old(l —pp)dx=0, (3.5b)

and find that

f qu( 8V = (V) ) (dpiyg/dx)*dx
= , (3.6)

(V)p=(8V)y) f Peg(dpiyaldx)*dx

where we have defined

8V(x)exp[— BV(x)]dx
I

J exp[— BVo(x)Jdx
1

(oV),= , I=F,U. (3.7)

The approximations in Eq. (3.5) are accurate because in a
two-state system pl ,(x) differs from a step function only in
the barrier region where pg (x) is very small.

Finally we note that dptold(x)/dx is zero except in the
barrier region. By solving L, exp(— ,BVO)pfold_O in this region
we find
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dpig) ___ exp[BVo(x)]

dx
J expl BVy(x)]dx
+

, (3.8)

where “#” indicates that the integration is over only the
barrier region. Using this in Eq. (3.6) we obtain

(V)2 =(V)y

Pt U .
(Vo (V) 39
where
V(x)exp[ BVy(x)]dx
(W), == (3.10)

f exp[ BV (x)Jdx
+

Note that (8V).. involves the reciprocal of the Boltzmann
factor in the barrier region.

The above expression for @ provides an important con-
sistency check of our formalism because it can be readily
derived in the framework of the Kramers theory of the reac-
tion rates.” It can be shown that using the following expres-
sion for the rate constant:

D
ky= s
{ J exp[— BV(x)]dx} { J eXp[BV(X)]dX}
J +
J=U forl=F,
(3.11)
J=F forlI=U,

with V(x)=V,(x)+ 6V(x), in the definition of ® and lineariz-
ing the result with respect to 8V we recover Eq. (3.9).

When the dynamics of the protein is described in terms
of transitions among discrete microstates (conformations) oL
is given by the difference of the rate matrices of the mutant
(K) and wild-type (K°) proteins SK=K-K?". The expression
for the @ value in Eq. (2.19) then becomes

2 (e XS0 K X3
ij

1
P=——"|1-VK°
I+ K, S (L) DK )
ij

(3.12)

In general, the mutation of a residue changes many rate con-

stants. For illustrative purposes let us assume that somehow

one could change only the rate constant for the transition

from conformation / to conformation m, m#[. Then OK;;
=(K,,; KOI)( - ;) 6, and Eq. (3.12) becomes

D=1-pp).

Note that the @ value in this case depends only on the start-
ing conformation. If this conformation belongs to the U(F)
state of the protein then ®=1(0). If it is a member of the
transition state ensemble then ®=1/2.

(3.13)
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As another example let us consider a system with an
intermediate state / whose equilibrium population is negli-
gible,

ki ke

U=I=F.

kyr kip

(3.14)

The rate constants are assumed to be given by k =V 9 exp[
—,B(V;&0 V)1, i=U,I,F, where V] is the preexponentlal fac-
tor and V’& VO is the height of the barrier that the system
has to overcome when jumping from state j to state i. Note
that V;&0 V;&0 since transitions in both directions involve the
same barner We assume that k%, kb, <k%.,kY, which guar-
antees that the equilibrium population of the intermediate
state is low, pgq(1)< pgq(F), pgq(U), and that the kinetics is
essentially single exponential.
For this system,

0 o
Phia= | Pl |, Pl = n ’ko : (3.15)
1 FI Ul

and one can use this to find xJ by Eq. (2.20) and then the ®
value via Eq. (3.12). Assuming that the perturbation changes
only the barrier heights and does not change the preexponen-
tial factors, K~ ,B(AV AVi) i#j, where AV; and
AV are varlatlons of the energy of state j and the energy
bamer between states i and j, respectively. Eventually we
obtain

_ PioaDAVE + [1 = piya(DIAVE = AVy
AVF - AVU

, (3.16)

where p9 (1) is given in Eq. (3.15). In the special case that
AVU=AV§I and AV,y=AV}, we are changing only the rates
from state I, and this result reduces to Eq. (3.13) with [=1.

If we further invoke the commonly used linear free en-
ergy relationships AV;,=(AVx+AV,))/2 and AV;,=(AV,
+AV,)/2 we arrive at

1 AV,— AV,
D=—|1-phD)+ ——|. 3.17
2| Pl DE Sy T, (3.17)
For AV,=AV, this expression predicts that ®=[I

—pi (D172 rather than ®=0 as would be expected at first
sight. The reason for this apparent discrepancy can be traced
back to our use of the linear free energy relation for the
change of the energy barrier between the / and F states.
Variation in the energy of the / state changes the energy of
this barrier and, hence, the folding rate.

IV. CONCLUDING REMARKS

In this paper we have examined the formal theoretical
foundation of ®-value analysis using perturbation theory.
The main results of our analysis are the expressions for the @
value in Egs. (2.19) and (3.12) for continuous and discrete
conformational dynamics, respectively. The key step, which
allowed us to derive these results, is the solution of the ei-
genvalue problem in Eq. (2.9) in the basis of the first two
eigenfunctions of the wild-type protein. This simplification is
justified for a two-state protein because of the gap in the
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eigenvalue spectrum of its evolution operator that is a con-
sequence of the slow equilibration of the populations of the
folded and unfolded states relative to local equilibration
within each of these states. The existence of this gap also
implies]4 that the second eigenfunction and hence the ®
value is related to py,4, the quantity which can be used to
define the transition state ensemble. The implication of our
work on various qualitative interpretations of ® values found
in the literature remains to be investigated.

Although this paper is rather formal, our results should
prove practically useful in performing ®-value analysis
within the framework of a microscopic model involving a
large number of discrete states. Suppose one determines
SK=K-K? for several different perturbations either from a
statistical mechanical model or from large-scale computer
simulations.'®" Then we can determine all the resulting O
values using only the first two eigenfunctions of K. Com-
putationally it is more convenient to work with symmetrized
rate matrices Hﬁ-)j:K?j\/K?i/ K?J (Ref. 20) whose first two
eigenfunctions satisfy

> HOW) == \0W00), n=1.2, @.1)
J

2 VW) =8, (4.2)
The equilibrium distribution is pgq(l)=‘lf?(l)2. When the sys-
tem is perturbed H® changes. For example, in the special
case when Kg-=vexp[—,8(V?—Vj-))/ 2] and the perturbation
changes only the energies, the difference SH=H-H" turns
out to be a diagonal matrix. In general, the @ values can be
found using Eq. (2.16) in conjunction with discrete analogs
of Egs. (2.13) and (2.14),

N = N3 = 2 V(i) 8H; W30,

)

(4.3)

S oH,PG).  (4.4)

V)W
pe =p 0+ LS

2 ij

This is clearly computationally less demanding than having
to rediagonalize the rate matrix corresponding to each muta-
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tion. In addition, the validity of this procedure can be
checked by generalizing our analysis to include additional
wild-type eigenfunctions.
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