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Amino Acid Side Chain Interactions in the Presence of Salts
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The effects of salt on the intermolecular interactions between polar/charged amino acids are investigated
through molecular dynamics simulations. The mean forces and associated potentials are calculated for NaCl
salt in the 6-2 M concentration range at 298 K. It is found that the addition of salt may stabilize or destabilize
the interactions, depending on the nature of the interacting molecules. The degree of (de)stabilization is
quantified, and the origin of the salt-dependent modulation is discussed based upon an analysis of solvent
density profiles. To gain insight into the molecular origin of the salt modulation, spatial distribution functions
(sdf's) are calculated, revealing a high degree of solvent structuredness in all cases. The peaks in the sdf's
are consistent with long-range hydrogen-bonding networks connecting the solute hydrophilic groups, and
that contribute to their intermolecular solvent-induced forces. The restructuring of water around the solutes
as they dissociate from close contact is analyzed. This analysis offers clues on how the solvent structure
modulates the effective intermolecular interactions in complex solutes. This modulation results from a critical
balance between bulk electrostatic forces and those exerted by (i) the water molecules in the structured region
between the monomers, which is disrupted by ions that transiently enter the hydration shells, and (ii) the ions
in the hydration shells in direct interactions with the solutes. The implications of these findings in protein/
ligand (noncovalent) association/dissociation mechanisms are briefly discussed.

Introduction the thermodynamics of single proteins, altering their structural

. ) . __stability1013Thus, protein denaturation is promoted by changin
Biopolymers such as proteins and nucleic acids are the basic y b b y ging

components of biological systems. Their dynamics, conforma the concentrations of alcohols, urea, and guanidine hydrochlo-
. . . . Lo . %" ride, while protein stabilization can be reinforced with the
tions, gnd interactions in the ceI.I determine the'behawor of.llvmg addition of sucrose, certain amino acids, and salts.
organisms. Many of the physical and chemical properties of o - .
these molecules have been studied using experimental and Because salts and othgr elect_rolytes are ub|qU|t_ous N blo_log|-
computational technigques. However, important processes un-Cal systems, underst.an.dlng their effects on proteins behaylor at
derlying biological function, such as proteitigand interactions, '_[he g\_o:ecylalr level is _|mporti'int to qu;aannfy thewfmﬁeractlorl]s
molecular recognition, aggregation, and protein folding, are not In a biological or experimental context. Because of the complex
yet well understood. Biomolecular interactions, either in vivo nature of t.hese Interactions, they do not lend themselves regdlly
or in vitro, occur mainly in agueous environments that may vary to theqretlca! approximations. Therefore, molgcular dY”am'9S
broadly in composition. Solvents not only affect the conforma- (MD) S|mL_JIat|ons_can be used_to explore the microscopic origin
tion, dynamics, and thermodynamics of biomolect#dsit also of such interactions. MD simulations have been used to
modulate their chemical propertigédn proteins, the solvent Investigate physical and chemical properties of ligthd® and
controls chemical reactions, e.g., in enzyme catalysis, and © study biomolecular processes at an atomic level of d&t#l.

modulates noncovalent interactions, thus governing the dynamics Bulk electrostatic modulation of molecular interactions
of molecular association and dissociatfofi.The addition of originates in the polarization and reorientation of water mol-
salts and cosolvents to the solution can cause significant change§cules in the bulk phase. Protein electrostatics is an important
in many biomolecular properti€si3 For example, protein  component of intermolecular interactid®3*and may determine
solubility can change by the addition of salts to the solutfon. ~ Protein-ligand association and binding free energie%.Pro-
In general, the solubility increases slightly (salting in) at low teins known to interact mainly by electrostatic forces have been
salt concentrations and drops sharply (salting out) at higher €ngineered to accelerate the rate of association and the formation
concentrations. Salting out is a common experimental proceduref tighter molecular complexes:2®Besides bulk electrostatics,
to precipitate proteins and separate them from a solution. TheOther solvent-induced forces (SIFs) result from the rearrange-
change in protein solubility as well as other properties of proteins ment of water molecules around the solute due t(? their exclusion
in solutions depend on the nature of the salts and cosol¥ents. from the region occupied by the solute its#f This rear-
Progress has been made in understanding the effects of thdangement modifies (when compared to bulk liquid) the
Hofmeister series on simple solufés/but a clear understand-  hydrogen-bonding (HB) network of water around the solute,
ing of their molecular origins in complex solutes has been more generating forces and torques that affect its equilibrium structure
elusive. Changing the conditions of the solution can also affect @1d dynamics. These forces operate regardiess of the polar
character of the solute; e.g., hydrophobic fofée® are SIFs
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protein recognition and specificity, and play a role in early
protein folding event835For polar and charged solutéshe
rearrangement of the excluded solvent and its HB network is
locally perturbed by the electric field. Therefore, the microscopic
origin of the SIF is more complex and indirectly affected by
the field. In this case the formation of solutsolvent-solute
HB may result in so-called hydrophilic forcgs(i.e., SIF
between hydrophilic groups) that may also affect protdigand
interactions and protein foldintg?-38

Both electrostatics and solvent-induced forces are modified

“770.0 0.5 1.0 1.5 2.0
: ; :

by the presence of sak&2%3%41 A recent stud§? quantified 4 6 8 10 12 14
the extent in which salt concentration strengthens the hydro-
phobic interaction between two methane molecules. For polar
and charged solutes bulk electrostatic forces and SIFs operate
simultaneously. A systematic study of salt effects on the
intermolecular interactions in these systems has not yet been
reported and is presented here. Extensive MD simulations are ]
carried out to calculate the intermolecular mean forces (MF)
between amino acid pairs and their associated potentials (PMFs)
and to quantify the changes induced by the ion atmosphere at ]
different salt concentrations. The molecular origin of such < T
modulations is investigated. .5 . PA distance, r
4 6 8 10 12 14

Computational Methods . ' . . .

Structurally simple solutes (e.g., methane molecules) have 50 bulk 2 M 4
proven useful in gaining insight into the salt-dependent modula- ol T shell 2 M
tion at the molecular level. A certain degree of structural — :ﬁii‘looMM

complexity is desirable, however, to study biomolecular interac-
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MFE

tions more realistically. Amino acids differ broadly in their
topologies and chemical properties and are simple enough for Ay
the systematic study sought herein. Thus, eight amino acid

dimers were modeled here as described e&#lmr combining

five polar/charged acceptor/donor molecules: Asprg™, : - 2
Asp —Lys*t, Asp —His"™, Asp —Ser, SerArg*t, Ser-Lys", > 1 ¢ 6 10 1z 14
Ser—Hist, and SerSer; a dimer is then defined as two

. . . - : PA distance
monomers (each monomer being a single amino acid) mteractmgl:igure 1. (A) Potentials of mean forca/(, in kcalimol) for the Asp—

through noncoyalent forces. Deta_lls of the com.putatlonal_ Setup Arg+ dimer as a function of the intermolecular (RAproton-acceptor,
were reported in ref 43; an overview and additional details are in A) distance, at different NaCl salt concentrations. Inset: Changes
given below for completeness. The carboxy and amino termini of the potentials at the contact (cm), transition state (ts), and solvent-
of each amino acid were capped with uncharged groups. Eachseparated (ss) distances as a function of [NaCl]. (B) Chantyés Of
dimer was immersed in a cubic box of volume(46 A)s, the potentials 82 M salt concentration with respect to the salt-free
containing TIP3P water molecules Bt= 298 K and a density solvent. Arrows (a, b, and ¢) mark the approximate intermolecular

N . distances where changes of the PMF occur; these changes coincide
of pw ~ 0.993 g/c. Salt concentrations of 0.1, 0.5, 1.0, and  ih the development of new solvent density maxima in the space

2.0 M (mol/L; equal to the ionic strength in this case) are petween the monomers (see text and Figure 6). Inset: Solvent mean
considered; Na and CI ions were introduced by replacing force (Fsu, in kcal/mol/A) for pure water ah2 M solution. (C) Bulk
water molecules (one per ion) randomly; additional ions were (electrostatics) and nonbulk (solvation-shell) contributions to the PMF
added to neutralize the system when requifedD simulations as a function of the intermolecular distance, in pure water and 2 M
were carried out using periodic boundary conditions (PBC) and Salt concentration.

particle mesh Ewald (PME) summations; the all-atom CHARMM
force field was used The system was initially equilibrated
for 1 ns to allow ions to diffuse and accommodate around the A one-letter code will be used for the amino acids as
solutes at their initial configuration (proteracceptor distance  follows: R = Arg*, K = Lys*, H = His™, D = Asp, and S

of 1 A). The convergence of the spatial distribution of ions was = Ser. Figure 1A shows the PMWNy(r), for the DR dimer at

not quantified but assessed by visual inspection of their spatial different salt concentrations (indicated by the index W4(r)
distribution functions (sdf’s; see below). The distantetween corresponds to pure water); adding salt stabilizes the intermo-
the monomers was then increased in successive stefs of lecular interaction in this case. The inset in Figure 1A shows
0.2A along the line connecting the donor, the shared proton, Vu(r) atr = rem, s, andrss corresponding to the contact,
and the acceptor atoms as descritedn equilibration phase  transition state (desolvation barrier), and solvent-separated
of 100 ps followed each distance update to relax local perturba- proton—acceptor distances, respectively. At the contact mini-
tions of the liquid. The production phase comprised a set of mum, the dimer stabilizes by1 kcal/mol & 1 M and by~2
successive simulations of= 240 ps each, adding up to a total kcal/mol at 2 M. PMF plots for the SR dimer are presented in
production time ofrt ~ 15 ns (a 4-fold increase with respect Figure 2A, showing the opposite effect of salt, i.e., neutralizing
to the simulations in pure water reported previodghand the acceptor molecule destabilizes the interactions; e.g., at2 M
needed here to reduce statistical errors for the comparison ofan increase of-1 kcal/mol is observed at the contact distance.
the PMF). Adding salt also strengthens the interactions of DS and SS

Results
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Figure 2. As in Figures 1A and 1B for SerArg* (see Figure 7).
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Figure 3. As in Figures 1A and 1B for Asp-Ser (see Figure 8).

dimers (cf. Figures 3A and 4A). Figure 5 displays the potentials
Vm(rem) With respect to pure water, at different salt concentra-
tions (i.e.,AVm(rem) = Vm(rem) — Vo(rem)) for the eight dimers
studied here; a summary of the calculated valueA\#j(r) at
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Figure 4. As in Figures 1A and 1B for SerArg™ (see Figure 7).

may be operating on the solutes in the2M salt concentration
range. It is then of interest to analyze the solvent component,
Fsm(r), of the intermolecular mean forces (MFs) for the four
representative dimers discussed above as well as their effects
on the potentials. As shown in Figure 5, the larger effects of
salts are observed at higher concentrations{2 M), so only
the forces and potentials in pure water an@®iM solution are
discussed.

Figure 1B shows the change of the intermolecular potential
for the DR dimer i 2 M solution with respect to pure water as
a function of the intermolecular distance, i.AVa(r) = Va(r)
— Vo(r). As the intermolecular distance decreageé;(r) decays
~0.5 kcal/mol above ~ 10 A (arrow c) and grows again by
the same amount at~ 8 A (arrow b); AVy(r) drops sharply
(~1.5 kcal/mol) in the region 6 A< r < 8 A, followed by a
smaller increment 0f0.5 kcal/mol up ta & 4.5 A (~rs arrow
a), where it continues to decrease steadily as the monomers
approach the close-contact distangg. These up-and-down
changes result in an overall downward slopeA\df(r), which
yields a total stabilization of1.8 kcal/mol with respect to the
salt-free solution (cf. Figure 5). The inset of Figure 1B shows
the mean forces exerted by the solvent in pure water and 2 M
concentration; the forces are positive at all distances, which
means that they tend to separate the monomers at all distances
regardless of the ionic strength. The forces exerted by the solvent
are calculated as in ref 43, i.&Fs m(r)= ['-AF(r)[@'/2, where
r' is a unit vector along the direction of movement, axie(r)
= Fa(r) — Fp(r), whereF(r) is the average force that the solvent
exerts on the acceptor € A) or donor { = D) molecules

rem s, @ndrssis given in Table 1. Figure 5 shows no obvious evaluated at their centers of mass, for a pretacceptor (PA)
correlation between the strength of the (de)stabilization and the distancer (Fsm > O, repulsivefFs y < 0, attractive). Figure 1B
polar/charged nature of the monomers. Thus, the interactionsshows that the variations @&V,(r) with the distance originate
between charged species may either stabilize (DR) or destabilizein changes of the relative magnitude of the repulsive forces

(DK) with added salt or show little variations as in DH. A

exerted by the solvent in specific regions; below rsg Fs2

similar lack of correlation is observed for dimers containing remains smaller thaRs g leading to the slow decay @Va(r)

one neutral molecule; SR destabilizes b{ kcal/mol, while

in that region; a sudden drop &t ,in 6 A < r < 8 A causes

SH stabilizes by the same amount at 2 M; adding salt also the sharp decay ohV,(r) and accounts for a large part of the

stabilizes the SS dimer by more thad kcal/mol at 2 M. These

stabilization of the dimer; a damped force is also observed above

observations suggest that a critical balance of solvent forcesr ~ 10 A. It is instructive to compare the contributions of bulk



21992 J. Phys. Chem. B, Vol. 109, No. 46, 2005

Asp -Arg’
.0 0.5 1.0

Ser-Arg’
1.5 2.0

1.5 2. 1.

Ser-Lys'

Asp -Ser
0.0 0.5 1.0 1.5 0.0 0.5 1.0_ 1.5

[NaCl] [NaCl]
Figure 5. Changes AVv) of the PMF (in kcal/mol) at the contact
distanceicm) as a function of [NaCl] (in M) for the eight dimers studied.
The reference is pure water (error bars estimated\as(r) ~ oVo(r)
+ oVwm(r)); negative values indicate stabilization of the dimer at the
corresponding value of [NacCl].

Ser-Ser

2.0 2.0

solution and solvation shell to the forces and intermolecular
potentials. To this end, the solvent forc€sg ) are decomposed
into a bulk Fp M) and a solvation-shellFgs ) term, i.e.,Fsm

= Fpm + Fss TO carry out the calculation, a new trajectory
was created out of the original dynamics containing only the
coordinates of the water molecules and ions withiA of any
atom of the solute. The intermolecular PMF was then calculated
from the new trajectory, which gave the solvation-shell contri-
bution (/ss,m) to the total PMF (). With the above definition

of solvation shell, the number of water molecules and ions in
the system fluctuated in time, so long-range forces were
calculated exactly. The bulk component to the PMF was then
obtained as the differencé, m(r) = Vu(r) — VssMr). Figure

1C showsVy, m(r) andVss M) for pure water ad 2 M solution.

Hassan

adding salt amplifies the effects of the solvation shell substan-
tially (see Discussion).

To further analyze the molecular origin of the changes in
AV5(r), the spatial structure of the salt-free solvent is analyzed.
As the distance between the monomers increases, there is a
restructuring of water around the solutes, whose changes can
be characterized by analyzing the spatial distribution function
(sdf) of the solvent® For a given conformation of the solute,
the sdf's are calculated agr) = pw 1o(r) = pw 2ON(r)oV1,
where p(r) is the number density of water molecules (water
oxygen) at positiorr; ON(r) is the average number of water
molecules within an element of volund&/ centered at position
r, given by SN(r) = z=1 SN(r t) dt, with N(r,t) = 5 o(r —
ri(t)), where the sum runs over all of the water molecules in
the liquid, andd(x) is 1 if x € OV and O otherwisepy, is the
bulk water number densityof, = 0.03325 A3 = MyNa; My
~ 55.5 mol/liter is the water molar concentration, aNg is
the Avogadro number); the size of the volume elem®Bhivas
chosen as a compromise between convergence (wijhamd
error (@) of g(r) in bulk (goux = 1), resulting inoV = (0.65
A)? and o 0.2. Local maximagm(r) were calculated
numerically and deemed statistically significangif(r) > 1.6.
Figure 6 shows the location of the peaksgéf) (red dots) for
the solvent-separated distance rss~ 4.5 A and forr = 7.5
and 10 A, i.e., the approximate intermolecular separations where
the changes in the potentials and forces occur (the locations of
arrows a-c in Figures 1B and 1C). The peaks are located at
HB distancesr,, (2.5 A < r, < 3.5 A) of each other or from
an acceptor or donor atom of the dimer. A high degree of solvent
structuredness is observed (1s6gm < 4), which is dictated
mainly by the symmetry of the side chains: the peaks are located
in a tetrahedral-like distribution around each of the oxygen atoms
of D and in the plane of the R side chain. As the monomers
separate from each other (dimer dissociation), new peaks appear
in the intervening space (cf. Figure 6); secondary maxima in
the sdf's are also observed mtdistances from the first peaks
but not discussed here. The spatial distributions of the peaks
around each solute change little with the intermolecular distance.
They are similar to the distributions around isolated, fully
hydrated solutes, which are recovered at large intermolecular
separation, i.e., beyond the “rupture” point= Rs, where the
interconnection of the peaks breaks doviRj is different for
each dimerRs~ 12 A for DR). These observations and Figure
1B suggest that the changesAV, are related to the changes
in the structure (values and spatial location gf(r)) and
possibly dynamics (e.g., mean residence time) of the solvent in
the region between the monomers.

The overall features described above for DR are observed in
all the other dimers. However, quantitative differences are also
evident that are unique to each case. Figures-2B show
AV,(r) andF v(r) for SR, DS, and SS, while Figures-8 show
the location of the corresponding sdf peaks (for R). Close
inspection of these figures shows trgb decreases with respect
to Fsoin the regionrem < r < rssin all cases; this behavior is

~
~

The bulk component is mostly electrostatics and decreases withalso observed in DK (see below), DH, SK, and SH (not
added salt, as expected. It also shows a quasi-linear behavioiscussed here). Note, however, that the destabilization of the
with the distance. By contrast, the solvation-shell component SR dimer at 2 M with respect to pure water (28é(r) in Figure
increases with the addition of salt. Moreover, the presence of 2B) results mainly from changes in the relative magnitude and
ions in the solvation shell accentuates the changes in the slopelirection of the solvent forces at> rss Note that the solvent

of Vss m Within specific distance intervals: < 4.5, 45<r < force above ~ 7.5 A is mostly repulsiveri 2 M solution but
7.5,7.5<r <10, andr > 10 A (changes indicated by arrows). attractive in pure water, which accounts for large pat kcal/

The figure shows that both bulk electrostatics and solvent- mol) of the total destabilization of the dimer{.2 kcal/mol).
induced contributions are important in modulating the intermo- The sharp changes iV, observed in the DR dimer are less
lecular interactions in the-62 M concentration range. However, pronounced in this case, although still appear about the same
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TABLE 1: Effects of NaCl Salt Concentration on the Intermolecular Potentials of Mean Force in Polar/Charged Amino Acid
Dimers at T = 298 K&

Arg* Lys* His*™ Ser [NaCl]
Asp~ —0.8(0.6)-0.6(0.6)0.3(0.6)  0.9(0.6),0.9(0.6),0.4(0.6) —0.5(0.6);~0.3(0.6)7-0.5(0.4) —0.7(0.6)-0.5(0.4)-0.3(0.4) 0.1 M
—0.7(0.6)7-0.7(0.6);-0.5(0.6)  0.9(0.6),0.8(0.6),0.7(0.6) 0.6(0.6),0.7(0.6),0.6(0.4) —0.7(0.6);-0.7(0.4)-0.5(0.4) 0.5 M

—1.0(0.6)-0.7(0.6);-0.3(0.6)  0.7(0.6),0.7(0.6),0.5(0.6)  —0.5(0.6);-0.3(0.6),0.1(0.4) —0.5(0.6)-0.2(0.4);-0.1(0.4) 1.0M
—1.8(0.6)-1.5(0.6)~1.0(0.6)  1.1(0.6),1.4(0.6),1.1(0.6)  —0.2(0.6),0.0(0.6),0.3(0.4)  —0.9(0.6)-0.8(0.4);-0.5(0.4) 2.0M
Ser 0.4(0.4),0.4(0.4),0.2(0.4) 0.2(0.4),0.1(0.4),0.3(0.3) —0.6(0.4);-0.4(0.4)~0.7(0.4)  0.0(0.4),0.2(0.3),0.4(0.3) 0.1 M
0.5(0.4),0.6(0.4),0.5(0.4)  —0.2(0.4);~0.4(0.4)-0.2(0.3) —1.0(0.4);-0.6(0.4);-0.8(0.4) —0.7(0.4)-0.6(0.3);-0.2(0.3) 0.5 M
0.4(0.4),0.6(0.4),0.6(0.4)  —0.9(0.4);-0.9(0.4)-0.6(0.3) —0.7(0.4)-0.3(0.4);-0.1(0.4) —0.6(0.4)-0.5(0.3),0.1(0.3) 1.0M
1.2(0.4),1.4(0.4),1.6(0.4)  —0.5(0.4)-0.7(0.4);-0.3(0.3) —1.1(0.4);-0.9(0.4)-0.7(0.4) —1.3(0.4)~1.2(0.3)-0.3(0.3) 2.0M

aPMF differencesAVu(r) = Vu(r) — Vo(r) at the contactr¢y), transition stater(), and solvent-separatedsd proton—acceptor distances
index 0 and M indicates pure water and solution at M molar NaCl concentration, respectively; valgsataindrssare given in the left, middle,
and right entries (error estimatesAV(r) ~ oVo(r) + oVm(r), are in parentheses).

Figure 7. As in Figure 6 for SerArg*: upper panelg, = 3.4; middle

Figure 6. Peaks in the spatial distribution functions (sdf's) of pure panel.g. = 3.5,g; = 2.8; lower panelgy = 3.0,6; = 2.8,6: = 1.6.

water at three intermolecular distances= rss= 4.6 A (upper panel;
arrow a in Figure 1B)r = 7.5 A (middle), andr = 10 A (lower).
Peaks connecting the side chains functional groups are labeled (m) in
decreasing order afim(r) (see text): upper panely = 3.7; middle
panel,gs = 3.2,0, = 3.0,gs = 2.7; lower panelg; = 2.7,9, = 1.9,

gs = 1.7 (error bars estimated afgm] ~ 0.2 in all cases). Only heavy
atoms and polar hydrogens are displayed.

distances. For the DS dimer in pure water, the solvent exerts a
repulsive force Eso > 0) at all distances (inset in Figure 3B);
however, increasing the salt concentration causes the solvent
forces to become attractiveq, < 0) when new sdf peaks form
(atr ~ 4.5 andr ~ 7.5 A). Only two peaks are observed in the
solvent density around DS (cf. Figure 8); i.e., ab&ex 8—9

A the monomers become independently hydrated. Figure 3B
shows that in this casAV,(r) increases steadily only in the
regionr < rssa 4.5 A, which is sufficient to account for large
part of the overall stabilization of the dimer. Similar behavior Figyre 8. As in Figure 6 for Asp—Ser: upper panety; = 3.8; lower,

is observed for SS (cf. Figure 4B), where/,(r) undergoes g1 =3.0,g, = 2.4.

significant changes>RT) only at distances shorter thag,

However, in this case the tendency to stabilize the dimer begins  The observations above indicate that besides the electrostatic
at the position of the second peakrat- 7.5 A rather than at  effects of bulk a subtle balance of forces operate on the solutes,
the first peak at ~ 4.5 A as in DS; however, the appearance which originates in the structure of the surrounding solvent (see
of the first peak produces a significant change\ivk, of ~0.8 Discussion). Further insight on these effects may be gained by
kcal/mol. As shown in the inset of Figure 4B 2 is not only analyzing the DR and DK dimers since the presence of salts
less repulsive thafrs g in the regionrem < r < rsgbut is also elicits the opposite effects on their PMF (cf. Figure 5). Figure
more attractive forss < r < 7.5 A; the changes of the relative 10 showsAV, andFs y(r) for DK. A comparison with Figure
strengths/directions of the forces in both intervals account for 1B reveals a similar up-and-down modulation A%, as a
most of the stabilization of the dimer. function of r. However, the relative magnitudes of the decays
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Figure 11. Spatial distribution functions (sdf's) of ions (red, Cblue,
Figure 9. As in Figure 6 for SerSer: upper panef; = 3.8; lower Na') around Asp—Arg™ (upper panel) and Asp-Lys* (lower panel)

panel,g; = 3.6,0, = 2.7. at an intermolecular separation= 7 A (see Figures 1B and 10).
S Asp-Lys’ k. —ow side chains. Thus, the chloride ions tend to distribute in the
f‘/ 2.0} . M plane of arginine, whereas sodium ions tend to distribute around
501 . the oxygen atoms of the aspartate side chain; this distribution
I i is similar to the distribution of water. The spatial distribution
G, B around the DR dimer (upper panel of Figure 11) suggests that

ions entering the hydration shells may tend to position in pairs

] between the two monomers. The distance between the centers

of the two local sdf lobes (labeled 1 and 2 in the upper panel)

is ~3 A: the distance between the center of lobe 1 and the closer
. . - hydrogen in R is~2.3 A, and between lobe 2 and the closer

2 4 6 8 10 12 14 . . . . .

PA distance, r oxygen in D is~2.2 A. This arrangement possibly contributes
to ion-pair-mediated DR interactions and explains the sensible
decrease of the repulsive solvent forde, 4 and the local
stabilization of this dimer (cf. Figure 1). By contrast, no such
ion-pair density profile appears between the DK dimer (lower
panel) that may explain a similar stabilization. The closest
distance between the center of lobe 1 and a hydrogen of K is
~4.5 A, while the distance between the centers of lobe 1 and
2 is~2.4 A, shorter than in DR. This suggests that K fails to
recruit nearby Ct ions to the same extent that R does in the
presence of D. As a consequence, D ends up bringing toward
itself the ion pairs that enter its hydration shell. Therefore, no
ion-pair-mediated interactions occur in DK, and the solvent force
Fs2 remains almost unchanged with respecFtg (cf. Figure
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|
o

Figure 10. As in Figure 1B for Asp—Lys*.

and growths in each interval result in an overall upward slope
of AVy, leading to~1 kcal/mol destabilization, in contrast to
DR. The magnitude dfs v is larger in DK than in DR, although
the solvent tends to dissociate the dimers in both cdsag %

00 r). A comparison of the sdf between the two dimers reveals
that the solvent is less structured in DK (not shown) than in
DR and the solvent structure breaks dowrRat: 8—9 A. In

fact, R elicits the highest degree of structural order regardless
of the interacting partner. The changes/¥,(r) observed in

45 A <r <75 A for DK (Figure 10) are analogous to the
changes observed in DR within the same region (Figure 1B).
However, the relative magnitude of the decays and growths Lok ; )
within this interval are quantitatively different. This difference 10)- AS @ consequence, the stabilization provided by this
leads to a~1 kcal/mol stabilization of DR with respect to pure  Interaction in the~6-8 A range in DR is not observed in DK,
water, while slightly destabilizing DK (note that similar behavior Presumably by a compensation of wateplute and ior-solute

is observed in Figure 3B for the DS dimer). Because of the forces. To quantify these forces and their competing effects, a
remarkable contrast in the PMFs of these two dimers, it is Systematic study of the different solvent contributions is needed
instructive to analyze the restructuring of the spatial distribution (s€€ Discussion).

of ions and water as they dissociate. A calculation of the sdf

for CI~ and Na is then carried out; the calculations were Conclusions and Discussion

performed as described above wih, = 0.0012 A3at2 M

concentration. The analysis here is qualitative and carried out The effects of salts on the intermolecular potentials between
only for r = 7.5 A, sufficient to illustrate the possible polar/charged amino acid side chains have been studied
microscopic origin of the competing effects in these systems quantitatively through systematic MD simulations. The strength
(see Discussion). Figure 11 shows the sdf of the ions aroundof the interactions was shown to either increase or decrease with
the dimers;g(r) above an arbitrary cutoff is shown, which is the addition of salt upa 2 M concentration. No obvious
the same for both ions for the sake of comparison. lons in the correlation was observed between the polar/charged nature of
hydration shells disrupt the structure of water and rearrange the interacting monomers and the extent of (de)stabilization of
around the solutesas determined mainly by the topology of the the dimers. The results show that a critical balance of solvent
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forces operates on the solutes in the concentration range studiedefforts have been directed mainly to describing bulk electrostatic
The ions appear to affect the mean forces exerted on the soluteeffects. A description of nonbulk effects is ultimately needed
at specific intermolecular separations. The changes observedor incrementally improving the quality of continuum ap-
in the solvent forces occur when regions of high solvent density proximations.

develop between the solutes as they dissociate. The solvent
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