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The effects of salt on the intermolecular interactions between polar/charged amino acids are investigated
through molecular dynamics simulations. The mean forces and associated potentials are calculated for NaCl
salt in the 0-2 M concentration range at 298 K. It is found that the addition of salt may stabilize or destabilize
the interactions, depending on the nature of the interacting molecules. The degree of (de)stabilization is
quantified, and the origin of the salt-dependent modulation is discussed based upon an analysis of solvent
density profiles. To gain insight into the molecular origin of the salt modulation, spatial distribution functions
(sdf’s) are calculated, revealing a high degree of solvent structuredness in all cases. The peaks in the sdf’s
are consistent with long-range hydrogen-bonding networks connecting the solute hydrophilic groups, and
that contribute to their intermolecular solvent-induced forces. The restructuring of water around the solutes
as they dissociate from close contact is analyzed. This analysis offers clues on how the solvent structure
modulates the effective intermolecular interactions in complex solutes. This modulation results from a critical
balance between bulk electrostatic forces and those exerted by (i) the water molecules in the structured region
between the monomers, which is disrupted by ions that transiently enter the hydration shells, and (ii) the ions
in the hydration shells in direct interactions with the solutes. The implications of these findings in protein/
ligand (noncovalent) association/dissociation mechanisms are briefly discussed.

Introduction

Biopolymers such as proteins and nucleic acids are the basic
components of biological systems. Their dynamics, conforma-
tions, and interactions in the cell determine the behavior of living
organisms. Many of the physical and chemical properties of
these molecules have been studied using experimental and
computational techniques. However, important processes un-
derlying biological function, such as protein-ligand interactions,
molecular recognition, aggregation, and protein folding, are not
yet well understood. Biomolecular interactions, either in vivo
or in vitro, occur mainly in aqueous environments that may vary
broadly in composition. Solvents not only affect the conforma-
tion, dynamics, and thermodynamics of biomolecules1,2 but also
modulate their chemical properties.3 In proteins, the solvent
controls chemical reactions, e.g., in enzyme catalysis, and
modulates noncovalent interactions, thus governing the dynamics
of molecular association and dissociation.4-6 The addition of
salts and cosolvents to the solution can cause significant changes
in many biomolecular properties.7-13 For example, protein
solubility can change by the addition of salts to the solution.14

In general, the solubility increases slightly (salting in) at low
salt concentrations and drops sharply (salting out) at higher
concentrations. Salting out is a common experimental procedure
to precipitate proteins and separate them from a solution. The
change in protein solubility as well as other properties of proteins
in solutions depend on the nature of the salts and cosolvents.15

Progress has been made in understanding the effects of the
Hofmeister series on simple solutes,16,17but a clear understand-
ing of their molecular origins in complex solutes has been more
elusive. Changing the conditions of the solution can also affect

the thermodynamics of single proteins, altering their structural
stability.10,13Thus, protein denaturation is promoted by changing
the concentrations of alcohols, urea, and guanidine hydrochlo-
ride, while protein stabilization can be reinforced with the
addition of sucrose, certain amino acids, and salts.

Because salts and other electrolytes are ubiquitous in biologi-
cal systems, understanding their effects on proteins behavior at
the molecular level is important to quantify their interactions
in a biological or experimental context. Because of the complex
nature of these interactions, they do not lend themselves readily
to theoretical approximations. Therefore, molecular dynamics
(MD) simulations can be used to explore the microscopic origin
of such interactions. MD simulations have been used to
investigate physical and chemical properties of liquids18-20 and
to study biomolecular processes at an atomic level of detail.21,22

Bulk electrostatic modulation of molecular interactions
originates in the polarization and reorientation of water mol-
ecules in the bulk phase. Protein electrostatics is an important
component of intermolecular interactions23,24and may determine
protein-ligand association and binding free energies.25,26 Pro-
teins known to interact mainly by electrostatic forces have been
engineered to accelerate the rate of association and the formation
of tighter molecular complexes.27,28Besides bulk electrostatics,
other solvent-induced forces (SIFs) result from the rearrange-
ment of water molecules around the solute due to their exclusion
from the region occupied by the solute itself.29,30 This rear-
rangement modifies (when compared to bulk liquid) the
hydrogen-bonding (HB) network of water around the solute,
generating forces and torques that affect its equilibrium structure
and dynamics. These forces operate regardless of the polar
character of the solute; e.g., hydrophobic forces31-33 are SIFs
between nonpolar molecules. Hydrophobic forces make impor-
tant contributions to protein-ligand binding, are linked to
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protein recognition and specificity, and play a role in early
protein folding events.34,35 For polar and charged solutes36 the
rearrangement of the excluded solvent and its HB network is
locally perturbed by the electric field. Therefore, the microscopic
origin of the SIF is more complex and indirectly affected by
the field. In this case the formation of solute-solvent-solute
HB may result in so-called hydrophilic forces37 (i.e., SIF
between hydrophilic groups) that may also affect protein-ligand
interactions and protein folding.4,30,38

Both electrostatics and solvent-induced forces are modified
by the presence of salts.25,26,39-41 A recent study42 quantified
the extent in which salt concentration strengthens the hydro-
phobic interaction between two methane molecules. For polar
and charged solutes bulk electrostatic forces and SIFs operate
simultaneously. A systematic study of salt effects on the
intermolecular interactions in these systems has not yet been
reported and is presented here. Extensive MD simulations are
carried out to calculate the intermolecular mean forces (MF)
between amino acid pairs and their associated potentials (PMFs)
and to quantify the changes induced by the ion atmosphere at
different salt concentrations. The molecular origin of such
modulations is investigated.

Computational Methods

Structurally simple solutes (e.g., methane molecules) have
proven useful in gaining insight into the salt-dependent modula-
tion at the molecular level. A certain degree of structural
complexity is desirable, however, to study biomolecular interac-
tions more realistically. Amino acids differ broadly in their
topologies and chemical properties and are simple enough for
the systematic study sought herein. Thus, eight amino acid
dimers were modeled here as described earlier43 by combining
five polar/charged acceptor/donor molecules: Asp--Arg+,
Asp--Lys+, Asp--His+, Asp--Ser, Ser-Arg+, Ser-Lys+,
Ser-His+, and Ser-Ser; a dimer is then defined as two
monomers (each monomer being a single amino acid) interacting
through noncovalent forces. Details of the computational setup
were reported in ref 43; an overview and additional details are
given below for completeness. The carboxy and amino termini
of each amino acid were capped with uncharged groups. Each
dimer was immersed in a cubic box of volume∼(46 Å)3,
containing TIP3P water molecules atT ) 298 K and a density
of Fw ≈ 0.993 g/cm3. Salt concentrations of 0.1, 0.5, 1.0, and
2.0 M (mol/L; equal to the ionic strength in this case) are
considered; Na+ and Cl- ions were introduced by replacing
water molecules (one per ion) randomly; additional ions were
added to neutralize the system when required.43 MD simulations
were carried out using periodic boundary conditions (PBC) and
particle mesh Ewald (PME) summations; the all-atom CHARMM
force field was used.44 The system was initially equilibrated
for 1 ns to allow ions to diffuse and accommodate around the
solutes at their initial configuration (proton-acceptor distance
of 1 Å). The convergence of the spatial distribution of ions was
not quantified but assessed by visual inspection of their spatial
distribution functions (sdf’s; see below). The distancer between
the monomers was then increased in successive steps of∆r )
0.2Å along the line connecting the donor, the shared proton,
and the acceptor atoms as described;43 an equilibration phase
of 100 ps followed each distance update to relax local perturba-
tions of the liquid. The production phase comprised a set of
successive simulations ofτ ) 240 ps each, adding up to a total
production time ofτT ≈ 15 ns (a 4-fold increase with respect
to the simulations in pure water reported previously,43 and
needed here to reduce statistical errors for the comparison of
the PMF).

Results

A one-letter code will be used for the amino acids as
follows: R ) Arg+, K ) Lys+, H ) His+, D ) Asp-, and S
) Ser. Figure 1A shows the PMF,VM(r), for the DR dimer at
different salt concentrations (indicated by the index M;V0(r)
corresponds to pure water); adding salt stabilizes the intermo-
lecular interaction in this case. The inset in Figure 1A shows
VM(r) at r ) rcm, rts, and rss, corresponding to the contact,
transition state (desolvation barrier), and solvent-separated
proton-acceptor distances, respectively. At the contact mini-
mum, the dimer stabilizes by∼1 kcal/mol at 1 M and by∼2
kcal/mol at 2 M. PMF plots for the SR dimer are presented in
Figure 2A, showing the opposite effect of salt, i.e., neutralizing
the acceptor molecule destabilizes the interactions; e.g., at 2 M
an increase of∼1 kcal/mol is observed at the contact distance.
Adding salt also strengthens the interactions of DS and SS

Figure 1. (A) Potentials of mean force (VM, in kcal/mol) for the Asp--
Arg+ dimer as a function of the intermolecular (PA) proton-acceptor,
in Å) distance, at different NaCl salt concentrations. Inset: Changes
of the potentials at the contact (cm), transition state (ts), and solvent-
separated (ss) distances as a function of [NaCl]. (B) Changes (∆V2) of
the potentials at 2 M salt concentration with respect to the salt-free
solvent. Arrows (a, b, and c) mark the approximate intermolecular
distances where changes of the PMF occur; these changes coincide
with the development of new solvent density maxima in the space
between the monomers (see text and Figure 6). Inset: Solvent mean
force (Fs,M, in kcal/mol/Å) for pure water and 2 M solution. (C) Bulk
(electrostatics) and nonbulk (solvation-shell) contributions to the PMF
as a function of the intermolecular distance, in pure water and 2 M
salt concentration.
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dimers (cf. Figures 3A and 4A). Figure 5 displays the potentials
VM(rcm) with respect to pure water, at different salt concentra-
tions (i.e.,∆VM(rcm) ) VM(rcm) - V0(rcm)) for the eight dimers
studied here; a summary of the calculated values of∆VM(r) at
rcm, rts, andrss is given in Table 1. Figure 5 shows no obvious
correlation between the strength of the (de)stabilization and the
polar/charged nature of the monomers. Thus, the interactions
between charged species may either stabilize (DR) or destabilize
(DK) with added salt or show little variations as in DH. A
similar lack of correlation is observed for dimers containing
one neutral molecule; SR destabilizes by∼1 kcal/mol, while
SH stabilizes by the same amount at 2 M; adding salt also
stabilizes the SS dimer by more than∼1 kcal/mol at 2 M. These
observations suggest that a critical balance of solvent forces

may be operating on the solutes in the 0-2 M salt concentration
range. It is then of interest to analyze the solvent component,
Fs,M(r), of the intermolecular mean forces (MFs) for the four
representative dimers discussed above as well as their effects
on the potentials. As shown in Figure 5, the larger effects of
salts are observed at higher concentrations (∼1-2 M), so only
the forces and potentials in pure water and in 2 M solution are
discussed.

Figure 1B shows the change of the intermolecular potential
for the DR dimer in 2 M solution with respect to pure water as
a function of the intermolecular distance, i.e.,∆V2(r) ) V2(r)
- V0(r). As the intermolecular distance decreases,∆V2(r) decays
∼0.5 kcal/mol abover ≈ 10 Å (arrow c) and grows again by
the same amount atr ≈ 8 Å (arrow b);∆V2(r) drops sharply
(∼1.5 kcal/mol) in the region 6 Å< r < 8 Å, followed by a
smaller increment of∼0.5 kcal/mol up tor ≈ 4.5 Å (∼rss, arrow
a), where it continues to decrease steadily as the monomers
approach the close-contact distancercm. These up-and-down
changes result in an overall downward slope of∆V2(r), which
yields a total stabilization of∼1.8 kcal/mol with respect to the
salt-free solution (cf. Figure 5). The inset of Figure 1B shows
the mean forces exerted by the solvent in pure water and 2 M
concentration; the forces are positive at all distances, which
means that they tend to separate the monomers at all distances
regardless of the ionic strength. The forces exerted by the solvent
are calculated as in ref 43, i.e.,〈Fs,M(r)〉 ) 〈r ′‚∆F(r)〉r ′/2, where
r ′ is a unit vector along the direction of movement, and∆F(r)
≡ FA(r) - FD(r), whereFi(r) is the average force that the solvent
exerts on the acceptor (i ) A) or donor (i ) D) molecules
evaluated at their centers of mass, for a proton-acceptor (PA)
distancer (Fs,M > 0, repulsive;Fs,M < 0, attractive). Figure 1B
shows that the variations of∆V2(r) with the distance originate
in changes of the relative magnitude of the repulsive forces
exerted by the solvent in specific regions; belowr ≈ rss, Fs,2

remains smaller thanFs,0, leading to the slow decay of∆V2(r)
in that region; a sudden drop ofFs,2 in 6 Å < r < 8 Å causes
the sharp decay of∆V2(r) and accounts for a large part of the
stabilization of the dimer; a damped force is also observed above
r ≈ 10 Å. It is instructive to compare the contributions of bulk

Figure 2. As in Figures 1A and 1B for Ser-Arg+ (see Figure 7).

Figure 3. As in Figures 1A and 1B for Asp--Ser (see Figure 8).

Figure 4. As in Figures 1A and 1B for Ser-Arg+ (see Figure 7).
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solution and solvation shell to the forces and intermolecular
potentials. To this end, the solvent forces (Fs,M) are decomposed
into a bulk (Fb,M) and a solvation-shell (Fss,M) term, i.e.,Fs,M

) Fb,M + Fss,M. To carry out the calculation, a new trajectory
was created out of the original dynamics containing only the
coordinates of the water molecules and ions within 5 Å of any
atom of the solute. The intermolecular PMF was then calculated
from the new trajectory, which gave the solvation-shell contri-
bution (Vss,M) to the total PMF (VM). With the above definition
of solvation shell, the number of water molecules and ions in
the system fluctuated in time, so long-range forces were
calculated exactly. The bulk component to the PMF was then
obtained as the differenceVb,M(r) ) VM(r) - Vss,M(r). Figure
1C showsVb,M(r) andVss,M(r) for pure water and 2 M solution.
The bulk component is mostly electrostatics and decreases with
added salt, as expected. It also shows a quasi-linear behavior
with the distance. By contrast, the solvation-shell component
increases with the addition of salt. Moreover, the presence of
ions in the solvation shell accentuates the changes in the slope
of Vss,M within specific distance intervals:r < 4.5, 4.5< r <
7.5, 7.5< r < 10, andr > 10 Å (changes indicated by arrows).
The figure shows that both bulk electrostatics and solvent-
induced contributions are important in modulating the intermo-
lecular interactions in the 0-2 M concentration range. However,

adding salt amplifies the effects of the solvation shell substan-
tially (see Discussion).

To further analyze the molecular origin of the changes in
∆V2(r), the spatial structure of the salt-free solvent is analyzed.
As the distance between the monomers increases, there is a
restructuring of water around the solutes, whose changes can
be characterized by analyzing the spatial distribution function
(sdf) of the solvent.45 For a given conformation of the solute,
the sdf’s are calculated asg(r ) ) Fw

-1F(r ) ) Fw
-1δN(r )δV-1,

whereF(r ) is the number density of water molecules (water
oxygen) at positionr ; δN(r ) is the average number of water
molecules within an element of volumeδV centered at position
r , given by δN(r ) ) τ-1 ∫N(r ,t) dt, with N(r ,t) ) ∑ δ(r -
r i(t)), where the sum runs over all of the water molecules in
the liquid, andδ(x) is 1 if x ⊂ δV and 0 otherwise;Fw is the
bulk water number density (Fw ) 0.03325 Å-3 ) MwNA; Mw

≈ 55.5 mol/liter is the water molar concentration, andNA is
the Avogadro number); the size of the volume elementδV was
chosen as a compromise between convergence (withinτ) and
error (σ) of g(r ) in bulk (gbulk ) 1), resulting inδV ) (0.65
Å)3 and σ ≈ 0.2. Local maximagm(r ) were calculated
numerically and deemed statistically significant ifgm(r ) > 1.6.
Figure 6 shows the location of the peaks ofg(r ) (red dots) for
the solvent-separated distancer ) rss ≈ 4.5 Å and forr ) 7.5
and 10 Å, i.e., the approximate intermolecular separations where
the changes in the potentials and forces occur (the locations of
arrows a-c in Figures 1B and 1C). The peaks are located at
HB distances,rp, (2.5 Å < rp < 3.5 Å) of each other or from
an acceptor or donor atom of the dimer. A high degree of solvent
structuredness is observed (1.6< gm < 4), which is dictated
mainly by the symmetry of the side chains: the peaks are located
in a tetrahedral-like distribution around each of the oxygen atoms
of D and in the plane of the R side chain. As the monomers
separate from each other (dimer dissociation), new peaks appear
in the intervening space (cf. Figure 6); secondary maxima in
the sdf’s are also observed atrp distances from the first peaks
but not discussed here. The spatial distributions of the peaks
around each solute change little with the intermolecular distance.
They are similar to the distributions around isolated, fully
hydrated solutes, which are recovered at large intermolecular
separation, i.e., beyond the “rupture” point,r ) Rs, where the
interconnection of the peaks breaks down (Rs is different for
each dimer;Rs ≈ 12 Å for DR). These observations and Figure
1B suggest that the changes in∆V2 are related to the changes
in the structure (values and spatial location ofgm(r )) and
possibly dynamics (e.g., mean residence time) of the solvent in
the region between the monomers.

The overall features described above for DR are observed in
all the other dimers. However, quantitative differences are also
evident that are unique to each case. Figures 2B-4B show
∆V2(r) andFs,M(r) for SR, DS, and SS, while Figures 7-9 show
the location of the corresponding sdf peaks (forr < Rs). Close
inspection of these figures shows thatFs,2decreases with respect
to Fs,0 in the regionrcm < r < rss in all cases; this behavior is
also observed in DK (see below), DH, SK, and SH (not
discussed here). Note, however, that the destabilization of the
SR dimer at 2 M with respect to pure water (see∆V2(r) in Figure
2B) results mainly from changes in the relative magnitude and
direction of the solvent forces atr > rss. Note that the solvent
force abover ≈ 7.5 Å is mostly repulsive in 2 M solution but
attractive in pure water, which accounts for large part (∼1 kcal/
mol) of the total destabilization of the dimer (∼1.2 kcal/mol).
The sharp changes in∆V2 observed in the DR dimer are less
pronounced in this case, although still appear about the same

Figure 5. Changes (∆VM) of the PMF (in kcal/mol) at the contact
distance (rcm) as a function of [NaCl] (in M) for the eight dimers studied.
The reference is pure water (error bars estimated asσ∆VM(r) ≈ σV0(r)
+ σVM(r)); negative values indicate stabilization of the dimer at the
corresponding value of [NaCl].

21992 J. Phys. Chem. B, Vol. 109, No. 46, 2005 Hassan



distances. For the DS dimer in pure water, the solvent exerts a
repulsive force (Fs,0 > 0) at all distances (inset in Figure 3B);
however, increasing the salt concentration causes the solvent
forces to become attractive (Fs,2 < 0) when new sdf peaks form
(at r ≈ 4.5 andr ≈ 7.5 Å). Only two peaks are observed in the
solvent density around DS (cf. Figure 8); i.e., aboveRs ≈ 8-9
Å the monomers become independently hydrated. Figure 3B
shows that in this case∆V2(r) increases steadily only in the
regionr < rss ≈ 4.5 Å, which is sufficient to account for large
part of the overall stabilization of the dimer. Similar behavior
is observed for SS (cf. Figure 4B), where∆V2(r) undergoes
significant changes (>RT) only at distances shorter thanrss.
However, in this case the tendency to stabilize the dimer begins
at the position of the second peak atr ≈ 7.5 Å rather than at
the first peak atr ≈ 4.5 Å as in DS; however, the appearance
of the first peak produces a significant change in∆V2 of ∼0.8
kcal/mol. As shown in the inset of Figure 4B,Fs,2 is not only
less repulsive thanFs,0 in the regionrcm < r < rss but is also
more attractive forrss < r < 7.5 Å; the changes of the relative
strengths/directions of the forces in both intervals account for
most of the stabilization of the dimer.

The observations above indicate that besides the electrostatic
effects of bulk a subtle balance of forces operate on the solutes,
which originates in the structure of the surrounding solvent (see
Discussion). Further insight on these effects may be gained by
analyzing the DR and DK dimers since the presence of salts
elicits the opposite effects on their PMF (cf. Figure 5). Figure
10 shows∆V2 andFs,M(r) for DK. A comparison with Figure
1B reveals a similar up-and-down modulation of∆V2 as a
function of r. However, the relative magnitudes of the decays

TABLE 1: Effects of NaCl Salt Concentration on the Intermolecular Potentials of Mean Force in Polar/Charged Amino Acid
Dimers at T ) 298 Ka

Arg+ Lys+ His+ Ser [NaCl]

Asp- -0.8(0.6),-0.6(0.6),-0.3(0.6) 0.9(0.6),0.9(0.6),0.4(0.6) -0.5(0.6),-0.3(0.6),-0.5(0.4) -0.7(0.6),-0.5(0.4),-0.3(0.4) 0.1 M
-0.7(0.6),-0.7(0.6),-0.5(0.6) 0.9(0.6),0.8(0.6),0.7(0.6) 0.6(0.6),0.7(0.6),0.6(0.4) -0.7(0.6),-0.7(0.4),-0.5(0.4) 0.5 M
-1.0(0.6),-0.7(0.6),-0.3(0.6) 0.7(0.6),0.7(0.6),0.5(0.6) -0.5(0.6),-0.3(0.6),0.1(0.4) -0.5(0.6),-0.2(0.4),-0.1(0.4) 1.0 M
-1.8(0.6),-1.5(0.6),-1.0(0.6) 1.1(0.6),1.4(0.6),1.1(0.6) -0.2(0.6),0.0(0.6),0.3(0.4) -0.9(0.6),-0.8(0.4),-0.5(0.4) 2.0 M

Ser 0.4(0.4),0.4(0.4),0.2(0.4) 0.2(0.4),0.1(0.4),0.3(0.3) -0.6(0.4),-0.4(0.4),-0.7(0.4) 0.0(0.4),0.2(0.3),0.4(0.3) 0.1 M
0.5(0.4),0.6(0.4),0.5(0.4) -0.2(0.4),-0.4(0.4),-0.2(0.3) -1.0(0.4),-0.6(0.4),-0.8(0.4) -0.7(0.4),-0.6(0.3),-0.2(0.3) 0.5 M
0.4(0.4),0.6(0.4),0.6(0.4) -0.9(0.4),-0.9(0.4),-0.6(0.3) -0.7(0.4),-0.3(0.4),-0.1(0.4) -0.6(0.4),-0.5(0.3),0.1(0.3) 1.0 M
1.2(0.4),1.4(0.4),1.6(0.4) -0.5(0.4),-0.7(0.4),-0.3(0.3) -1.1(0.4),-0.9(0.4),-0.7(0.4) -1.3(0.4),-1.2(0.3),-0.3(0.3) 2.0 M

a PMF differences∆VM(r) ≡ VM(r) - V0(r) at the contact (rcm), transition state (r ts), and solvent-separated (rss) proton-acceptor distancesr;
index 0 and M indicates pure water and solution at M molar NaCl concentration, respectively; values atrcm, r ts, andrss are given in the left, middle,
and right entries (error estimates,σ∆V(r) ≈ σV0(r) + σVM(r), are in parentheses).

Figure 6. Peaks in the spatial distribution functions (sdf’s) of pure
water at three intermolecular distances:r ) rss ) 4.6 Å (upper panel;
arrow a in Figure 1B),r ) 7.5 Å (middle), andr ) 10 Å (lower).
Peaks connecting the side chains functional groups are labeled (m) in
decreasing order ofgm(r ) (see text): upper panel,g1 ) 3.7; middle
panel,g1 ) 3.2, g2 ) 3.0, g3 ) 2.7; lower panel,g1 ) 2.7, g2 ) 1.9,
g3 ) 1.7 (error bars estimated asσ[gm] ≈ 0.2 in all cases). Only heavy
atoms and polar hydrogens are displayed.

Figure 7. As in Figure 6 for Ser-Arg+: upper panel,g1 ) 3.4; middle
panel,g1 ) 3.5, g2 ) 2.8; lower panel,g1 ) 3.0, g2 ) 2.8, g3 ) 1.6.

Figure 8. As in Figure 6 for Asp--Ser: upper panel,g1 ) 3.8; lower,
g1 ) 3.0, g2 ) 2.4.
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and growths in each interval result in an overall upward slope
of ∆V2, leading to∼1 kcal/mol destabilization, in contrast to
DR. The magnitude ofFs,M is larger in DK than in DR, although
the solvent tends to dissociate the dimers in both cases (Fs,M >
0 ∀ r). A comparison of the sdf between the two dimers reveals
that the solvent is less structured in DK (not shown) than in
DR and the solvent structure breaks down atRs ≈ 8-9 Å. In
fact, R elicits the highest degree of structural order regardless
of the interacting partner. The changes of∆V2(r) observed in
4.5 Å < r < 7.5 Å for DK (Figure 10) are analogous to the
changes observed in DR within the same region (Figure 1B).
However, the relative magnitude of the decays and growths
within this interval are quantitatively different. This difference
leads to a∼1 kcal/mol stabilization of DR with respect to pure
water, while slightly destabilizing DK (note that similar behavior
is observed in Figure 3B for the DS dimer). Because of the
remarkable contrast in the PMFs of these two dimers, it is
instructive to analyze the restructuring of the spatial distribution
of ions and water as they dissociate. A calculation of the sdf
for Cl- and Na+ is then carried out; the calculations were
performed as described above withFion ) 0.0012 Å-3 at 2 M
concentration. The analysis here is qualitative and carried out
only for r ) 7.5 Å, sufficient to illustrate the possible
microscopic origin of the competing effects in these systems
(see Discussion). Figure 11 shows the sdf of the ions around
the dimers;g(r ) above an arbitrary cutoff is shown, which is
the same for both ions for the sake of comparison. Ions in the
hydration shells disrupt the structure of water and rearrange
around the solutesas determined mainly by the topology of the

side chains. Thus, the chloride ions tend to distribute in the
plane of arginine, whereas sodium ions tend to distribute around
the oxygen atoms of the aspartate side chain; this distribution
is similar to the distribution of water. The spatial distribution
around the DR dimer (upper panel of Figure 11) suggests that
ions entering the hydration shells may tend to position in pairs
between the two monomers. The distance between the centers
of the two local sdf lobes (labeled 1 and 2 in the upper panel)
is ∼3 Å; the distance between the center of lobe 1 and the closer
hydrogen in R is∼2.3 Å, and between lobe 2 and the closer
oxygen in D is∼2.2 Å. This arrangement possibly contributes
to ion-pair-mediated DR interactions and explains the sensible
decrease of the repulsive solvent force (Fs,2) and the local
stabilization of this dimer (cf. Figure 1). By contrast, no such
ion-pair density profile appears between the DK dimer (lower
panel) that may explain a similar stabilization. The closest
distance between the center of lobe 1 and a hydrogen of K is
∼4.5 Å, while the distance between the centers of lobe 1 and
2 is ∼2.4 Å, shorter than in DR. This suggests that K fails to
recruit nearby Cl- ions to the same extent that R does in the
presence of D. As a consequence, D ends up bringing toward
itself the ion pairs that enter its hydration shell. Therefore, no
ion-pair-mediated interactions occur in DK, and the solvent force
Fs.2 remains almost unchanged with respect toFs,0 (cf. Figure
10). As a consequence, the stabilization provided by this
interaction in ther∼6-8 Å range in DR is not observed in DK,
presumably by a compensation of water-solute and ion-solute
forces. To quantify these forces and their competing effects, a
systematic study of the different solvent contributions is needed
(see Discussion).

Conclusions and Discussion

The effects of salts on the intermolecular potentials between
polar/charged amino acid side chains have been studied
quantitatively through systematic MD simulations. The strength
of the interactions was shown to either increase or decrease with
the addition of salt up to 2 M concentration. No obvious
correlation was observed between the polar/charged nature of
the interacting monomers and the extent of (de)stabilization of
the dimers. The results show that a critical balance of solvent

Figure 9. As in Figure 6 for Ser-Ser: upper panel,g1 ) 3.8; lower
panel,g1 ) 3.6, g2 ) 2.7.

Figure 10. As in Figure 1B for Asp--Lys+.

Figure 11. Spatial distribution functions (sdf’s) of ions (red, Cl-; blue,
Na+) around Asp--Arg+ (upper panel) and Asp--Lys+ (lower panel)
at an intermolecular separationr ) 7 Å (see Figures 1B and 10).
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forces operates on the solutes in the concentration range studied.
The ions appear to affect the mean forces exerted on the solutes
at specific intermolecular separations. The changes observed
in the solvent forces occur when regions of high solvent density
develop between the solutes as they dissociate. The solvent
forces, Fs,M, shown in the insets of Figures 1B-4B can be
partitioned into two terms: a bulk electrostatic contribution,
Fb,M, and a nonbulk (solvation-shell) contribution,Fss,M. Figure
1C shows that both components contribute significantly to the
intermolecular potential, both in pure water and in solution.
However, the relative magnitudes of the bulk and nonbulk
contributions shift within the 0-2 M concentration range (at
least in the DR dimer); while in pure water bulk electrostatics
are more important than solvent-induced effects, the trend
reverses at 2 M concentration. The bulk forces can be further
partitioned into contributions from the ions,Fb,i,M, and from
water,Fb,w,M. Similarly, the nonbulk forces can be separated
into contribution from direct ion-solute interactions,Fss,i,M, and
from the hydration water,Fss,w,M. Bulk forces (Fb,M) operate
regardless of the salt concentration and provide for a basal
modulation of the interactions (e.g., the Debye-Hückel theory46

describes this effect in strong electrolytes). However, the results
presented here show that nonbulk contributions are critical to
define the outcome of the stabilization, particularly in the upper
limits of salt concentrations (∼1-2 M). It would be of interest
to study the behavior of each of the above contributions with
the addition of salt. Such analysis would allow identification
and quantitative characterization of the most important forces
underlying molecular association/dissociation of small molecules
in solution. A small ligand on a protein/solvent interface
experiences the same kind of forces (and torques) discussed here;
such interactions control the manner in which the ligand docks
to the protein and determine the strength of the association.
Prediction of ligand-binding modes and calculations of binding
free energy are two basic goals in medicinal chemistry for the
design or improvement of drugs. Insight into the molecular
origins of solvent-induced interactions and their modulations
by salts would have an obvious impact in the reliability of such
calculations and predictions.

Finally, the prospect of describing the complex nonbulk
effects of salts, i.e., quantifyingFss,w,M and Fss,i,M, through a
simplified picture that may only require knowledge of the
location of sdf peaks (of water and ions) around the solutes
may have other practical implications. Biological systems vary
greatly in size and involve processes that may span several
orders of magnitude. Realistic simulations of these systems using
an atomistic description of all their constituents (solutes, salts,
cosolvents, water, etc.) are computationally expensive. Besides,
convergence and statistical significance of thermodynamic
quantities extracted from such simulations may also require long
simulations (possibly unrelated to the underlying biological
process, e.g., calculation of binding free energy or prediction
of ligand-binding modes). Replacing the atomistic description
of part of the system by a continuum47-49 would allow expansion
of the scope of applicability of computer simulations to
biological and chemical systems. Describing solvent-induced
forces through a simple model that only accounts for the
structure (and possibly dynamics) of water and ions in high-
density regions around the solutes (e.g., using integral equation-
based formalisms50-53) may help to incorporate into such
continuum formulation an important component of the physics
of the system that is required for meaningful calculations.
Corrections for these effects in continuum approximations have
largely been ignored (see discussion in refs 47 and 48), and

efforts have been directed mainly to describing bulk electrostatic
effects. A description of nonbulk effects is ultimately needed
for incrementally improving the quality of continuum ap-
proximations.
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