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#### Abstract

A systematic study of the potentials of mean force (PMF) of hydrogen-bonded amino acid side chains in water is reported. Hydrogen-bonding (HB) partners are classified according to the hybridization state of their donor and acceptor atoms, as well as the net charge of the interacting pairs. This classification leads to a total of 42 classes of representative HB interactions. Constrained molecular dynamics simulations are carried out to calculate the intermolecular mean force (MF) of the solute molecules in an explicit solvent composed of nonpolarizable TIP3P water. Long-range forces are calculated using particle mesh Ewald (PME) summation in a cubic lattice with periodic boundary conditions. The intermolecular PMF are obtained by integrating the MF along a specified reaction path. MF autocorrelation functions and correlation times are calculated for each HB class. Statistical errors in the MF and PMF are estimated and reported. The results are compared with those reported in the literature for simpler systems in the liquid phase. The implications of the results for the description of effective HB interactions in continuum approximations of solvent effects in mesoscopic systems are discussed.


## 1. Introduction

Hydrogen-bonding (HB) interactions in biological molecules such as proteins and nucleic acids are known to be central to their function. ${ }^{1,2}$ Structural stabilization, dynamics, and thermodynamics of macromolecules are regulated by HB interactions. These may be intra- or intermolecular and may be formed with the surrounding solvent. In water-accessible regions of proteins, the effective strengths of intramolecular HB are modulated by the surrounding polar/polarizable medium that controls electrostatic effects, and by explicit competition with the solvent molecules for available HB. Besides the energetics, the electron density around the donor and acceptor groups also determines a preferable directionality of the interactions. ${ }^{3-5}$ Estimation of the strength and geometry of HB is a difficult task even for small molecular species in the gas phase. ${ }^{5}$ The problem is more challenging in solution or in the solid state where the interaction with the surrounding medium modulates the energy and influences the geometry of the H -bonded species, shifting their average values from those in the gas phase. ${ }^{4}$

Potentials of mean force (PMF) between simple chemical species in the liquid phase have been reported on the basis of analytical techniques and computer simulations. ${ }^{6-25}$ These calculations usually involve small systems such as chloride or sodium ion pairs. ${ }^{6-10}$ More recently, calculations of PMF in larger systems such as guanidine, acetate, and lysine ion pairs have begun to emerge. ${ }^{11-13}$ However, a systematic study of all possible HB interactions between amino acid side chains in an aqueous medium has not been reported. This study is necessary, because unlike covalent bonding, the characteristics of HB interactions are nonadditive and nontransferable even in simple systems. ${ }^{2,26-28}$

A number of studies ${ }^{6-25,29}$ have shown that PMF obtained from computer simulations are sensitive to the treatment of long-

[^0]range electrostatics, cutoff schemes, boundary conditions, and the water model used (e.g., polarizable versus nonpolarizable). Earlier studies showed that for a given system, the number, location, and relative energies of the minima in the potential might differ substantially, depending on the boundary conditions and electrostatic cutoff scheme employed. ${ }^{6,8-25,30}$ Even in a simple system composed of two monovalent ions in water at the dilute solution limit, differences in energies have been reported that are in the range of typical HB interactions in proteins. ${ }^{16,21}$ Nonetheless, computer simulations have a unique advantage over analytical methods and experimental techniques in that the microscopic structure of the solvent around the solutes and its dynamic properties can be analyzed. For example, shorttime solvent dynamics, spatial reconfiguration, orientational distribution, cooperative effects, dielectric properties, and intrasolute forces induced by the solvent can be studied in detail.

The extensive calculations performed in this paper quantify the strength of HB in proteins at the theoretical level provided by a molecular mechanics (MM) approximation. HB interactions in an aqueous medium are studied using constrained molecular dynamics simulations in an explicit solvent composed of nonpolarizable TIP3P water molecules. ${ }^{31}$ Periodic boundary conditions ${ }^{32,33}$ (PBC) and particle mesh Ewald (PME) summation ${ }^{34-38}$ are used to calculate the mean force (MF) and the potential of mean force (PMF) between all the representative HB pairs.

The systematic calculations reported herein aim to accomplish the following: (i) quantify the strength of the interactions in solution to obtain information on the position and energy of minima and transition states; (ii) understand the structural and dynamical properties of the solvent around the solute and the origin of the intersolute forces induced by the solvent (cooperativity). Objective i is addressed in this paper, and objective ii will be reported elsewhere. These calculations also provide a quantitative basis for the development of continuum models for solvent effects in mesoscopic systems. In particular, quantifying

## TABLE 1: Side-Chain Donor and Acceptor Group

 Classification Based on Chemical Atom Type, Ionization State, and Hybridization|  | Acceptor Group |
| :---: | :---: |
| O sp ${ }^{2}$ | Asn, ${ }^{a}$ Gln |
|  | Asp ${ }^{-}$, Glu ${ }^{-}$ |
| O sp ${ }^{3}$ | Tyr ${ }^{\text {b }}$ |
| $\mathrm{N} \mathrm{sp}^{2}$ | Ser, Thr |
|  | His |
| S sp ${ }^{3}$ | Cys, Met |
|  | Donor Group |
| $\mathrm{O} \mathrm{sp}^{2}$ | Tyr |
| O sp ${ }^{3}$ | Ser, Thr |
| $\mathrm{Nsp}{ }^{2}$ | His, Arg, ${ }^{c}$ Trp |
|  | His ${ }^{+}$ |
|  | Asn, Gln |
| $\mathrm{N} \mathrm{sp}{ }^{3}$ | $\mathbf{A r g}^{+d}$ |
|  | Lys ${ }^{+}$ |

${ }^{a}$ Representative member of each group is shown in bold. ${ }^{b}$ Due to
the double-bond character of the CO bond of the hydroxyl group. ${ }^{c}$ Neutral NH group. ${ }^{d}$ Charged $\mathrm{NH}_{2}{ }^{+}$group.
the energetics of HB interactions in amino acids is a necessary step toward the development of a continuum approximation in proteins and peptides. ${ }^{39-42}$

This paper is organized as follows: Section 2 describes the system studied and outlines the computational details; in Section 3, the results are reported and discussed, MF and PMF are calculated, and their standard deviation and statistical error estimates reported; whenever possible, comparison with previous results is provided; in Section 4, a summary is presented, and the implications of these calculations for the development of continuum approximations in macromolecules are briefly discussed.

## 2. Potentials of Mean Force Calculations

Hydrogen bonding (HB) interactions between side chains of the 20 naturally occurring amino acids may be classified according to hybridization states, the chemical nature of the donor and acceptor atoms, and the charge of the interacting groups. ${ }^{3,40}$ This classification is shown in Table 1, where the representative member of each group is identified in bold. ${ }^{40}$ Interactions involving backbone -CO and -NH groups, classified as $\mathrm{O} \mathrm{sp}^{2}$ and $\mathrm{N} \mathrm{sp}{ }^{2}$, respectively, are not studied here. ${ }^{40}$ Only the protonated forms of arginine and lysine and the unprotonated form of aspartate are studied. Both protonated and neutral forms of histidine are considered. This classification yields 6 acceptor and 7 donor groups, resulting in a total of 42 types of HB interactions.

The PMF, $W(\Omega)$, can be defined as the free energy of the system as a function of a selected subset, $\Omega$, of the configuration space, $\Gamma \supset \Omega$. The function $W(\Omega)$ can be calculated from the definition ${ }^{43}$

$$
\begin{equation*}
W(\Omega)=-k T \ln \rho(\Omega)+a \tag{1}
\end{equation*}
$$

where $\rho(\Omega)$ is the conditional probability distribution defined on $\Omega$; $a$ is a constant. In practice, the numerical calculation of the PMF requires one to evaluate $\rho(\Omega)$ using molecular dynamics or Monte Carlo techniques. However, the inefficient sampling of high-energy regions of the $\Omega$-space using either method can compromise the quality of the results. To improve the sampling and accuracy of the calculations, umbrella sampling ${ }^{44-47}$ was introduced in which an external potential $U(\Omega)$ is added to the Hamiltonian that facilitates the sampling of inaccessible regions of $\Omega$.. Although the potential $U(\Omega)$ is not part of the original Hamiltonian, $H(\Omega)$, of the system, the
correct PMF can be obtained using the relation ${ }^{48} W(\Omega)=-k T$ $\ln \rho_{\mathrm{u}}(\Omega)-k T U(\Omega)+k T \ln \langle k T U(\Omega)\rangle_{\mathrm{u}}$, where the index u indicates that the corresponding quantity is calculated with the biased potential (i.e., with a Hamiltonian, $H_{\mathrm{u}}(\Omega)=H(\Omega)+$ $U(\Omega)$ ). Once the PMF is known, the MF can be calculated from $\mathbf{F}=-\nabla W$.

An alternative way to calculate $W(\Omega)$ is from the definition of potential as the work required to create the system in a configuration $\Omega \subset \Gamma$, from an initial configuration $\Omega_{0}$, where the reference of energy, $W\left(\Omega_{0}\right)$, is defined. For the case of two solutes with fixed internal degrees of freedom (rigid bodies) that are brought together preserving their relative spatial orientation, $W(\Omega)$ is given by

$$
\begin{equation*}
W(\Omega)=W\left(\Omega_{0}\right)-\int_{\tau} \mathbf{F}(\mathbf{r}) \cdot \mathrm{d} \mathbf{r} \tag{2}
\end{equation*}
$$

where $\Omega_{0}$ and $\Omega$ are the initial and final configurations, $\tau$ defines the trajectory or reaction path characterized by a vector $\mathbf{r}$ within the volume of the solvent, $\mathrm{d} \mathbf{r}$ is the differential displacement along $\tau$, and $\mathbf{F}$ is the mean force acting on the solute at each point $\mathbf{r}$ along the reaction path. In practice, to determine $W(\Omega)$ using eq 2 , it is necessary to calculate the mean force at each value of $\mathbf{r}$ and subsequently carry out the integration along $\tau$. The mean force is defined by $\mathbf{F}(\mathbf{r})=\mathbf{F}_{\mathrm{d}}(\mathbf{r})+\left\langle\mathbf{F}_{\mathrm{s}}(\mathbf{r})\right\rangle$, where $\mathbf{F}_{\mathrm{d}}$ is the direct force between the two solute molecules and $\left\langle\mathbf{F}_{\mathrm{s}}\right\rangle$ is the average force exerted by the solvent. The solvent-induced force $\left\langle\mathbf{F}_{\mathrm{s}}\right\rangle$ may be nearly as large in magnitude but opposite in sign from the direct component $\mathbf{F}_{\mathrm{d}}$. Because of this nearcancellation and sensitivity, physically meaningful results for the sum can only be obtained with high-quality simulations.
Both definitions of $W(\Omega)$ have traditionally been used to calculate PMF in simple systems. ${ }^{7-13,49-51}$ In certain cases, eq 1 may be more practical given the availability of standard techniques to recover $W(\Omega)$ from the biased sampling. ${ }^{52}$ Equation 2, however, is more useful when the trajectories generated in the simulations are used not only for calculating $W(\Omega)$ but also to quantify other system properties as well, such as the dynamics of the solvent or its microscopic structure around specific solute configurations. This definition may also be useful in practice for the optimization of HB interactions in continuum models where control of the relative orientation of the interacting pair is required in the parametrization procedure. ${ }^{39,40}$
In the calculations reported here, the constraints imposed on the solutes apply not only to the intermolecular distance, which is sufficient for isotropic systems, ${ }^{7-9}$ but also to their relative orientation (e.g., see ref 49). In addition, the solute molecules are fixed in space and not allowed to move within the unit cell. Each molecule was built with CHARMM ${ }^{53}$ and independently minimized in a vacuum. From ab initio and experimental studies of small molecules in the gas phase, the geometrical characteristics of HB have been identified. ${ }^{5,26}$ Typically, the shared proton is oriented toward the lone pair orbitals in the acceptor atom, whereas the angle $\mathrm{A} \cdots \mathrm{H}-\mathrm{D}$ at the shared proton is close to $180^{\circ}$ ( $\mathrm{A}=$ proton acceptor; $\mathrm{D}=$ proton donor). These rules also apply in the solid state, although the crystal field produces local perturbations creating a broader distribution of angles and distances than in the gas phase. ${ }^{3,4}$ Quantum mechanical calculations of HB interactions in small organic molecules in an explicit aqueous medium are severely hampered by the computational requirements. ${ }^{54,55}$ By following previous work, ${ }^{40}$ the relative orientations of each pair were determined here by the geometrical rules just described. The amino and carboxy termini of each amino acid were capped with uncharged groups, as reported earlier. ${ }^{40}$ The initial proton-acceptor distance, $r_{\mathrm{H}-\mathrm{A}}$,


Figure 1. Serine (donor) and Tyrosine (acceptor) in their initial relative conformations. The molecules are capped with artificially uncharged $-\mathrm{NH}_{3}$ and $-\mathrm{CO}_{2}$ groups, ${ }^{40}$ this provides for a more realistic representation of the protein environment by excluding solvent without introducing additional charges.
(hereafter denoted by $r$ ) was set to $r=1.0 \AA$. The donor molecule was then rigidly rotated about the axis determined by the line $\mathrm{A} \cdots \mathrm{H}-\mathrm{D}$ to find the relative conformation of minimum energy. This protocol was used earlier ${ }^{40}$ and defines a recipe for reproducing the simulation setup. Figure 1 shows the pair Tyr-Ser in its initial conformation. The distance $r$ was then progressively increased in steps of $\Delta r=0.2 \AA$, up to a maximum $r_{\mathrm{m}}$. The value of $r_{\mathrm{m}}$ is defined as the distance where the magnitude of the mean force, $F$, as defined here, remained within the estimated statistical error, $\sigma_{F}$, in the interval ( $r_{\mathrm{m}}-$ $s)<r<r_{\mathrm{m}}$; with $s=1 \AA$, it was found that $10<r_{\mathrm{m}}<14 \AA$, depending on the interacting pairs. At $r=r_{\mathrm{m}}$, the intermolecular energy $W\left(\Omega_{0}\right)$ in eq 2 was set to the value of the interaction energy, $W\left(r_{\mathrm{m}}\right)$, in a homogeneous dielectric medium with $\epsilon=$ 78.4 (i.e., the measured static dielectric permittivity of bulk water at the simulation temperature, $T=298 \mathrm{~K}$ ). The intermolecular PMF were calculated using MD simulations of the solvent only, at a fixed solute conformation. Thus, for each value $r$, the constraints were applied to the internal geometry of the molecules and to their relative angular orientations. The force due to the solvent was calculated as $\left\langle\mathbf{F}_{\mathrm{s}}(\mathbf{r})\right\rangle=\left\langle\mathbf{r}^{\prime} \cdot \Delta \mathbf{F}(\mathbf{r})\right\rangle \mathbf{r}^{\prime} / 2$, where $\mathbf{r}^{\prime}$ is a unit vector along the direction of movement, and $\Delta F(\mathbf{r})=\mathbf{F}_{\mathrm{A}}(\mathbf{r})-\mathbf{F}_{\mathrm{D}}(\mathbf{r})$, where $\mathrm{F}_{i}$ is the average force that the solute exerts on the proton acceptor $(i=\mathrm{A})$ or donor $(i=\mathrm{D})$ molecules evaluated at their centers of mass. ${ }^{7-9}$

Each pair was immersed in a cubic box containing preequilibrated TIP3P ${ }^{31}$ water at $T=298 \mathrm{~K}$. The all-atom (PAR22) representation ${ }^{56}$ of the $C H A R M M^{53}$ force field (version c30) was used. A relatively large solvent box of volume $(46 \AA)^{3}$ was used for the unit cell containing $\sim 3500$ water molecules with a density close to $1 \mathrm{~g} / \mathrm{cm}^{3}$. This cell size ensures that the minimum-distance image criterion is satisfied for all values of $r$. In the initial configuration, all water molecules within a distance of $1.4 \AA$ from any atoms of the solute were removed. During the simulations, the molecules were moved away from each other along one of the main diagonals of the box and along the line $\mathrm{A} \cdots \mathrm{H}-\mathrm{D}$. Because of the noticeable dependence of the results upon the treatment of long-range electrostatics, PME summation ${ }^{34-38,57}$ was used. Theoretical studies have reported on the effects of the Ewald parameters on the calculations of forces. ${ }^{58}$ An appropriate choice of parameters is essential for reliable results. The parameters used in this work are suggested as appropriate within the PME implementation in CHARMM for the system setup used here, ${ }^{58}$ and were specified as follows: width of Gaussian function for summation on reciprocal space, $\kappa=0.34$; number of grid points for fast Fourier transform of the charge mesh, FFT $=48$ in each direction; complimentary error functions calculated with B-spline interpolation of fifth degree (order six); number of unit-cell images added in each direction, $k=5$. To keep the system electrically neutral, a $\mathrm{Cl}^{-}$or $\mathrm{Na}^{+}$ion was introduced when necessary by
replacing an arbitrary water molecule located far from the solute. The ions were fixed in space throughout the simulations to prevent them from perturbing the solvent molecules that surround the solutes. A shift function was used to shut off the nonbonded interactions at $12 \AA$; a 14-A cutoff was used for the nonbonded list update. Water $\mathrm{O}-\mathrm{H}$ bond lengths were kept fixed using the SHAKE facility in CHARMM, and a 2-fs time step was used for the calculations of forces with a Verlet integration algorithm. The whole system (i.e., the solute plus the preequilibrated water) was initially equilibrated for 500 ps . Each time the intermolecular distance $r$ was updated, an equilibration of 40 ps followed to relax local perturbations of the solvent environment. When the system reached a new equilibrium, a $60-\mathrm{ps}$ MD simulation was generated, and data collected every 0.1 ps for analysis. Each simulation comprised an average of 5 ns and took about $1.2 \times 10^{3} \mathrm{CPU}$-hours in a single processor of a Beowulf cluster. The duration of the production phase was chosen as a compromise between CPU time and the statistical error, $\sigma_{F}$, in the MF, which determines the uncertainty of the potential (cf. Section 3). Because of the relative complexity of the solute molecules, an estimation of statistical errors is reported. No attempt was made to evaluate errors from other sources (e.g. systematic errors due to the approximation

$$
W\left(r_{m}\right) \approx-\int_{\infty}^{m} F(r) \mathrm{d} r
$$

or hysteresis effects). The error of $F(r)$ is calculated as $\sigma_{F}=$ $s_{F} / N_{\mathrm{u}}{ }^{1 / 2}$, where $s_{F}$ is the standard deviation of $F(r)$ obtained from the fluctuating force $F(r, t) ; N_{\mathrm{u}}$ is the number of uncorrelated steps, given by $N_{\mathrm{u}}=\tau / t_{\mathrm{c}}$, where $\tau$ is the total time of the simulation for each $r ; t_{\mathrm{c}}$ is the autocorrelation time of $F(r)$ (cf. Section 3). The normalized MF autocorrelation function $C_{F}$ is defined by $C_{F}(r, t)=\tau^{-1} S_{F}{ }^{-2} \int\left[F\left(r, t^{\prime}\right) F\left(r, t+t^{\prime}\right)-\langle F(r)\rangle^{2}\right]$ $\mathrm{d} t^{\prime}$, and its discretized version is used in the actual calculations. The statistical error $\sigma_{W}$ in the potential was estimated numerically from $\sigma^{2} w(r)=\sum\left[\sigma_{F}(r) \Delta r\right]^{2}$.

## 3. Results

Figure 2 shows the intermolecular PMF for all of the acceptor-donor pairs obtained from the classification given in Table 1. The reaction coordinate $r$ is defined along the straight line that connects the three atoms $\mathrm{A} \cdots \mathrm{H}-\mathrm{D}$. The potentials show, nearly in all cases, a well-defined contact minimum $W(r)$ $=W_{\mathrm{c}}$ at $r=r_{\mathrm{c}}$, and a more shallow solvent-separated minimum $W(r)=W_{\mathrm{ss}}$ at $r=r_{\mathrm{ss}}$. In general, $W_{\mathrm{c}}$ is lower than $W_{\mathrm{ss}}$, with $W_{\mathrm{ss}}-W_{\mathrm{c}}>k T$, except for three cases involving Cys as the acceptor group and a charged group as the donor: $W_{\mathrm{c}}-W_{\mathrm{ss}} \approx$ $0.2 \mathrm{kcal} / \mathrm{mol}\left(\mathrm{Arg}^{+}\right), W_{\mathrm{c}}-W_{\mathrm{ss}} \approx 0.9 \mathrm{kcal} / \mathrm{mol}\left(\mathrm{His}^{+}\right), W_{\mathrm{c}}-$ $W_{\mathrm{ss}} \approx 1.6 \mathrm{kcal} / \mathrm{mol}\left(\mathrm{Lys}^{+}\right)$; for the pair Asn-Lys ${ }^{+}$, both minima are equally stable within the statistical uncertainty. The contact minima are, in general, global minima of the potential except for the three cases involving Cys mentioned already and for the pair $\mathrm{His}^{0}$-Asn. Note, however, that $W_{\mathrm{ss}}$ for Cys interacting with $\mathrm{His}^{+}$, and possibly with $\mathrm{Arg}^{+}$, becomes the global minimum of $W(r)$. The PMF show that Cys-Lys ${ }^{+}$and $\mathrm{His}^{0}-$ Asn are actually unstable species in the solvent, with two metastable states at the contact and solvent-separated minima. An energy barrier $W(r)=W_{\mathrm{t}}$ at a distance $r=r_{\mathrm{t}}$ separating both local minima is present in all cases. Activation energies, $\Delta W=W_{\mathrm{t}}-W_{\mathrm{c}}$, range from $1.5 \mathrm{kcal} / \mathrm{mol}$ for Cys-Lys ${ }^{+}$to 6.2 $\mathrm{kcal} / \mathrm{mol}$ for Ser-His ${ }^{+}$. As a rule, Ser acting as an acceptor shows the largest values of $\Delta W$ regardless of its donor partner, whereas Cys shows the lowest $\Delta W$. A summary of the positions and energies of the transition states and the two local minima are


Figure 2. Potentials of mean force, $W(r)$, for all the HB classes obtained from Table 1. Label $X$ denotes one of the acceptor molecules shown in the inset of panel $\mathrm{X}-\mathrm{Lys}^{+}$(upper-left). Positions and energies of the minima and transition states are summarized in Table 2. Approximating B-spline curves were used to smooth the potentials for visualization purpose.

TABLE 2: Position ${ }^{a}$ and Energy ${ }^{b}$ Values of the Minima and Transition States of the Potentials of Mean Force W(r)'s Shown in Figures 2

|  | DONOR GROUPS |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lys ${ }^{+}$ | His ${ }^{+}$ | Ser | Tyr | $\mathrm{Arg}^{+}$ | Asn | His ${ }^{0}$ |  |
|  |  | $\begin{gathered} \stackrel{I}{\mathrm{H}_{2} \mathrm{C}} \\ \oplus \\ \mathrm{NH}_{3} \end{gathered}$ |  | $-{ }_{-\mathrm{C}_{\mathrm{OH}}}^{\mathrm{H}_{\mathrm{oH}}}$ |  | $-\underset{\mathrm{NH}_{3}}{\mathrm{H}-\mathrm{CH}^{-\mathrm{NH}_{2}}}$ | $\stackrel{\mathrm{C}_{2}-\mathrm{C}_{-}^{\prime \prime}}{\mathrm{NH}_{2}}$ |  |  |
|  | Asn | -0.2 (0.3) | -2.7 (0.3) | -2.1 (0.3) | -0.8 (0.3) | -5.0 (0.3) | -3.3 (0.3) | -1.7 (0.3) | $W_{c}\left(\Delta W_{c}\right)$ |
|  |  | 3.2 (0.3) | 1.8 (0.3) | 2.7 (0.3) | 1.8 (0.3) | -1.1 (0.3) | 0.1 (0.2) | 1.5 (0.3) | $W_{t}\left(\Delta W_{t}\right)$ |
|  | $\mathrm{H}_{2} \mathrm{O}$ | -0.2 (0.3) | -0.5 (0.3) | -0.1 (0.2) | -0.2 (0.3) | -2.9 (0.3) | -0.8(0.2) | -0.3 (0.3) | $W_{s s}\left(\Delta W_{s s}\right)$ |
|  | $-\mathrm{C}^{-} \mathrm{C}^{\prime \prime} \mathrm{NH}_{2}$ | 1.8; 3.0; 4.6 | 1.8; 3.0; 4.6 | $1.8 ; 3.4 ; 4.6$ | 2.0; 3.4; 4.6 | 1.8; 3.2; 4.6 | 2.0; 3.6; 4.6 | 2.0; 3.4; 4.8 | $r_{c} ; r_{t} ; r_{s s}$ |
|  | $\mathrm{Asp}^{-}$ | -0.3(0.4) | -3.9 (0.4) | -3.2 (0.4) | -3.0 (0.3) | -5.9 (0.4) | -1.1 (0.4) | $-1.8(0.4)$ |  |
|  |  | $3.3 \text { (0.4) }$ | $0.9 \text { (0.4) }$ | $1.4 \text { (0.3) }$ | $1.3 \text { (0.3) }$ | $-1.4(0.4)$ | $2.2(0.3)$ | $1.7(0.3)$ | $W_{t}\left(\Delta W_{t}\right)$ |
|  |  | $0.6 \text { (0.4) }$ | $-0.9(0.3)$ | $-0.8(0.3)$ | $-1.0(0.3)$ | -2.9 (0.4) | $0.3(0.3)$ | $-0.3(0.3)$ | $W_{s s}\left(\Delta W_{s s}\right)$ |
|  | $-\mathrm{C}^{-2} \mathrm{C}_{\mathrm{o}}^{\prime \prime}{ }^{\prime \prime}$ | $2.0 ; 3.0 ; 4.4$ | $1.8 ; 2.8 ; 4.2$ | $1.8 ; 3.2 ; 4.6$ | $1.8 ; 3.2 ; 4.6$ | $1.8 ; 3.2 ; 4.6$ | $2.0 ; 3.4 ; 4.8$ | $1.8 ; 3.6 ; 4.8$ | $r_{c} ; r_{r} ; r_{s s}$ |
|  | Cys | 1.9 (0.3) | 0.1 (0.3) | -2.3(0.2) | -2.8(0.3) | -2.6 (0.3) | -1.0 (0.2) | -1.1 (0.3) | $W_{c}\left(\Delta W_{c}\right)$ |
|  |  | 3.4 (0.3) | 2.0 (0.3) | 0.4 (0.2) | 0.2 (0.2) | -1.0 (0.3) | 1.1 (0.2) | 1.2 (0.2) | $W_{t}\left(\Delta W_{t}\right)$ |
|  | $\xrightarrow[-]{-\mathrm{H}_{2}} \mathrm{SH}$ | $0.3(0.2)$ | $-0.8(0.3)$ | $-1.4(0.2)$ | $-2.1(0.2)$ | $-2.8(0.3)$ | $-0.3(0.2)$ | $-0.5(0.2)$ | $W_{s s}\left(\Delta W_{s s}\right)$ |
|  |  | $2.4 ; 3.4 ; 5.2$ | $2.4 ; 3.4 ; 5.2$ | $2.4 ; 4.0 ; 5.4$ | $2.4 ; 4.0 ; 5.2$ | $2.4 ; 3.8 ; 5.2$ | $2.4 ; 3.8 ; 5.6$ | $2.4 ; 4.2 ; 5.4$ | $r_{c} ; r_{t} ; r_{s s}$ |
|  | His ${ }^{0}$ | -2.7(0.2) | -3.1 (0.3) | -2.6 (0.3) | -1.6 (0.3) | -4.8 (0.3) | 0.6 (0.3) | -1.2 (0.3) | $W_{c}\left(\Delta W_{c}\right)$ |
|  |  | 2.2 (0.2) | 1.4 (0.2) | 2.0 (0.3) | 1.7 (0.3) | -1.1 (0.3) | 3.5 (0.3) | 1.9 (0.3) | $W_{t}\left(\Delta W_{t}\right)$ |
|  |  | $-1.1(0.2)$ | $-0.8(0.2)$ | $-0.4(0.2)$ | $-0.8(0.2)$ | $-2.3(0.3)$ | $1.7(0.2)$ | -0.4 (0.3) | $W_{s s}\left(\Delta W_{s s}\right)$ |
|  |  | $2.0 ; 3.2 ; 4.6$ | $2.0 ; 3.2 ; 4.6$ | $2.0 ; 3.4 ; 4.8$ | $2.0 ; 3.4 ; 4.8$ | 2.0; 3.2; 4.6 | 2.2; 3.6; 5.0 | $2.0 ; 3.4 ; 4.8$ | $r_{c} ; r_{r} ; r_{s s}$ |
|  | Ser | -1.9 (0.3) | -3.1 (0.3) | -4.6 (0.3) | -4.2 (0.3) | -6.2 (0.3) | -3.0 (0.3) | -3.9 (0.3) | $W_{c}\left(\Delta W_{c}\right)$ |
|  |  | $3.6(0.3)$ | 3.1 (0.3) | 1.4 (0.2) | 1.5 (0.3) | $-0.9(0.3)$ | $1.3(0.2)$ | $1.4(0.3)$ | $W_{t}\left(\Delta W_{t}\right)$ |
|  | $-{ }_{-}^{\mathrm{H}_{2}}$ | $-0.8(0.2)$ | $-1.0(0.3)$ | $-1.5(0.2)$ | -2.7(0.2) | -3.9(0.3) | -0.5(0.2) | -0.4(0.3) | $W_{s s}\left(\Delta W_{s s}\right)$ |
|  |  | $1.8 ; 3.2 ; 4.6$ | 2.0; 3.4; 4.8 | 2.0; 3.8; 4.8 | 2.0; 3.8; 4.8 | 2.0; 3.2; 4.6 | 2.2; 3.8; 5.0 | 2.0; 3.8; 4.8 | $r_{c} ; r_{t} ; r_{s s}$ |
|  | Tyr | -1.9 (0.2) | -1.4 (0.3) | -1.8(0.3) | -3.1 (0.3) | -5.9 (0.3) | -3.2 (0.2) | -2.6 (0.3) | $W_{c}\left(\Delta W_{c}\right)$ |
|  |  | 2.2 (0.2) | 2.8 (0.3) | 2.7 (0.3) | 1.1 (0.3) | -1.3 (0.3) | 0.1 (0.2) | 0.9 (0.2) | $W_{t}\left(\Delta W_{t}\right)$ |
|  |  | -1.1 (0.2) | $-0.2(0.3)$ | $0.1(0.3)$ | -0.9 (0.3) | $-3.0(0.3)$ | -0.9 (0.2) | $-1.1(0.2)$ | $W_{s s}\left(\Delta W_{s s}\right)$ |
|  | - ${ }_{\text {Cr }}$ | 1.8; 3.2; 4.6 | 2.0; 3.2; 4.8 | $2.0 ; 3.6 ; 4.6$ | 2.0; 3.6; 4.8 | 2.0; 3.4; 4.6 | 2.0; 3.8; 4.8 | 2.0; 3.6; 4.8 | $r_{c} ; r_{l} ; r_{s s}$ |


#### Abstract

${ }^{a}$ In angstroms; errors $\Delta r \approx 0.1 \AA$ for all distances reported. ${ }^{b}$ In $\mathrm{kcal} / \mathrm{mol}$; errors in parentheses $\left(\Delta W \equiv \sigma_{W}\right) . W_{\mathrm{c}}$, $W_{\text {ss }}$, and $W_{\mathrm{t}}$ denote the energies at the contact minimum, at the solvent-separated minimum, and at the transition state, respectively; $r_{\mathrm{c}}, r_{\mathrm{ss}}$, and $r_{\mathrm{t}}$ are the corresponding positions of the minima and transition states measured as a function of the proton-acceptor distance $r$. Only functional groups of the interacting molecules are shown.


shown in Table 2, along with their statistical error estimates. The potentials of some of the pairs show additional barriers and local minima at positions $r>r_{\mathrm{ss}}$, that are not shown in Table 2 and will not be discussed here. Some of these barriers are relatively high, as in the cases of Ser-Lys ${ }^{+}$or $\mathrm{His}^{0}-\mathrm{His}^{0}$ pairs, with activation energies of $\sim 1.7$ and $\sim 1.0 \mathrm{kcal} / \mathrm{mol}$, respectively. These oscillations in $W(r)$ seem to originate in a further structural rearrangement of water molecules around the solutes. A detailed study of the structural and dynamical properties of the solvent that determine the shape of $W(r)$ will be reported elsewhere. Table 2 shows that the stronger interactions usually involve $\mathrm{Arg}^{+}$as the acceptor group; on the other hand, Lys ${ }^{+}$displays relatively weak interactions with its acceptor partners, despite its ionic character. In particular, the pair $\mathrm{Lys}^{+}{ }^{+}$ Asp ${ }^{-}$ranks among the least stable species, being about $2.5 \mathrm{kcal} /$ mol less stable than $\mathrm{Lys}^{+}-\mathrm{His}^{0}$, for example, presumably because of the favorable solvation of the molecules.

A direct comparison with previously reported PMF of similar systems is not straightforward because of the noticeable sensitivity of the results to the different simulation protocols, the treatment of the long-range interactions, the size of the solute, and the water model used. The PMF are also sensitive to the initial relative orientation of the interacting pairs. In a recent study, ${ }^{12}$ PMF of small side-chain analogues were reported. One of the initial orientations of the pair $\mathrm{Lys}^{+}-\mathrm{Glu}^{-}$is
comparable to the orientation of the $\mathrm{Lys}^{+}-\mathrm{Asp}^{-}$system studied here. In that study, the contact minimum was found to be a global minimum of the PMF with energy $W_{\mathrm{c}} \approx-1 \mathrm{kcal} / \mathrm{mol}$. Although error bars were not reported, this bound state seems to be $\sim 0.7 \mathrm{kcal} / \mathrm{mol}$ more stable than that obtained here, $W_{\mathrm{c}}=$ $-0.3 \pm 0.4 \mathrm{kcal} / \mathrm{mol}$ (cf. Table 2). A larger discrepancy is found at the solvent-separated minimum, $W_{\mathrm{ss}} \approx-0.5 \mathrm{kcal} / \mathrm{mol}$ in ref 12 versus $W_{\text {ss }}=+0.6 \pm 0.4 \mathrm{kcal} / \mathrm{mol}$ in this study. Also of interest is the comparison of the PMF between the pair Asp ${ }^{-}$$\mathrm{His}^{+}$obtained here and the analogue of the pair $\mathrm{His}^{+}-\mathrm{Glu}^{-}$in ref 12. Both studies agree on the energies of the transition and the solvent-separated states: $W_{\mathrm{t}}=+0.9 \pm 0.4$ and $W_{\text {ss }}=-0.9$ $\pm 0.3 \mathrm{kcal} / \mathrm{mol}$ (cf. Table 2 ) versus $W_{\mathrm{t}} \approx+1$ and $W_{\mathrm{ss}} \approx-1$ $\mathrm{kcal} / \mathrm{mol}$, respectively. However, the energy at the contact minimum was found in ref 12 to be $\sim 3 \mathrm{kcal} / \mathrm{mol}$ less stable than the value reported in Table 2. For the case of $\mathrm{Asp}^{-}-\mathrm{His}^{0}$, the comparison shows that the energies of both minima are reasonably similar in both studies, although slightly more stable in this study: $W_{\mathrm{c}}=-1.8 \pm 0.4$ and $W_{\mathrm{ss}}=-0.3 \pm 0.3 \mathrm{kcal} /$ mol (cf. Table 2 ) versus $W_{\mathrm{c}} \approx-2.5$ and $W_{\mathrm{ss}} \approx-1 \mathrm{kcal} / \mathrm{mol}$. However, the transition state was found to be $\sim 1.5 \mathrm{kcal} / \mathrm{mol}$ more stable in ref 12 than reported in Table 2. Therefore, the contact minimum in the PMF obtained here for $\mathrm{Asp}^{-}-\mathrm{His}^{0}$ is $\sim 2 \mathrm{kcal} / \mathrm{mol}$ less stable than that for the $\mathrm{Asp}^{-}-\mathrm{His}^{+}$pair, in contrast to the findings in ref 12 . No attempt was made here to


Figure 3. Mean force, $F(r)$, of four representative H-bonded pairs displaying different combinations of charge.


Figure 4. Decomposition of the potential of mean force, $W(r)$, in the direct, $V_{d}(r)$, and solvent-induced, $V_{s}(r)$, components, for the Asparagine (acceptor) and Arginine (donor) pair.
identify the origin of these differences, although the treatment of long-range forces may play a role. ${ }^{13}$

Figure 3 shows typical mean-force plots obtained from the simulations, involving different combinations of charge. Figure 4 show the decomposition of the PMF, $W(r)=V_{\mathrm{d}}(r)+V_{\mathrm{s}}(r)$, in the direct, $V_{\mathrm{d}}(r)$, and the solvent-induced, $V_{\mathrm{s}}(r)$, components, for the pair Asn- $\mathrm{Arg}^{+}$. The solvent exerts mainly a repulsive force between the molecules at short distances, although oscillations can be observed at distances larger than $r_{\text {ss }}$ (cf. Figure 2). The magnitude of the fluctuations of the mean force varies with the interparticle distance $r$. For all of the pairs, the standard deviations, $s_{F}$ 's, of $F(r)$ become smaller as $r$ decreases, and remain relatively stable for $r>r_{\mathrm{ss}}$. Figure 5 shows $s_{F}$ as a function of $r$ for the pairs Asp ${ }^{-}-\mathrm{Arg}^{+}$and Tyr-Asn. At short distances $\left(r<r_{\mathrm{ss}}\right.$ ), $s_{F}$ drops by $\sim 1-2 k T / \AA$ when compared to its values at longer distances $\left(r>r_{\mathrm{ss}}\right)$. The largest fluctuations are observed for the ionic pair $\mathrm{Asp}^{-}-\mathrm{Arg}^{+}$for $r>r_{\mathrm{ss}}\left(s_{F} \approx\right.$ $10 k T / \AA$ ); the smallest fluctuations are observed in Asn- $\mathrm{Arg}^{+}$ for $r<r_{\mathrm{ss}}\left(s_{F} \approx 4 k T / \AA\right)$. Similar values of mean-force fluctuations were observed in simpler systems, such as in the $\mathrm{Na}^{+}-$ $\mathrm{Cl}^{-}$pair, with standard deviations in the range $4-10 k T / \AA \AA^{7,8}$ Figure 6 shows the MF autocorrelation functions $C_{F}(t)$ along with the estimated correlation times $t_{\mathrm{c}}$ for three systems at three representative distances: $r_{\mathrm{t}}<r<r_{\mathrm{ss}}$ (Cys-Asn), $r \approx r_{\mathrm{ss}}$ (Tyr-


Figure 5. Standard deviations, $s_{F}(r)$, of the fluctuating intermolecular force, $F(r, t)$, as a function of the proton-acceptor distance $r$. These plots represent two extreme cases of large and small force fluctuations observed in the simulations.

Tyr), and $r>r_{\text {sS }}\left(\mathrm{Asp}^{-}-\mathrm{His}^{0}\right)$. As a general rule, the solvent dynamics display a high degree of randomness at all distances, with correlation times in the sub-picosecond range, as shown in panel $a$ of Figure 6 for $r=6 \AA$. For $r>r_{\mathrm{ss}}$, correlation times are smaller than 0.1 ps (i.e., complete randomization occurs within 50 integration steps of the simulation for all pairs). Therefore, statistical errors in the range $\sigma_{F} \approx 0.2-0.4 k T / \AA$ are obtained, depending on the magnitude of the fluctuations. Some exceptions occur, however, where a relatively high degree of force autocorrelation is observed at shorter distances, usually in the range $r_{\mathrm{c}}<r<r_{\mathrm{ss}}$, where the solvent is more structured around the solute (unpublished results). In these cases, correlation times may reach the picosecond range. Panel b of Figure 6 displays $C_{F}(t)$ for two systems that show the highest mean force autocorrelation at short distances, with $t_{\mathrm{c}} \approx 1-2 \mathrm{ps}$ (the correlation time drops sharply to $\sim 0.1 \mathrm{ps}$ for $r>r_{\mathrm{ss}}$ ). In these cases, statistical error estimates are in the range $\sigma_{F} \approx 0.6-$ $1.4 k T / \AA$. Note also that similar error bars $\left(\sigma_{F} \approx 0.5-0.8 k T / \AA\right)$ were obtained in a simpler system composed of two interacting ions. ${ }^{7,8}$ The values obtained here are an acceptable compromise between computing time and accuracy. Propagation to the PMF yields error estimates that are a fraction of $k T$ (cf. Table 2), allowing statistically meaningful conclusions to be drawn. These


Figure 6. Typical plots of the mean force autocorrelation functions, $C_{F}(t)$, obtained in the simulations: (a) fast decay observed at distances $r>r_{s s}$; the mean force rapidly randomizes in the subpicosecond time-scale (correlation times $t_{c} \approx 0.1-0.2 \mathrm{ps}$ ); ( $b$ ) slower decays corresponding to more correlated dynamics, typically observed at distances $r_{c}<r<r_{s s}$; in these cases $t_{c}$ is in the range $1-2$ ps, although smaller values are observed. B-spline smoothing was used for visualization purpose.
errors are usually in the range $\sigma_{W} \approx 0.2-0.4 \mathrm{kcal} / \mathrm{mol}$, measured at the contact and solvent-separated minima and at the transition states. The largest errors are observed for the interactions between charged species (i.e., Asp ${ }^{-}$with $\mathrm{Lys}^{+}, \mathrm{Arg}^{+}$and $\mathrm{His}^{+}$) and the largest values are obtained at shorter distances, as expected. In all but two cases, the error bars allow an unambiguous determination of the relative energy of the minima. The exceptions are Asn-Lys ${ }^{+}$and Cys- $\mathrm{Arg}^{+}$, where the global minimum could not be identified.

## 4. Summary and Discussion

A systematic study of the intermolecular PMF of representative HB interactions in proteins has been reported. The shortterm goals of these calculations are twofold: (i) to quantify the strength of the interactions in solution and determine the positions and energies at the minima and transition states and (ii) to gain insight into the microscopic structure and dynamics of water molecules around specific solute conformations. Objective i was reported in this paper; objective ii will be reported elsewhere. The long-term goal is to quantify the energetics of HB interactions and the nature of the solventinduced intersolute forces, as a step toward the development of a realistic continuum model of solvent effects in mesoscopic system such as biomolecules.

In the study reported here, HB partners were classified according to the net charge of the interacting molecules and the hybridization state of the donor and acceptor atoms. The calculations were carried out in an explicit solvent using the TIP3P nonpolarizable water model. Holonomically constrained molecular dynamics simulations were used to estimate the PMF in all cases. The intermolecular MFs between the two solutes were first calculated and the potential obtained by integrating the work along a predefined reaction path. A large body of theoretical work has been reported on the sensitivity of PMF to the treatment of long-range forces, cutoff schemes, and boundary conditions employed ${ }^{6-25,29,34-38,57,58}$. To build on these earlier studies, an effort was made here to optimize the computational setup within the scope of the available resources. MF autocorrelation functions and correlation times were calculated and reported. In most cases, the dynamics rapidly randomizes the fluctuating force within 0.1 ps . However, correlation times of up to 2.0 ps were found in some cases.

This higher correlation was generally observed between the contact and solvent-separated minima. In this interval, the solvent appears relatively more structured around the solute than it is in bulk (unpublished results). Statistical errors in the MF and PMF were estimated and found acceptable to provide meaningful data and allow unambiguous comparison of relative energies.

The results reported here are relevant in continuum approximations of solvent effects in peptides and proteins. Despite the enthalpic cost required to remove a polar group from a polar solvent, many polar side chains and peptide groups are buried in the interior of proteins. ${ }^{59,60}$ Almost invariably, these groups form internal HB with other buried groups, providing a favorable stabilization that partially compensates the unfavorable desolvation enthalpy. ${ }^{60,61}$ The extent of the net stabilization provided by these interactions has been controversial. Theoretical estimates have been inconclusive ${ }^{60,62,63}$, whereas experiments seem to suggest that burying a polar group may actually contribute more to protein stabilization than burying a nonpolar group. ${ }^{60,64}$ Quantifying these effects is important from a theoretical perspective: A deficient description of the delicate balance between the unfavorable desolvation and favorable stabilization due to the formation of HB may lead to an incorrect estimation of many biophysical properties such as protein-protein and protein-ligand interactions, protein folding/unfolding, and structure prediction. Dynamical properties can also be adversely affected, leading to inaccurate estimations of important thermodynamic quantities such as transition rates and binding free energies.

Continuum approximations involve the removal of all or some of the solvent molecules and the retention of their effects on the remaining part of the system, usually the solute of interest ${ }^{39,41-43,65-69}$. Removing the solvent, however, eliminates a number of effects that must be properly described for physically realistic results. ${ }^{41,42}$ Among these effects are bulk electrostatics, hydrophobicity, solvent-induced intrasolute interactions (cooperative effects), HB competition with water molecules, density fluctuations, electrostriction, pressure, and viscosity. An explicit representation of the solvent automatically accounts for these effects. On the other hand, a continuum representation requires each of these effects to be properly described, either by a theoretical model or computational
algorithm (e.g., Langevin dynamics ${ }^{89}$ ). Depending on the system of interest and the properties to be studied, one or more of these effects may be dominant. In biologically active macromolecules, solvent effects seem to be dominated mainly by electrostatics, ${ }^{68-70}$ hydrophobicity, ${ }^{71,72}$ and hydrogen-bonding ${ }^{2,3,73}$ interactions, all of which have been intensively studied in various contexts. Still, practical and conceptual difficulties remain in quantifying these effects. ${ }^{49,60,61,74-82}$ To address some of these problems, a continuum approximation based on the theory of polar liquids ${ }^{83-88}$ has been proposed to describe electrostatic effects in proteins. ${ }^{39-42}$ The solvent molecules are described by dipoles that reorient and further polarize due to the field created by the solute, and are subjected to thermal fluctuations. The approach makes the transition from a microscopic to a mesoscopic description by taking statistical averages of the microscopic field in the solvent. As discussed previously, a continuum approximation derived from bulk properties requires a close inspection of the resulting strength of HB interactions. ${ }^{40,89}$ This is so, because both the formulation and parametrization of the model invoke neither explicit intrasolute HB interactions nor modulation due to explicit HB competition with the solvent. Therefore, the strength of the interactions that results from such formulations should be carefully reevaluated. ${ }^{40}$ The PMF results reported in this paper can be used to guide this quantitative optimization; ${ }^{40}$ preliminary studies based on this calibration will be reported elsewhere. ${ }^{89}$ It is finally noted that a realistic continuum formulation should also describe transition states energies in the PMF. These energy barriers are important in kinetic processes, and the results reported here may be relevant for this task. ${ }^{90}$
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