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Abstract

CartaBlanca is a flexible software environment for prototyping physical models and simula-

tion of a wide range of physical systems. It employs modern discretization schemes and solu-

tion methods for nonlinear physics problems on unstructured grids. CartaBlanca adopts an

object-oriented, component-like design using the Java programming language. CartaBlanca

is implemented with the finite-volume method and material point method (MPM). For the

finite-volume method, the Arbitrary Lagrangian-Eulerian (ALE) method is used to provide

flexibility with regard to physical models. Optionally, MPM can be used to effectively trace

large deformation of materials while avoiding mesh tangling issues in Lagrangian methods and

numerical diffusion issues in Eulerian methods. The Jacobian-Free Newton Krylov (JFNK)

method is used for the solution of the nonlinear algebraic systems arising from the discretiza-

tion of the governing partial differential equations. CartaBlanca has been used to simulate

multiphase flows, fluid-structure interactions, heat transfer and solidification, and free surface

flows.

The basic equations solved in CartaBlanca are based on multiphase flow theory. Single

phase flow is treated as a special case of multiphase flow. Considerable work has been devoted

to the study of disperse and continuous multiphase flows. In disperse multiphase flows, there

is only one continuous phase and all other phases are in the form of particles, droplets or

bubbles with sizes small compared to the macroscopic length scale of the flow. A continuous

multiphase flow, in contrast, contains more than one continuous phase occupying regions or

forming interconnected networks with length scales comparable to the macroscopic length
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scale of the flow. Models are better developed for disperse multiphase flows. There are

relatively few studies conducted of continuous multiphase flows as compared to the number of

studies of disperse multiphase flows. For generality, the equations solved in CartaBlanca are

based on equations obtained from an ensemble averaging technique (Zhang et al. 2006). All

the phases are allowed to have their own stress (or pressure) fields evolving according to their

constitutive relations (or equations of state). The microscopic density of a phase is calculated

according to an evolution equation for the microscopic density, with closure terms subject to

a continuity constraint. The traditionally used single pressure, or equilibrium pressure model

is also available and is treated as a special case of the multipressure model. In the case that all

the phases are incompressible, the multipressure model reduces to the traditional equilibrium

pressure model.
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Chapter 1

Introduction

CartaBlanca is an object-oriented component-based simulation and prototyping software

package that enables both analysts and code developers to solve a wide range of nonlinear

hydrodynamics and fluid-structure interaction problems on unstructured grids and graphs.

CartaBlanca is written entirely in Java; therefore it provides scientists and engineers with

developer-friendly, modular software to use in producing large-scale computational models,

and the code was designed to be readily extendible to new physical models. CartaBlanca

allows users to solve a wide variety of nonlinear physics problems, including multiphase flows,

interfacial flows, free surface flows, heat transfer, solidifying flows, and complex material re-

sponses involving fluid-structure interactions and solid-solid interactions. CartaBlanca makes

use of the powerful, state-of-the-art Jacobian-Free Newton-Krylov (JFNK) method to solve

nonlinear equations in a flexible unstructured grid finite-volume scheme. CartaBlanca couples

the material point method (MPM), a latest development of the Particle-in-Cell (PIC) method,

that can be used to model discrete objects, with its multiphase flow treatment to model fluid

interaction with solid materials that can undergo deformation, damage, and failure. MPM

method can also be used to model solid-solid interactions.

Calculations can be run in 1D, 2D, or 3D on a wide variety of unstructured grids with tri-

angular, quadrilateral, tetrahedral, and hexahedral elements. This design allows CartaBlanca

to handle complex geometrical shapes and mathematical domains. Cartesian, cylindrical, or
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2 CHAPTER 1. INTRODUCTION

spherical coordinates can be used.

This document gives a detailed description of the codes physics and numerical basis, in-

cluding the governing conservation equations, their closure models and discretization, available

constitutive models, and the numerical solution methods.

This manual is one of three documents that comprise the main CartaBlanca documentation

set. The other two are the CartaBlanca User’s Manual and the CartaBlanca Programmers

Manual. The User’s Manual provides a comprehensive guide to the use of CartaBlanca to

obtain results for the broad range of problem domains in hydrodynamics and fluid-structure

interaction for which the code is applicable. The Programmers Manual describes the codes

structure, computational flow, and database; it references relevant sections of the Theory

Manual.

A good introduction to CartaBlancas motivation, design, and capabilities can be found at

the CartaBlanca website:

http://www.lanl.gov/projects/CartaBlanca/

The code employs modern discretization schemes and solution methods for nonlinear

physics problems on unstructured grids. The JFNK is used for the solution of the non-

linear algebraic systems arising from the discretization of the governing partial differential

equations. CartaBlanca is implemented with a combination of a finite-volume method to

calculate multiphase fluid flows and an MPM algorithm that is embedded in the multiphase

flow framework that is used to enable fluid-structure interaction simulations.

For the finite-volume method, an Arbitrary Lagrangian-Eulerian (ALE) method is used to

provide flexibility with regard to physical models. Optionally MPM can be used to effectively

trace large deformations of materials while avoiding mesh tangling issues associated with

Lagrangian methods and numerical diffusion issues in Eulerian methods.

The basic equations solved in CartaBlanca were derived from multiphase flow theory.

Single phase flow is treated as a special case of multiphase flow. Considerable work has been
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devoted to the study of disperse and continuous multiphase flows. In disperse multiphase flows,

there is only one continuous phase; all other phases are in the form of particles, droplets or

bubbles with sizes small compared to the macroscopic length scale of the flow. A continuous

multiphase flow, in contrast, contains more than one continuous phase that occupy regions

or form interconnected networks with length scales comparable to the macroscopic length

scale of the flow. Models are better developed for disperse multiphase flows. There are

relatively few studies conducted of continuous multiphase flows as compared to the number

of studies of disperse multiphase flows. For generality, equations solved in CartaBlanca are

based on the equations obtained from an ensemble averaging technique (Zhang et al. 2006).

All phases are allowed to have their own stress (or pressure) fields evolving according to their

constitutive relations (or equations of state). The microscopic densities of the phases are

calculated according to evolution equations for microscopic density with closure terms subject

to a continuity constraint. A traditionally used single pressure, or equilibrium pressure, model

is also available and is treated as a special case of the multipressure model. In the case that

all phases are incompressible, the multipressure model reduces to the traditional equilibrium

pressure model.

This document is organized in a top-down fashion. First the basic governing partial differ-

ential equations are derived. Then the closure relations and the code’s available constitutive

models are described. Next, the discretization logic used on the governing equations is de-

scribed: first for the finite volume ALE method, then, for MPM. Finally, we discussed the

solution of the resulting nonlinear algebraic systems with the JFNK method.

Chapter 2 derives the basic forms of the multiphase flow equations the code solves, based on

an ensemble phase average method. Derivations are given for an averaged transport equation

for a generic quantity, and equations for mass and volume transport, momentum transport,

energy transport, and species (components of a given phase) and scalar transport.

Chapter 3 describes the code’s phase interaction models. After derivation of a continuity
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constraint, CartaBlanca’s closure of the velocity gradient tensor is developed. Both an equi-

librium pressure model and a multipressure model are derived. Issues related to the numerical

implementation on Eulerian meshes are then discussed. The next major sections develop the

code’s auxiliary stress and the interfacial force logic, and auxiliary heat flux and interfa-

cial energy flux logic, respectively. Finally, the code’s current treatment of phase change is

described, and the need for further work on phase change modeling is indicated.

Chapter 4 describes the available constitutive models. Currently these comprise models

for materials that are described as Rigid Body, Incompressible, Linear, Noble Abel gas, Mie-

Gruneisen, Maxwell, Kelvin-Voigt, Johnson-Cook, or Tepla (tension plasticity). A CartaBlanca

phase can consist of more than one species, and a constitutive model is chosen for a given

species.

Chapter 5 develops the code’s Arbitrary Lagrangian-Eulerian (ALE) Method that is used

to for fluid flow, which is based on finite-volume methodology.

Chapter 6 describes CartaBlanca’s implementation of MPM, which is the latest develop-

ment of PIC method.

Efficient and accurate solution of the resulting systems of nonlinear equations is done in

CartaBlanca with a JFNK method. Chapter 7 starts with a description of the JFNK method.

The following sections in Chapter 7 give an extensive discussion of the code’s preconditioning

logic.

Appendix A gives a discussion on the relationship between probability theory and the

averaged equations derived in Chapter 2.



Chapter 2

Basic forms of multiphase flow
equations

Averaged equations for multiphase flows can be derived using a number of approaches. The

averaged equations implemented in CartaBlanca are obtained using the ensemble phase aver-

age approach (Zhang et al. 2006).

We consider an ensemble of flows and denote a flow belonging to the ensemble as F . Let

Ci(x, t,F) be the indicator function of phase i, such that Ci(x, t,F) = 1 if the spatial point

x is occupied by phase i in flow F at time t, and Ci(x, t,F) = 0, otherwise. The ensemble

phase average < qi > for a quantity qi pertaining to phase i is defined as

θi(x, t) < qi > (x, t) =

∫
Ci(x, t,F)qi(x, t,F)dP, (2.1)

where the volume fraction θi of phase i at this point at time t is defined by setting qi =<

qi >= 1 in (2.1)

θi(x, t) =

∫
Ci(x, t,F)dP, (2.2)

and integral
∫
(·)dP denotes the average over all possible flows in the ensemble. Further

description of the ensemble average and the associated probability can be found in Appendix

A and in a recent paper (Zhang et al. 2006).

5



6 CHAPTER 2. BASIC FORMS OF MULTIPHASE FLOW EQUATIONS

2.1 Averaged transport equation

For a generic quantity qi pertaining to phase i, the averaged transport equation for its average

< qi > can be written as (Zhang et al. 2006, Zhang and Prosperetti 1994, 1997)

∂

∂t
(θi < qi >) + ∇ · (θi < uiqi >) = θi <

∂qi

∂t
+ ∇ · (uiqi) > +

∫
ĊiqidP, (2.3)

where ui(x, t) is the velocity of phase i and

Ċi =
∂Ci

∂t
+ ui · ∇Ci. (2.4)

The last term in (2.3) represents a source or a sink to quantity qi due to phase change in the

flows in the ensemble.

2.2 Mass and volume transport

The averaged mass conservation equation can be obtained from the averaged transport equa-

tion (2.3) by setting qi = ρ0
i , where ρ0

i is the material density, or the microscopic density, of

phase i. After using the mass conservation equation

∂ρ0
i

∂t
+ ∇ · (uiρ

0
i ) = 0, (2.5)

for the microscopic density ρ0
i , we have

∂

∂t
(θi < ρ0

i >) + ∇ · (θiũi < ρ0
i >) =

∫
ρ0

i ĊidP, (2.6)

where ũi is the Favre averaged velocity defined as ũi < ρ0
i >=< uiρ

0
i >.

By setting qi = 1 in (2.3) one finds the evolution equation for the volume fraction

∂θi

∂t
+ ũi · ∇θi =

∫
ĊidP −

∫
(ui − ũi) · ∇CidP. (2.7)

Multiplying (2.7) by < ρ0
i > and then subtracting the resulting equation from (2.6) we have

the averaged evolution equation for the average of the microscopic density.

θi

[
∂ < ρ0

i >

∂t
+ ∇ · (ũi < ρ0

i >)

]
=

∫
(ρ0

i− < ρ0
i >)ĊidP

+ < ρ0
i >

∫
(ui − ũi) · ∇CidP. (2.8)
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In many cases, for instance with boiling or chemical reactions, models for phase changes are

available for Ċi. Models for the interface integral
∫
(ui− ũi) ·∇CidP need to be specified for a

given physical problem. Constraints for these models are discussed in the following Chapter.

2.3 Momentum transport

The microscopic momentum equation for the material of phase i can be written as

∂

∂t
(ρ0

i ui) + ∇ · (ρ0
i uiui) = ∇ · σi + ρ0

i b, (2.9)

where σi is the stress tensor of the phase i material and b is the body force per unit mass. By

setting qi = ρ0
i ui in the transport equation (2.3) and the using (2.9) one finds the averaged

momentum equation for phase i,

∂

∂t
(θi < ρ0

i > ũi) + ∇ · (θi < ρ0
i > ũiũi)

= θi < ∇ · σi > +∇ · (θiσ
Re
i ) +

∫
Ċiρ

0
i uidP + θi < ρ0

i > b̃, (2.10)

where b̃ =< ρ0
i b > / < ρ0

i > is the Favre averaged body force, and

σRe
i = − < ρ0

i (ui − ũi)(ui − ũi) > (2.11)

is the Reynolds stress resulting from velocity fluctuations. To further study the averaged

momentum equation we introduce an auxiliary macroscopic stress field σAi(x, t) defined for

phase i. In different fields related to multiphase flows the choice of this auxiliary stress is

different as we will discuss later. For any such stress the first term on the right hand side of

(2.10) can be written as

θi < ∇ · σi >= θi∇ · σAi + ∇ · [θi(< σi > −σAi)] + f i, (2.12)

where

f i = −
∫

(σi − σAi) · ∇CidP (2.13)

is the interfacial force.
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Substituting (2.12) into the momentum equation (2.10) one finds

∂

∂t
(θi < ρ0

i > ũi) + ∇ · (θi < ρ0
i > ũiũi) = θi∇ · σAi + ∇ · [θi(< σi > −σAi)]

+ ∇ · (θiσ
Re
i ) +

∫
Ċiρ

0
i uidP + f i + θi < ρ0

i > b̃. (2.14)

The interfacial force f i defined in (2.13) depends on the choice of the macroscopic stress field

σAi. The sum of the interfacial forces is

M∑

i=1

f i = −
∫ M∑

i=1

σi · ∇CidP +
M∑

i=1

σAi · ∇θi, (2.15)

where M is the number of phases in the system. The first term in (2.15) represents the effects

of normal stress jumps, such as the surface tension, and is independent of the choice of the

stress σAi. In the Rayleigh-Taylor mixing problem studied by Glimm et al. (1999), and Saltz

et al. (2000), the stress σAi is simply zero. In studies of two-phase flow in porous media

(Bentsen, 2003), the stress is chosen to be the average stress of the phases, σAi = < σi >.

All such choices are allowed provided that the interfacial forces defined in (2.13) are modeled

accordingly, although some choices may facilitate or complicate closure development for a

given practical problem. For instance, for a particle suspension under gravity, one can choose

σAi to be zero for the particle phase, as long as the model for the interfacial force f i includes

effects of buoyancy.

A typical choice for the stress σAi in disperse multiphase flows is σAi = < σc >, (i =

1, · · · ,M) where < σc > is the average stress for the continuous phase. With this choice,

under the assumption that the particle (or droplet or bubble) size is small compared to the

macroscopic length scale, the averaged momentum equation (2.14) can be written in the form

derived by Zhang and Prosperetti (1994, 1997). Studying one-dimensional Rayleigh-Taylor

mixing, Glimm et al. (1999), and Saltz et al. (2000) introduced a two-pressure model in which

σAi = 0 and the interfacial terms are modeled as proportional to ∇θi. For instance, f i is

modeled as p∗i∇θi, where p∗i is the pressure for phase i averaged on the interface. The gradient

in the volume fraction provides a natural length scale for the interfacial force. Apparently
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these models are specifically devised for Rayleigh-Taylor mixing problems, where the length

scale in the problem is dominated by the length scale represented by the inverse of the volume

fraction gradient, and cannot be extended easily to more general cases since the interfacial

force is not necessarily zero when the gradient of the volume fraction vanishes.

For continuous multiphase flows, the concepts, such as drag and added mass forces, need

to be reconsidered, if they can be meaningfully defined. Their relations to the interfacial force

f i also need to be reexamined. Furthermore, for continuous multiphase flows, one has to

explicitly consider the stress difference or average stresses of the all phases. Models for such

interfacial interactions implemented in CartaBlanca are discussed in the next chapter.

2.4 Energy transport

Similar to the derivation of the momentum equations, to derive the averaged equation for

the internal energy ei, let qi = ei in transport equation (2.3) and then use the microscopic

transport equations for the internal energy,

∂

∂t
(ρ0

i ei) + ∇ · (uiρ
0
i ei) = τ i : ε̇i + ∇ · qi − pi∇ · ui + sei, (2.16)

to find

∂

∂t
(θi < ρ0

i > ẽi) + ∇ · (θiui < ρ0
i > ẽi) + ∇ · (θi < ρ0

i u
′
ie

′
i >)

= θi(< τ i : ε̇i > + < ∇ · qi > − < pi∇ · ui > + < sei >) +

∫
Ċiρ

0
i eidP, (2.17)

where τ i is the deviatoric stress, ε̇i is the strain rate, qi is the heat flux, sei is the heat source

for phase i, ẽi is the Favre averaged internal energy defined by < ρ0
i > ẽi =< ρ0

i ei > for phase

i, and u′
i and e′i are the fluctuation components of the velocity and internal energy defined as

u′
i = ui − ũi and e′i = ei − ẽi. By adding

∫ [∂pi

∂t + ∇ · (uipi)
]
dP to both sides of (2.17) and

using the definition hi = ei + pi/ρ
0
i for enthalpy, we find the averaged enthalpy equation

∂

∂t
(ρih̃i) + ∇ · (uiρih̃i) + ∇ · (θi < u′

iρ
0
i h

′
i >)

= θi(< τ i : ε̇i > + < ∇ · qi > + < ṗi > + < sei >) +

∫
Ċiρ

0
i hidP, (2.18)
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where h̃i is the Favre averaged enthalpy defined by < ρ0
i > h̃i =< ρ0

i hi >, h′
i = hi − h̃i is the

fluctuation component of the enthalpy, and

ṗi =
∂pi

∂t
+ ui · ∇pi (2.19)

is the total derivative of the pressure.

Similar to (2.12), for the heat flux we can also introduce an auxiliary heat flux qiA and

write

θi < ∇ · qi >= θi∇ · qAi + ∇ · [θi(< qi > −qAi)] + Qi, (2.20)

where

Qi = −
∫

(qi − qAi) · ∇CidP. (2.21)

In this way the quantity Qi is related to the heat fluxed across the interface of the phases.

Clearly closures are needed for this term and many other terms in equations (2.17) and (2.18).

Their closures depend on the physical processes to be simulated. Closures implemented in

CartaBlanca will be discussed in Chapter 3.

2.5 Species and scalar transport

There are phases that contain different species. For a physical process in which the dynamics

of the relative motion between species is not important, such as diffusion of the species within

the phase, the species treatments in CartaBlanca can be used. In CartaBlanca, a phase is

allowed to contain several species. Often, in such problems individual species velocity can

be easily related to the phase velocity, by adding a diffusion velocity for instance. For this

reason, species in CartaBlanca do not have individual velocities. Only the velocity of the

phase is calculated.

The volume fraction of species j of phase i is defined similarly to the volume fraction of

the phase in (2.2) as

θij =

∫
CijdP, (2.22)
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where Cij is the indicator function of for species j of phase i. That is Cij(x, t,F) = 1, if

the point x is occupied by species j of phase i at time t for flow F in the ensemble, and

Cij(x, t,F) = 0 otherwise. We note that

Mi∑

j=1

Cij = Ci, (2.23)

where Mi is the number of species contained in phase i. Using this relation we find

θi =
Mi∑

j=1

θij. (2.24)

The average species microscopic density is defined as

< ρ0
ij >=

1

θij

∫
ρ0

ijCijdP. (2.25)

For a phase containing Mi species, the microscopic density of the phase can be calculated as

θi < ρ0
i >=

Mi∑

j=1

∫
ρ0

ijCijdP. (2.26)

The mass fraction βij for species j of phase i is defined as

βij =
θij < ρ0

ij >

θi < ρ0
i >

, (2.27)

Using (2.26) and (2.27) we have
Mi∑

j=1

βij = 1. (2.28)

In CartaBlanca, for species calculations, only species mass fractions are stored; microscopic

density and volume fraction are not stored.

For a scalar φij(x, t,F) pertaining to species j and phase i, its average is defined as

φ̃ij(x, t) =< ρ0
i Cijφij > / < ρ0

i Cij >=< ρ0
i Cijφij > /(βij < ρ0

i >), (2.29)

By setting qi = ρ0
i Cijφij in (2.3), one finds the transport equation

∂

∂t
(θi < ρ0

i Cijφij >) + ∇ · (θi < uiρ
0
i Cijφij >)

= θi <
∂

∂t
(ρ0

i Cijφij) + ∇ · (uiρ
0
i Cijφij) > +

∫
Ċiρ

0
i CijφijdP. (2.30)
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Decomposing ui as ui = ũi + u′
i, and Cijφij = βij φ̃ij + (Cijφij)

′, where < ρ0
i u

′
i >= 0 and

< ρ0
i (Cijφij)

′ >= 0, we can write (2.30) as

∂

∂t
(θi < ρ0

i > βij φ̃ij) + ∇ · (θi < ρ0
i > ũiβij φ̃ij)

= θi < ρ0
i Ċijφij > +θi < ρ0

i > βij
˜̇
φij +

∫
Ċiρ

0
i CijφijdP

− ∇ · (θi < ρ0
i (Cijφij)

′u′
i >), (2.31)

after using the microscopic continuity equation ∂ρ0
i /∂t+∇·(uiρ

0
i ) = 0 for the phase. The first

term in the right hand side is the source term due to species change while the third term is

the source due to the phase change. The second term is the average rate of change of φij, and

the last term represents the correlation between the velocity fluctuations and the fluctuations

of (Cijφij).

Using the mass conservation equation (2.6) we can write (2.31) in the Lagrangian form

θi < ρ0
i >

[
∂

∂t
(βij φ̃ij) + ũi · ∇(βij φ̃ij)

]

= θi < ρ0
i Ċijφij > +θi < ρ0

i > βij
˜̇
φij +

∫
Ċiρ

0
i (Cijφij)

′dP

− ∇ · (θi < ρ0
i (Cijφij)

′u′
i >). (2.32)

By setting φij = φ̃ij = 1, in the case of no phase and species changes, equation (2.32)

becomes

θi < ρ0
i >

(
∂βij

∂t
+ ũi · ∇βij

)
= −∇ · (θi < ρ0

i C
′
iju

′
i >). (2.33)

The last term in (2.33) can be related to the relative motion between the species and the

phase, for instance by diffusion.

The averaged equations derived in this chapter contain integrals on the phase interfaces.

They represent the phase interactions and need to be modeled before the averaged equations

can be solved. In the next chapter we discuss constraints to these models and models that

are currently implemented in CartaBlanca.



Chapter 3

Phase interaction models

As discussed in Chapter 2, averaged transport equations contain integrals involving ∇Ci.

These integrals not only represent phase interaction but also relate the gradient of an averaged

quantity < qi > to the average of the gradient of the quantity as (Zhang et. al, 2006)

θi < ∇qi >= θi∇ < qi > −
∫

(qi− < qi >)∇CidP. (3.1)

In this chapter we discuss models for such phase integrals. We start with the model for the

velocity gradient because the average stress in the momentum equation of a phase is often

directly related to the average deformation gradient or average velocity gradient < ∇ui >

of the material and the average velocity gradient is not a primary variable in the averaged

equation system. Therefore to calculate stresses in multiphase flows, a closure to the interface

integral in the last term of (3.1) needs to be specified for qi = ui. That is, for the velocity,

relation (3.1) becomes

θi < ∇ui >= θi∇ < ui > −
∫

(ui− < ui >)∇CidP. (3.2)

The integral is a tensor. In the following section we focus on the trace of this integral because

it is related to the continuity and mass conservation of the multiphase flows. The continuity

condition provides a constraint to closures of the integral. Closure models for the full tensor

satisfying this continuity constraint are discussed in later sections.

13
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3.1 Continuity constraint

Continuity of multiphase flows requires that the volume fractions of all phases sum to one. In

CartaBlanca as in many computations, the volume fractions are calculated as a ratio between

the macroscopic density, ρi = θi < ρ0
i >, and the average microscopic density < ρ0

i >. The

macroscopic density is calculated using (2.6) with the velocity obtained from the momentum

equations of the system. The average microscopic density, < ρ0
i >, is determined by finding

an average pressure < pi > according to the equation of state for phase i such that

M∑

i=1

ρi

< ρ0
i > (< pi >,< Ti >)

=
M∑

i=1

θi = 1, (3.3)

where < Ti > is the average temperature of the phase and M is the number of phases. Here

we imply an assumption that there are averaged equations of state for all the phases.

Regardless of the numerical method used to solve this equation, any method that provides

a way to determine the volume fraction and the microscopic density is equivalent to making

closure assumptions about the interface integral in the last terms on the right hand sides of

equations (2.7) and (2.8). If phase changes are present, models for the terms related to Ċi

should be provided. Assuming the models related to the phase changes are given, the approach

of determining the pressures and the microscopic densities described above is equivalent to

making a closure assumption for the interface integral
∫
(ui − ũi) · ∇CidP.

From (3.2) we find

∫
(ui − ũi)∇CidP = θi(∇ũi− < ∇ui >) −∇(θi < ρ0′

i u′
i > / < ρ0

i >), (3.4)

after using ũi− < ui >=< ρ0′
i u′′

i > / < ρ0
i >, where u′′

i = ui− < ui > and ρ0′
i = ρ0

i− < ρ0
i >

are the fluctuation components of the velocity and the microscopic material density ρ0
i . In

many multiphase flows, the last term in (3.4) can be neglected. For instance, if the density

fluctuations are caused by pressure fluctuations, then using the equation of state we have

ρ0′
i = p′/c2

i , where ci is the speed of sound for phase i and p′ is the pressure fluctuation. The
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momentum equation for the material can be used to find p′ is of order < ρ0
i >< ui > ·u′′

i , and

the last term in equation (3.4) can be estimated as O(θi < ui > u′′
i · u′′

i /c
2
i ). If the velocity

fluctuation is small compared to the sound speed, which is true for many practical cases of

multiphase flows, the last term of (3.4) can be neglected. There are cases, however, such as

the Rayleigh-Benard convection, in which the correlation between the velocity fluctuation and

the microscopic density fluctuation cannot be neglected. In CartaBlanca we restrict ourselves

to the cases where the correlation < ρ0′
i u′′

i > is negligible. Under this restriction equation

(3.4) implies that a closure for
∫
(ui − ũi)∇CidP provides a relation between the gradient

of the Favre averaged velocity ∇ũi and the average of the velocity gradient < ∇ui > of the

material.

Closures of the interface integral cannot be arbitrary; they are constrained by the following

microscopic continuity condition,
M∑

i=1

∂Ci

∂t
= 0. (3.5)

This is the continuity condition at the interfaces of the phases. Using this condition, we find

the constraint for the closure after differentiating the definition (2.2) with respect to time.

M∑

i=1

∫
(ui − ũi) · ∇CidP =

M∑

i=1

(∫
ĊidP − ũi · ∇θi

)
. (3.6)

This constraint (3.6) to the closure relation is equivalent to the requirement of (3.3) because

by differentiating (3.3) and then using (2.8) we have

∂

∂t

M∑

i=1

ρi

< ρ0
i >

=
M∑

i=1

[∫
ĊidP −

∫
(ui − ũi) · ∇CidP − ũi · ∇θi

]
. (3.7)

If (3.6) is satisfied, we have ∂
∂t

∑M
i=1 θi = 0. If the initial volume fractions of all the phases

sum to one, their sum will be one during the system evolution. Conversely, if (3.3) is satisfied,

the left hand side of (3.7) vanishes and (3.6) is satisfied.

Equation (3.3) or (3.6) provides a constraint to the closures for the interface integral,

∫
(ui − ũi) · ∇CidP, but does not specify a model for the integral for each individual phase.
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For an incompressible phase i, ∇ · ui = 0. Substituting this into (3.4) we find the closure for

the interface integral,
∫

(ui − ũi) · ∇CidP = θi∇ · ũi, (3.8)

if we neglect the effects of density-velocity correlation in the last term of (3.4). Using (3.8)

and (2.8) we find

θi
d < ρ0

i >

dt
= θi

(
∂ < ρ0

i >

∂t
+ ũi · ∇ < ρ0

i >

)
=

∫
(ρ0

i− < ρ0
i >)ĊidP. (3.9)

This equation shows that with the presence of phase change,
d<ρ0

i
>

dt is not necessarily zero

for a microscopically incompressible phase. To understand this we can imagine that the

incompressible phase consists of two species with different densities. If the phase change

happens to one of the species, the average microscopic density of the phase changes.

In the case where all the phases are incompressible, the constraints (3.6) and (3.8) lead to

the familiar continuity condition for the mixture

∇ ·
M∑

i=1

θiũi = 0. (3.10)

It is known that this constraint on the average velocities is equivalent to (3.3) for multiphase

flows where all phases are incompressible.

For compressible phases, the interface integral needs to be modeled. The models for the

integral are not unique. In the following sections we describe the models implemented in

CartaBlanca.

3.2 Velocity gradient models

With the continuity constraint discussed in the previous section, we now develop a closure of

the velocity gradient tensor. We assume it can be written in the following form

< ∇ui >= αi · ∇ũi + Bi, (3.11)
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where αi is a fourth order tensor and Bi is a second order tensor. We show that the tra-

ditional equilibrium pressure model can be viewed as a special case of this form and that a

multipressure model can be developed in this form.

To further simplify the model we assume that αi is isotropic. After the use of the rep-

resentation theorem for isotropic tensors (Gurtin 1981), we find that the fourth order tensor

αi can be represented by two parameters αbi and αdi corresponding to the bulk part and the

deviatoric part of the deformation.

< ∇ui >=
1

3
[αbi(∇ · ũi) + Bi]I + αdi

[
∇ũi −

1

3
(∇ · ũi)I

]
. (3.12)

Under this assumption for the average velocity gradient < ∇ui >, using (3.4), the closure for

the interface integral can be written as

∫
(ui − ũi) · ∇CidP = θi [(1 − αbi)∇ · ũi − Bi] , (3.13)

and the continuity constraint (3.6) is equivalent to

M∑

i=1

θiBi =
M∑

i=1

[
∇ · (θiũi) − αbiθi∇ · ũi −

∫
ĊidP

]
, (3.14)

if the velocity-density correlation in the last term of (3.4) is negligible.

Using (3.13), equation (2.7) can be written as

∂θi

∂t
+ ∇ · (θiũi) = αbiθi∇ · ũi +

∫
ĊidP + θiBi, (3.15)

and (2.8) can be written as

θi
d < ρ0

i >

dt
= −θi < ρ0

i > [αbi∇ · ũi + Bi] +

∫
(ρ0

i− < ρ0
i >)ĊidP. (3.16)

If phase i is incompressible, comparing (3.13) to (3.8) we find αbi = 0 and Bi = 0.

The continuity constraint does not impose restrictions on the parameter αdi. Although it

can be easily changed, in CartaBlanca, currently αdi = 1 is the default choice. This implies

that the deviatoric component of < ∇ui > is assumed to be the same as the deviatoric

component of ∇ < ui >.
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The continuity constraint for the parameters Bi and αbi does not uniquely specify them.

Their specification is related to pressures in the multiphase flow system. Currently two pres-

sure models are implemented in CartaBlanca: an equilibrium pressure model and a multi-

pressure model. These models are described in the following sections. Users should choose

one of them in the input specification according to physics of the problem they are solving.

3.2.1 Equilibrium pressure assumption

Under the equilibrium pressure assumption all phases have the same pressure. This assump-

tion is often generalized such that the time derivatives of the pressures are the same for all

the phases (∂ < pi > /∂t = ∂p/∂t) to accommodate the effect of surface tension.

By differentiating (3.3) and using (2.6) we find

∂p

∂t
=

M∑

i=1

1

< ρ0
i >

[∫
ρ0

i ĊidP −∇ · (θi < ρ0
i > ũi)

]
/

M∑

i=1

θi

c2
i < ρ0

i >
, (3.17)

where

c2
i =

∂ < pi >

∂ < ρ0
i >

. (3.18)

In principle ci defined here is different from the speed of sound of the material. By expanding

the equation of state in the vicinity of the average density and the average temperature, after

averaging, one finds that the averaged equation of state differs from the original equation of

state for the material by quadratic terms in density and temperature fluctuations. If these

fluctuations result from velocity fluctuations, similarly to the analysis following (3.4), using

the momentum and energy equations for the material, one can estimate that these quadratic

terms are negligible for flows with velocity fluctuation of a small Mach number. Under this

assumption, ci as defined in (3.18) can be approximated by the speed of sound of the material.

Using (3.18) we have

∂ < ρ0
i >

∂t
=

1/c2
i∑M

i=1 θi/(c
2
i < ρ0

i >)

M∑

i=1

1

< ρ0
i >

[∫
ρ0

i ĊidP −∇ · (θi < ρ0
i > ũi)

]
. (3.19)
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Substituting (3.19) into (2.8), one finds

∫
(ui − ũi) · ∇CidP

=
θi/(c

2
i < ρ0

i >)
∑M

i=1(θi/c2
i < ρ0

i >)

M∑

i=1

1

< ρ0
i >

[∫
ρ0

i ĊidP −∇ · (θi < ρ0
i > ũi)

]

+
θi∇ · (< ρ0

i > ũi)

< ρ0
i >

− 1

< ρ0
i >

∫
(ρ0

i− < ρ0
i >)ĊidP, (3.20)

or αbi = 0 and

Bi =
1/(c2

i < ρ0
i >)

∑M
i=1(θi/c2

i < ρ0
i >)

M∑

i=1

1

< ρ0
i >

[
∇ · (θi < ρ0

i > ũi) −
∫

ρ0
i ĊidP

]

− ũi · ∇ < ρ0
i >

< ρ0
i >

+
1

θi < ρ0
i >

∫
(ρ0

i− < ρ0
i >)ĊidP, (3.21)

If we further assume that the pressure gradients for all the phases are the same, applying

(3.18) to calculate ∇ < ρ0
i > in ∇ · (θi < ρ0

i > ũi) in the right hand side of (3.17) we can

rewrite (3.17) as

∂p

∂t
+ us · ∇p =

M∑

i=1

[
1

< ρ0
i >

∫
ρ0

i ĊidP −∇ · (θiũi)

]
/

M∑

i=1

θi

c2
i < ρ0

i >
, (3.22)

where us is the sonic average velocity (Kashiwa and Rauenzahn, 1994) defined as

us =

∑M
i=1 θiũi/(c

2
i < ρ0

i >)
∑M

i=1 θi/(c2
i < ρ0

i >)
. (3.23)

This closure for
∫
(ui − ũi) ·∇CidP, or equivalently equation (3.19), implies that the local

microscopic density change is not directly related to the velocity field of the individual phase,

but rather is related to the mixture motion. For a disperse multiphase flow, where the typical

size of the particles (or droplets or bubbles) is small compared to the macroscopic length scale

of the flow, it is true that the microscopic density change of the disperse phase is not directly

related to its velocity field. On the other hand, for the continuous phase one expects a more

direct relation between the microscopic density change and the velocity field of the phase.

Clearly it is advantageous to have a more flexible relation between the microscopic density
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changes and the velocity fields for both the disperse and continuous phases. The multipressure

model described in the next section provides such flexibility.

In the limit of an incompressible phase absent phase change, from this equilibrium pressure

model, we have

Bi = − ũi · ∇ < ρ0
i >

< ρ0
i >

, (3.24)

which leads to

∂ < ρ0
i >

∂t
= 0, (3.25)

instead of

d < ρ0
i >

dt
=

∂ < ρ0
i >

∂t
+ ũi · ∇ < ρ0

i >= 0. (3.26)

Therefore the equilibrium pressure model is not suitable for incompressible phases with a

variable density. This deficiency of the equilibrium pressure model can be overcome by the

multipressure model we now introduce.

3.2.2 Multipressure model

To accommodate a more flexible relation between < ∇·ui > and ∇·ũi for different phases, one

can choose coefficient αbi according to the connectivity or morphology, material properties,

and volume fraction of the phase. This will be an input parameter in CartaBlanca. Currently

it is set to be one. For continuous multiphase flows, satisfactory results can often be found

by simply assuming αbi = θi, or αbi = 1 if the volume fraction is sufficiently large (> 90%) or

the phase is well connected. To determine Bi, we assume the pressure increase ∂pi/∂t caused

by Bi for all the phases is the same. One may consider ∂pi/∂t to be due to the propagation

of fast pressure waves in the system, while the underlying non-equilibrium state would need

a much slower convective time scale to equilibrate. Using this assumption, (3.16) and the

equation of state (3.18) we have

< ρ0
i > c2

i Bi = −∂pc/∂t, (3.27)
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where ∂pc/∂t is the same for all the phases with the subscript denoting the pressure increment

is common for all the phases. Solving equations (3.27) and (3.14) we find

Bi =
1/(< ρ0

i > c2
i )∑N

i=1 θi/(< ρ0
i > c2

i )

M∑

i=1

[
∇ · (θiũi) − αbiθi∇ · ũi −

∫
ĊidP

]
, (3.28)

and

∫
(ui − ũi) · ∇CidP = (1 − αbi)θi∇ · ũi

− θi/(< ρ0
i > c2

i )∑N
i=1 θi/(< ρ0

i > c2
i )

M∑

i=1

[
∇ · (θiũi) − αbiθi∇ · ũi −

∫
ĊidP

]
, (3.29)

after using (3.13).

For an incompressible phase i, in the absence of phase change, the multipressure model

introduced in this subsection leads to the correct evolution equation (3.26), instead of (3.25),

for the microscopic density since αbi = 0 and Bi = 0 in (3.16).

3.3 Numerical implementations on Eulerian meshes

With the closure for < ∇ · ui > chosen according to the equilibrium pressure model or to

the multipressure model described in the last section, in this section we introduce numer-

ical implementations for Eulerian methods. A full description of CartaBlanca’s Arbitrary

Lagrangian-Eulerian (ALE) numerical method is given in Chapter 5. A different implementa-

tion of the pressure models is necessary for material point methods (MPM) and is described

in Chapter 6.

The volume fractions and microscopic densities for all the phases can be calculated from

evolution equations (2.7) and (2.8). Equation (3.3) is redundant because both the equilibrium

pressure closure (3.20) and multipressure closures (3.29) satisfy constraint (3.6), which is

equivalent to (3.3) as proved in Section 3.1 provided that the initial volume fractions sum

to one. In this way one can avoid solving (3.3), which is typically nonlinear and requires an

implicit method. This implementation of the closures can reduce the amount of calculation
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and could be significant in an explicit numerical scheme. However there is a shortcoming

with this implementation and it should be used with care. Since this explicit scheme enforces

∑M
i=1 ∂θi/∂t = 0 at every time step, instead of

∑M
i=1 θi = 1, error accumulation over time

may result with the sum of the volume fractions noticeably deviating from one, especially in

cases with large Courant numbers and a large number of time steps. To avoid this possible

numerical error, we use a method described in Section 4 of Chapter 5.

Finally, we note that for cases, such as slow expansion of uniformly distributed large gas

bubbles in a compressible viscous fluid in a closed container without macroscopic motion

(ũi = 0), an additional model term,

M∑

j=1

θj

τij

(pj − pi)√
< ρ0

i >< ρ0
j >cicj

,

to the trace of (3.12) is needed (with corresponding changes in (3.13) - (3.16) and (3.29)), to

account for the process of pressure equilibration among the phases due to exchange of volume

among them, where τij(= τji) is a time scale for pressure equilibration. In CartaBlanca, we

currently assume that the equilibration time scales are very long compared to the dynam-

ics and this term is therefore neglected. We include it here, however, for possible future

implementation and to show how the multipressure model can include the case of pressure

equilibration.

3.4 The auxiliary stress and interfacial force

Similarly to the velocity gradient discussed in the previous sections, relation (3.1) also applies

to stress and its divergence. However, to accommodate many commonly used models for

multiphase flows the average of the stress gradient is written slightly differently by introducing

the auxiliary stress σA as in (2.12). The interface integral to be modeled is then defined in

(2.13). As mentioned in Chapter 2 models for the interface force depend on the choice of σA.
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In CartaBlanca, our choice for σA is

σA = −pAI + µe[∇um + (∇um)T ], (3.30)

where pA is an auxiliary pressure, µe is the effective viscosity and um is the mixture velocity

defined as um =
∑M

i=1 θiũi. In CartaBlanca the pressure, pA, is the pressure of the system if

the single pressure model is used. When the multipressure model is used, pA is the pressure of

one of the phases specified by the user in the input specification. For disperse multiphase flows,

which contain only one continuous phase, it is suggested that the user choose the pressure

as the pressure of the continuous phase, to be consistent with commonly used interface force

models.

The interfacial force f i on phase i is assumed as additive for all the phases that phase

i interacts with, f i =
∑M

k=1 f ik, where f ik is the force between phases i and k, which is

modeled as a summation of the drag and the added mass force between the phases.

f ik = θiθkKikρ
0
ik(ũk − ũi) + Aikρ

0
ik

(
∂ũk

∂t
+ ũk∇ · ũk − ∂ũi

∂t
− ũi∇ · ũi

)
, (3.31)

where Kik = Kki is the momentum exchange coefficient, Aik = Aki is the added mass coef-

ficient and ρ0
ik is the reference density specified in the user input. Currently the added mass

coefficient Aik is an input parameter and the momentum exchange coefficient is calculated as

Kik =
3

4
Cd

|ũk − ũi|
dik

, (3.32)

Cd = Cd∞ +
24

Reik
+

6

1 +
√

Reik
, Reik =

|ũk − ũi|dik

νik
, (3.33)

where the drag coefficient Cd∞ for infinite Reynolds number, the length scale dik and the

kinematic viscosity νik are input parameters.

Under this phase interaction model, the effect of the phase stress enters the momentum

equations only through the divergence of the stress difference appearing in the second terms

on the right hand sides of (2.12) and (2.14). Models for the phase stress < σi > are discussed

in Chapter 4.
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3.5 The auxiliary heat flux and interfacial energy flux

Similarly to the momentum exchange, the auxiliary heat flux qAi is calculated using the

mixture field information as

qAi = −Ke∇Tm, (3.34)

where Ke is the effective heat conductivity specified in the user input and Tm =
∑M

i=1 θiT̃i is

the mixture temperature.

Similarly to momentum interactions, the interfacial energy flux is modeled as

Qi =
M∑

k=1

Hikθiθk(T̃k − T̃i), (3.35)

with Hik as an input parameter.

In many practical problems, the enthalpy can be related to temperature as

hi = Ci(T̃i − T f
i ) + hf

i , (3.36)

where Ci is the heat capacity, T f
i is the formation temperature and hf

i is the formation

enthalpy.

If the the heat capacity, the formation temperature the formation enthalpy can be treated

as constants, by substituting (3.36) into (2.18) and then using (2.20), (3.34) and (3.35) we

find

∂

∂t
(ρiCiT̃i) + ∇ · (ρiCiT̃iũi) = −θi∇ · (Ke∇Tm) +

M∑

k=1

Hikθiθk(T̃k − T̃i)

+

∫
Ċiρ

0
i hidP + θi < ṗi > +θi(< sei > + < τ i : ε̇i >)

+ ∇ · [θi(< qi > −qAi)] −∇ · (θi < u′
iρ

0
i h

′
i >). (3.37)

Currently, in CartaBlanca, the effect of phase change
∫

Ċiρ
0
i hidP are specified by related

chemical reaction models, the pressure change term is approximated as

< ṗi >≈ ∂ < pi >

∂t
+ ũi · ∇ < pi > . (3.38)
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Unlike momentum interactions where the effect of stress difference is accounted for, the heat

flux difference < qi > −qAi is currently neglected together with heat generation due to

internal friction < τ i : ε̇i > and the fluctuation term < u′
iρ

0
i h

′
i >. Clearly better models are

needed here.

3.6 Phase change

Multiphase flow calculation in CartaBlanca is based on the system of equations for multiphase

flow described above. In this equation system all effects of phase changes are represented by

terms involving Ċi.

Currently in CartaBlanca, for phase change between two phases, we simply assume the

quantities, such as density, velocity and enthalpy for newly generated material are the same

as the corresponding average values of the donor phase. Under this assumption CartaBlanca

has several experimental phase change models implemented for chemical reactions related to

high explosive materials, with the rate of the chemical reaction related to temperature and

concentration of the involved materials. Depending on the physical problems to be calculated,

models for phase change vary greatly. This part of CartaBlanca needs to be further developed.

In the meantime, users are expected to provide their own model terms related to Ċi to consider

phase changes.



Chapter 4

Constitutive models

The constitutive relation for a phase in CartaBlanca is viewed as a composite material com-

prised of species in the phase. The equation of state for a phase is written in the form of

(3.18). The speed of sound for the phase is a function of temperature, densities of the species

in the phase and the composition of the species. Currently the Voigt assumption is used to

find the speed of sound for a phase comprised of more than one species:

c2
i =

1

θi

Mi∑

j=1

θijc
2
ij(< Ti >,< ρ0

ij >), (4.1)

where θij is the volume fraction, cij is the sound speed, and < ρ0
ij > is the microscopic density

of species j, and the sum is over the total number Mi of species contained in phase i. The

species volume fractions satisfy
∑Mi

j=1 θij = θi. For a single species phase or for species with

the same sound speeds, using (2.24) we find the model reduces to the equation of state for

those species.

In CartaBlanca, the species volume fractions and densities are not stored. To calculate

the sound speed for phase i, the density for species j in (4.1) is calculated as

< ρ0
ij >= ρ0

ij(< Ti >, pij), (4.2)

where pij = θijpi/θi is the partial pressure of the species. Since θij is not stored in CartaBlanca,

we approximate θij/θi by the mass fraction βij in the calculation of partial pressure. This

calculated density is used to find the volume fraction θij by using (2.27). This procedure of

26
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calculating volume fraction for the species can be viewed as a first step in an iterative process

to find the species volume fraction θij/θi within the phase. Using (2.27) we have

θij

θi
=

βij < ρ0
i >

θi(< ρ0
ij >0 +

θij

θi
∆pi/c2

ij)
, (4.3)

where < ρ0
ij >0 is the reference density and ∆pi is the difference between the current pressure

pi and the pressure at the reference density. If the derivative of the right hand side of (4.3)

with respect to the unknown θij/θi is less than one the iteration is guaranteed to converge.

By differentiating the right hand side and using (2.27) again we find the derivative to be

−∆pij/(< ρ0
ij > c2

ij), where ∆pij = (θij/θi)∆pi is the difference of the partial pressure. If the

pressure change is less than (< ρ0
ij > c2

ij), the algorithm can be used to calculate the volume

fraction and to approximate the phase wave speed. For more complicated problems, where

the concept of partial pressure does not apply, better models are needed here.

In the following sections we describe the constitutive models currently available for species

in CartaBlanca.

4.1 Rigid body

This is a special constitutive relation; it is used when there is only one species in the phase

and the deformation of the phase is negligible. In this constitutive relation the microscopic

density of the material is a constant and the sound speed is set to zero so that the time step

will not be affected by this phase.

4.2 Incompressible

For an incompressible material the density is set to be a constant specified by user input and

the square of the sound speed is set to machine infinity (1064).
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4.3 Linear

This is a constitutive model for a fluid with the following equation of state:

ρ0 =
A + Bp

1 + C(T − D)
, (4.4)

where A, B, C and D are model parameters specified by user input.

4.4 Noble Abel gas

This is a constitutive model for a fluid with the following equation of state:

ρ0 =
p

Ap + BT
, (4.5)

where A and B are model parameters specified by user input .

4.5 Mie-Gruneisen equation of state

Mie-Gruneisen equations are often used for condensed matter and for materials under shock

and impact. In this equation of state the density, enthalpy and pressure are related as

p =
1

1 + γ

{
ph

[
1 − γ

2

(
ρ0

A
− 1

)]
+ γρ0(h − h0)

}
, (4.6)

where

ph =





K1

(
ρ0

A − 1
)

if ρ0

A < 1

K1

(
ρ0

A − 1
)

+ K2

(
ρ0

A − 1
)2

+ K3

(
ρ0

A − 1
)3

Otherwise.
(4.7)

and γ, A, h0, K1, K2 and K3 are model parameters specified by user input.

4.6 Maxwell model

Viscoelastic materials can be modeled in CartaBlanca with either a Maxwell or Kelvin-Voigt

model. Maxwell materials can be considered as a viscous damper (dashpot) in series with an
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elastic spring. The stress σ in this model is decomposed into pressure and a deviatoric part

s as

σ = −pI + s. (4.8)

The pressure p is calculated as

dp

dt
= − p

τp
+ Btr(ǫ̇) + γs : ǫ̈d, (4.9)

where τp is the relaxation time for pressure, B is the bulk modulus, ǫ̇ is the strain rate, γ is

the Gruneisen coefficient and ǫ̈d is the rate of change of the deviatoric strain rate.

The evolution equation for the deviatoric stress s is

ds

dt
+ s · Ω − Ω · s = − s

τd
+ 2Gǫ̇d, (4.10)

where Ω = 1
2 [∇ũ − (∇ũ)T ] is the spin tensor, τd is the relaxation time for deviatoric stress,

ǫ̇d is the deviatoric strain rate and G is the shear modulus.

4.7 Kelvin-Voigt model

In the Kelvin-Voigt model, the stress is separated into the elastic part σE and the viscous

part σV .

σ = σV + σE (4.11)

The viscous part σV is calculated as

σV = µbtr(ǫ̇)I + 2µǫ̇ (4.12)

where µb is the bulk viscosity, µ is the shear viscosity and ǫ̇ is the strain rate.

The elastic part is calculated by solving the following evolution equation

dσE

dt
+ σE ·Ω − Ω · σE +

1

2
tr(ǫ̇)σE = Btr(ǫ̇)I + 2Gǫ̇, (4.13)

where B is the bulk modulus, G is the shear modulus and ǫ̇ is the strain rate. The last term

on the left hand side is necessary to ensure the energy conservation by accounting for the

effect of volume change in cases of large deformations as we shall show in Section 6.6.
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4.8 Johnson-Cook model

The Johnson-Cook model adds a plasticity model to the Kelvin-Voigt model. Stress calcu-

lation for this constitutive model contains two parts, an elastic part and a plastic flow part.

The elastic stress increases as in the Kelvin-Voigt model. The plastic flow part starts by

calculating the yield stress σeq as

σeq = (Y0 + Bjcǫ
n
p)[1 + C ln(ǫ̇p/ǫ̇0)]

[
1 −

(
T − T0

Tm − T0

)m]
, (4.14)

where C, n, m, Y0 and Bjc are material parameters and ǫ̇0 is the characteristic strain rate,

T is the temperature, Tm is the melting temperature, T0 is the reference temperature and ǫp

and ǫ̇p are the effective plastic strain and the rate of the plastic strain. For many practical

applications with large deformation, in CartaBlanca we approximate the effective plastic strain

by an effective strain ǫe. The rate of the effective strain is calculated as

ǫ̇e =
√

2[(ǫ̇1 − ǫ̇2)2 + (ǫ̇2 − ǫ̇3)2 + (ǫ̇3 − ǫ̇1)2]/9

=
√

2|2[tr(ǫ̇)]2 − 6(ǫ̇xxǫ̇yy + ǫ̇xxǫ̇zz + ǫ̇yy ǫ̇zz − ǫ̇xy ǫ̇xy − ǫ̇xz ǫ̇xz − ǫ̇yz ǫ̇yz)|/9, (4.15)

where ǫ̇1, ǫ̇2 and ǫ̇3 are the three principal rates of strain, and the ǫ̇’s with double subscripts

are the components of the rates of strain under the coordinate system used. The effective

strain is the time integration of this effective strain rate. The effective stress is calculated

similarly as

σe =
√

2[(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2]/9

=
√

2|2[tr(σ)]2 − 6(σxxσyy + σxxσzz + σyyσzz − σxyσxy − σxzσxz − σyzσyz)|/9, (4.16)

where σ1, σ2, and σ3 are the three principal stress rates, and the σ’s with double subscripts

are the components of the stress under the coordinate system used. If the effective stress σe

is greater than the yield stress calculated from (4.14) then each deviatoric component of the

stress is reduced by a factor σeq/σe to make the effective stress equal to the yield stress σeq.

The pressure, or the isotropic component of the stress, is kept unaltered in this step.
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4.9 Tepla - tension plasticity model

4.10 Sesame table



Chapter 5

Arbitrary Lagrangian-Eulerian
method

CartaBlanca is based on the finite volume method for solution of its governing conservation

equations, using the integral formulation of the conservation equations. CartaBlanca takes

advantage of the flexibility of Arbitrary Lagrangian-Eulerian methods (ALE) in implementing

physical models. In an ALE method, physics represented by the terms in the right hand side

of the transport equations described in the previous chapters can be calculated separately

from the convection terms on the left hand side. This facilitates implementation of new

physical models into a numerical code. This advantage is further enhanced in CartaBlanca

by employing object-oriented coding and the use of the Java language. The disadvantage of

the ALE method is the time splitting error introduced by the separation of the calculations

of the right hand side of the equations and the advection terms on the left hand side of an

equation. A numerical scheme with a second order accuracy in time has yet to be developed

for the ALE method.

32
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5.1 Control volume and conservation laws

Let Va(t) be a volume enclosed by a surface Sa(t) moving with an arbitrary velocity ua(x, t),

and q(x, t) be a continuous field quantity. Using the transport theorem (Liu, 2002), we have

d

dt

∫

Va(t)
q(x, t)dV =

∫

Va(t)

∂

∂t
q(x, t)dV +

∫

Sa(t)
qua · ndS, (5.1)

where n is an outward normal vector on the surface Sa(t).

For a quantity q, such as mass density, momentum or energy, satisfying the following

transport equation

∂q

∂t
+ ∇ · (uq) = fq, (5.2)

where fq is the source term for quantity q, equation (5.1) can be written as

d

dt

∫

Va(t)
q(x, t)dV +

∫

Sa(t)
q(u − ua) · ndS =

∫

V (t)
fqdV. (5.3)

To understand the physical meaning of the equations above let q be the density ρ of the

material. Then fq = 0 for cases without a mass source and equation (5.3) becomes

d

dt

∫

Va(t)
ρ(x, t)dV +

∫

Sa(t)
ρ(u− ua) · ndS = 0. (5.4)

For a Lagrangian control volume, ua = u, this equation takes the familiar form

d

dt

∫

Va(t)
ρ(x, t)dV = 0, (5.5)

and for an Eulerian control volume, ua = 0, equation (5.4) becomes

d

dt

∫

Va(t)
ρ(x, t)dV +

∫

Sa(t)
ρu · ndS = 0. (5.6)

The motion of volume Va in equation (5.3) is independent of the motion of the material

inside the volume. One can prescribe any motion to the volume without affecting the physics

we study. We now introduce an arbitrary moving volume that is V (t1) at time t1, such as a

computational cell in a numerical calculation. This volume changes to V (t2) at time t2. We
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suppose the volume moves and deforms with the material inside the volume, but “jumps”

to its final position V (t2) at the end of the time interval. That is, the velocity ua takes the

following form

ua = u + dδ(t − t−2 ), (5.7)

where u is the velocity of the material, t−2 denotes that the δ-function happens right before

the end of the time interval and d is the displacement necessary to jump to a prescribed

position at the end of the time interval. After integrating (5.3) over the time duration, we

have

∫

V (t2)
q(x, t2)dV −

∫

V (t1)
q(x, t1)dV =

∫ t2

t1

(∫

Va(t)
fqdV

)
dt

+

∫ t2

t−
2

∫

Sa(t)
q(x, t)δ(t − t−2 )d · n dSdt. (5.8)

The last term in (5.8) can be evaluated as

∫ t2

t−
2

∫

Sa(t)
q(x, t)δ(t − t−2 )d · n dSdt =

∫

∆V
q(x, t2)dV, (5.9)

where ∆V = V (t2)−V (t−2 ) is the volume swiped through by the surface bounding the volume

during the jump at the end of the time interval. We divide the volume ∆V into inflow volume

Vi and outflow volume Vo relative to the final volume at the end of the jump, and then use

(5.9) to write

∫

V (t2)
q(x, t2)dV −

∫

V (t1)
q(x, t1)dV =

∫ t2

t1

(∫

Va(t)
fqdV

)
dt

+

∫

Vi

q(x, t2)dV −
∫

Vo

q(x, t2)dV. (5.10)

If the volume is fixed during the time interval, the inflow and outflow volumes coincide with

the material volume fluxed in and out of the volume.

Equation (5.10) implies that the total change of a quantity with its density represented by

q inside the volume Va during the time interval can be calculated in two steps, the Lagrangian

step and the remapping step. The Lagrangian step, corresponding to the first term on the
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right hand side of (5.10), can be performed by following the motion of the material without

regard to the the motion of the control volume because the volume integral in this term is a

bound value and its time integral from t−2 to t2 vanishes. The remapping step accounts for the

“jump” of the control volume at the end of the motion. During the jump the control volume

gains volume Vi and loses volume Vo, therefore gaining and losing the quantity contained in

these volumes. This jump happens at the end of the time interval, therefore the quantity q

contained in the inflow and outflow volumes is evaluated at time t−2 , which is the same as the

value of q evaluated at time t2 if we assume q is continuous in time.

For a finite volume method, the control volume in (5.10) is taken to be the control volume

defined by a computational cell. The ALE scheme is built on the basis of this relation.

5.2 Numerical discretization

In a numerical calculation, often the computational domain is divided into many sub-domains,

called cells. The quantities of the continuous fields are approximated by their values at either

cell centers or at the nodes of the computational mesh. CartaBlanca uses a node based

scheme with an unstructured grid. The control volumes used in CartaBlanca are median

mesh control volumes. A control volume surrounding node i is the union of sub-volumes

from elements surrounding node i. Each sub-volume from an element containing node i is

bounded by the element boundaries containing node i and the mid planes passing the centroid

of the elements and the middle point of the edges containing node i. Figure 5.1 illustrates the

construction of such a control volume in two dimensions. The shaded area surrounding node

i is the control volume for the node.

A node quantity qi defined at node i is the averaged value of q over the control volume,

calculated as

qi =
1

V

∫

V
qdV, (5.11)

where V is the control volume.
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i

j

Aα
β

edge α

Figure 5.1: Illustration of a node and a control volume.
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In the ALE scheme, we first perform the Lagrangian step, corresponding to the time

integral term in (5.10). In this way we can ignore the advection term in equation (5.2) and

define a Lagrangian quantity qL as

qL = qn + f q∆t. (5.12)

where f q is the time and volume averaged source of q in the computational cell during the

time interval ∆t, and qn is the value of quantity q at time step n. In an explicit scheme, this

average is approximated by the value at the end of the last time step. Often the source fq for

q is a function of q itself, such as drag force in the momentum equations for two-phase flows.

In such cases, the source term f q can be expressed as a function of qL, and equation (5.12) is

solved implicitly in CartaBlanca. The source term f q may contain many terms representing

different physical mechanisms. Typically, the terms representing mechanisms with short time

scales, such as drag force and added mass force in the momentum exchange for two-phase

flows, especially for tight coupling of the two phases, need to be treated implicitly. For

instance using (2.14) and the closures described in Chapter 3, the Lagrangian velocity uL
k for

phase k is calculated as

uL
k − un

k

∆t
= −∇p/ρ0

k + ∇ · [θk(σσσk + p) + σσσRe
k ]/ρk + gk

+
1

ρ0
k

N∑

l=1

θlCkl

(
uL

l − un
l

∆t
− uL

k − un
k

∆t

)
− 1

ρ0
k

N∑

l=1

θlKkl(u
L
l − uL

k ). (5.13)

In (5.13) the material acceleration of phase k is calculated as (uL
k −un

k)/∆t, using Lagrangian

velocities. To find the Lagrangian velocities for each phase, a system of equations for all the

phases is solved. Except for the terms involving divergence and the gradient, all the terms

only contain local variables. When the divergence and the gradient terms are calculated,

these equations can be solved locally without referring to the values of their neighbors. The

gradient of quantity q, such as the pressure in (5.13), at node i is calculated using values of

q on the surfaces bounding the control volume of the node as

∇q =
1

V

∫

V
∇qdV =

1

V

∫

S
qndS. (5.14)
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In the discretized form, this is written as

∇q =
1

V

m∑

α=1

qαAα, (5.15)

where m is the total number of edges connected to the node, qα is the value q at the mid-

point of edge α, and the area Aα is the vector sum over the vector surface areas bounding

the control volume of node i that have a point in edge α. More precisely,

Aα =
∑

β=1

Aβ
α, (5.16)

where the summation is over all the surfaces that touch the edge α, and Aβ
α is a surface vector

of the β-th surface. The magnitude of Aβ
α equals the area of the surface and the direction of

the vector is in the normal direction to the surface.

The pressure pα at the mid point of the edge connecting nodes i and j is calculated as

follows to ensure the mixture acceleration produced by the pressure gradient is continuous

across the cell boundary.

(pi − pα)/ρmi = (pα − pj)/ρmj , or pα =

(
pi

ρmi
+

pi

ρmj

)
/

(
1

ρmi
+

1

ρmj

)
, (5.17)

where ρm is the mixture density, the sum of the macroscopic densities of all the phases.

For the Lagrangian step, the macroscopic density at the mid-point of the edge is the

average value of the two nodes on both ends of the edge (see Fig. 5.1). Quantities other

than the pressure and the macroscopic density at the mid-point are calculated as the average

weighted by the macroscopic densities at the two end nodes of the edge as

qα =
ρiqi + ρjqj

ρi + ρj
, (5.18)

where i and j are the two ends of edge α.

The divergences of a vector and a tensor such as velocity uk and stress σσσk are calculated

similarly,

∇ · uk =
1

V

m∑

α=1

ukα ·Aα, (5.19)
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∇ · σσσk =
1

V

m∑

α=1

σσσkα · nαAα. (5.20)

After the Lagrangian step, the remapping step is performed as

qn+1
k = qL

k − 1

V

m∑

α=1

q̂kαukα ·Aα∆t, (5.21)

where the summation over surfaces Aα is used to approximate the integrals over the inflow

and outflow volume defined in (5.10). Depending on the sign of the inner product ukα · Aα

the volume ukα ·Aα∆t is an inflow or outflow volume. The quantity q̂kα is the averaged value

inside such an inflow or outflow volume associated with phase k, and is calculated differently

from (5.18) to ensure stability of the calculation, as we discuss in the following section.

5.3 Advection schemes

The remapping step described in the end of last section requires the calculation of the fluxing

velocities and quantities to be fluxed on the interface of a control volume. In this section we

describe methods used in CartaBlanca to calculate these quantities that minimize numerical

instabilities.

The fluxing velocity across face α of a control volume is calculated based on the momentum

equation

uL
kα − un

kα

∆t
= −∇αpk/ρ

0
α + ∇α · [θk(σσσk + p) + σσσRe]/ρkα + gkα

+
1

ρ0
k

N∑

l=1

θlαCkl

(
uL

lα − un
lα

∆t
− uL

kα − un
kα

∆t

)

− 1

ρ0
kα

N∑

l=1

θlαKkl(u
L
lα − uL

kα). (5.22)

This face velocity is used only to compute the fluxing volumes, the inflow and outflow volumes

in (5.10). In this calculation we only need the normal component on the surface. To obtain

the normal velocity, we project uL
kα on the normal direction of surface α. Equation (5.22)
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then becomes

uL
kα · nα = un

kα · nα −∇αpk · nα∆t/ρ0
α + ∇α · [θk(σσσk + p) + σσσRe] · nα∆t/ρkα

+
1

ρ0
k

N∑

l=1

θlαCkl

[
(uL

lα · nα − un
lα · nα) − (uL

kα · nα − un
kα · nα)

]

− ∆t

ρ0
kα

N∑

l=1

θlαKkl(u
L
lα · nα − uL

kα · nα) + gkα · nα∆t. (5.23)

The pressure gradient on the cell interface α is calculated according to the following algorithm

for a generic quantity q:

∇αq =
(∇q)i + (∇q)j

2
+

[
qj − qi −

(∇q)i + (∇q)j
2

· dα

]
· dα

|dα|2
, (5.24)

where dα = xj − xi is the distance vector from node i to node j sharing the interface α. In

this algorithm the gradient along the direction connecting nodes i and j is replaced by the

finite difference between the two nodes. This calculated pressure gradient is projected to the

face normal nα = Aα/|Aα| to calculate ∇αp · nα. When the face normal nα is coincident

with the distance normal dα/|dα|, the projected pressure gradient reduces to

∇αp · nα =
pj − pi

∆rji
, (5.25)

where ∆rji is the distance from node i to node j. For a given pressure field, eq. (5.23) can

be solved to find the fluxing volume uL
kα · nαAαdt across face α.

To perform the remapping step (5.21), we need to calculate a fluxed quantity q̂kα in the

inflow and outflow volumes. As mentioned at the end of the last section, using the average of

the values at the adjacent nodes as the value in the inflow and outflow volumes can introduce

undesired numerical error and cause instability in the calculation. To avoid such numerical

instability, the following methods are used to calculate the value of q̂kα on the interface, or in

the inflow and outflow volumes.

5.3.1 Upwind advection

It is commonly known that a stable method with first order accuracy in spatial discretization

is to take the value of the cell center upstream of the face as the value q̂kα in the fluxing
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volume. The upstream cell is called the donor cell. However, this approach introduces a large

amount of “numerical viscosity” that can cause unphysical diffusion of the solution.

5.3.2 van Leer limiting

To achieve second order accuracy, one needs to account for the effects of the gradient of the

quantity q. With a piecewise-linear representation the value of q at x in a cell can be written

as

q = qi + ∇qi · r, (5.26)

where r = x − xi is the distance vector from the node i. The gradient ∇qi is calculated

using (5.15) with the value qα taken as the averaged value of the neighboring cell centers with

different weights, as described in Section 5.2.

However, such a scheme can result in unphysical situations. Consider a 1D problem,

where the velocity field is a constant 1.0. Suppose that the values of ρ at nodes (cell centers)

m−1,m,m+1 are 2.0, 0.1, 0.0, respectively, and ∆x = 1.0. Now consider the fluxing density

at the face between cell m and m + 1. In this case, the donor cell is m. Based on (5.15), ∇ρ

is actually equal to ρ[m + 1] − ρ[m]/2∆x = −1.0. From (5.26), the fluxed ρ on the face is

ρ = 0.1+ (−1.0 ∗ 0.5) = −0.4, an unphysical negative value. It is apparent that this approach

may destroy the monotonicity of a solution in the case of a uniform velocity.

To avoid these problems, we multiply the gradient ∇q in (5.26) by a limiter ℓq such that

the value in the cell is calculated using

q = qi + ℓq∇qi · r, (5.27)

to ensure the value of q does not lie outside the maximum, qmax, and minimum, qmin of the

neighboring cell centers. The use of a gradient limiter first appeared in the work of van Leer

(1979) for a one-dimensional calculation. Dukowicz and Kodis (1987) extend the method to

multi-dimensional cases as:

• First, obtain a trial gradient ∇qi for the cell centers, e.g. use (5.15).
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• Second, find the limiter ℓq based on

ℓq = min{1, ℓmin, ℓmax}, (5.28)

where

ℓmax = max

{
0,

qmax − qi

max{qe} − qi

}
, ℓmin = max

{
0,

qmin − qi

min{qe} − qi

}
, (5.29)

in which qmax and qmin are the maximum and minimum of the q-values at the sur-

rounding nodes connected by edges, and max{qe} and min{qe} are the maximum and

minimum of the q-values at the mid-point of the edges calculated using (5.26) with the

trial gradient. The subscript e emphasizes that these values are calculated at the mid-

point of the edges. This is the Barth-modified version of the van Leer limiting method

(VanderHeyden and Kashiwa, 1998). In the original version of the van Leer limiting

method (Dukowicz and Kodis, 1987), the values max{qe} and min{qe} in (5.29) are

max{qv} and min{qv}, the maximum and minimum of q-values at vertexes calculated

using (5.26) with the trial gradient.

The limited gradient, ℓq∇qi, is then used as the gradient of q on the nodes. In the remap-

ping step (5.21), when the density ρkα is calculated using (5.27), one can ensure positive

density everywhere in the computational domain provided that the density after the La-

grangian step is positive. Also, the application of the van Leer advection scheme is monotone.

That is, for a uniform velocity flow an initially monotonic density distribution will remain

monotonic after the remapping step.

5.3.3 Compatibility of conserved quantities

Besides the advection of density, we also need to advect other quantities, such as momentum

and temperature or enthalpy. The quantity q in the remapping step can be a compound quan-

tity, such as enthalpy multiplied by density (qk = ρkhk). A desired property of a remapping

scheme is to ensure no new maximum or minimum is created through the remapping step,
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especially in the case of a constant velocity field. A remapping or advection scheme with this

property is called compatible.

Using the advection scheme with the gradient limiter for both ρk and qk = ρkhk does

not guarantee such a property. Although monotonicity is preserved for ρk and qk = ρkhk,

respectively, monotonicity is not necessarily preserved for hk = qk/ρk since qk and ρk are

independent quantities. An additional scheme to calculate the fluxed quantity hk is needed

to ensure the monotonicity of hk. We now describe such a scheme commonly used in CFD

codes. This scheme was built on the van Leer scheme and was proposed by VanderHeyden

and Kashiwa (1998).

In the following discussion, we use h (omitting subscript k) as an example; the treatment

of other quantities such as the momentum components is similar. In this scheme, we again

want to find a limiter ℓh to limit the gradient of h at the nodes such that the value in cell i

calculated using

h = hi + ℓhρi∇hi · r/(ρi + ℓρ∇ρi · r) (5.30)

does not lie outside the maximum, hmax, and minimum, hmin of the neighboring cell centers,

where r = x− xi, ∇hi is a trial gradient for the cell centers calculated using (5.15), and ℓρ is

the limiter for the macroscopic density calculated as described in the last subsection.

The calculation of ℓh is similar to that in (5.29):

ℓh = min{1, ℓmin, ℓmax}, (5.31)

where

ℓmax = max

{
0,

hmax − hi

max{he} − hi

}
, ℓmin = max

{
0,

hmin − hi

min{he} − hi

}
, (5.32)

in which hmax and hmin are the maximum and minimum of the h-values at the surrounding

nodes connected by edges, and max{he} and min{he} are the maximum and minimum of

the h-values at the mid-point of the edges calculated using (5.30) with ℓh = 1. Again, we are

using the Barth implementation of this scheme in CartaBlanca.
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5.4 Calculation of pressure, density and volume fraction

The pressure at the nodes is obtained by solving the continuity equations and evolution

equations for volume fractions and then enforcing the condition satisfied by volume fractions

(3.3). The solution to the continuity equation (2.6) is divided into the Lagrangian step and

the remapping step. In the Lagrangian step, the Lagrangian macroscopic density is calculated

as

ρL
k = ρn

k + Smk∆t, (5.33)

where Smk =
∫

ρ0
kĊkdP is the mass source. To calculate the macroscopic density ρn+1

k at the

end of the time step, we first calculate an interim macroscopic density

ρ∗k = ρL
k − 1

V

m∑

α=1

ρ̂kαukα · nαAα∆t, (5.34)

where the summation is over all the faces around the node.

Similarly, the Lagrangian step for solving the evolution equation (3.15) for volume fractions

can be written as

θL
k = θn

k + Svk∆t, (5.35)

where

Svk = αbiθi∇ · ũi +

∫
ĊidP (5.36)

is the volume source. We note that the last term θkBk in (3.15) is not contained in the volume

source here. In this numerical scheme, the effect of this term is calculated later. After the

following remapping step an interim volume fraction is calculated as

θ∗k = θL
k − 1

V

m∑

α=1

θ̂kαukα · nαAα∆t. (5.37)

Such calculated volume fractions do not sum to one because the effect of the last term in

(3.15) has yet to be accounted for. To account for this effect we proceed to calculate an

interim microscopic density < ρ0
k >∗= ρ∗k/θ

∗
k and the corresponding pressure p∗k from the



5.4. CALCULATION OF PRESSURE, DENSITY AND VOLUME FRACTION 45

averaged equation of state. Finally to ensure all volume fractions sum to one, we find a

common pressure increment ∆p for all the phases such that the following equation is satisfied

M∑

i=1

ρ∗i
< ρ0

i > (p∗i + ∆p)
= 1. (5.38)

The final pressure for each phase at the end of the time step is then pn+1
k = p∗k + ∆p and the

final microscopic density is already calculated from solving (5.38), that is < ρ0
i > (p∗i + ∆p).

The volume fraction is then θn+1
k = ρ∗i / < ρ0

i >n+1. In this scheme, the contribution of the

last term in (3.15) to the volume fractions is not directly added through the source term

(5.36) in the Lagrangian step but is accounted for in the process of solving (5.38) to find the

common pressure increment ∆p. The difference between θn+1
k and θ∗k is the contribution of

θkBk.

The scheme described above is for the CartaBlanca implementation of the multipressure

model. For the single pressure model, the steps of calculating the interim volume fraction, the

interim microscopic density and the interim pressure (equations (5.35) - (5.37)) are skipped.

The pressure p∗i in (5.38) is replaced with pn.

For an explicit time advancement scheme, the normal face velocity ukα ·nα used in (5.34)

for the calculation of the interim macroscopic density ρ∗k is calculated using the pressure

gradient of the last time step (time level n). Equation (5.38) is then local and does not

involve the pressures at the neighboring nodes. In this case, the interim macroscopic density

ρ∗k is taken as the macroscopic density ρn+1
k at the end of the time step.

For an implicit method, the normal face velocity is calculated using the updated (time

level n + 1) pressure gradient. The macroscopic density ρ∗k is a function of the gradient of

∆p; thus equation (5.38) is nonlocal and involves pressures at neighboring nodes. Iteration

methods described in Chapter 7 are used in CartaBlanca to solve these coupled equations on

the nodes in the domain. The macroscopic density ρn+1
k at the end of the time step is then

the value of the interim macroscopic density ρ∗k after the iterations are converged.



Chapter 6

Material point method

6.1 Introduction

In the Arbitrary Lagrangian-Eulerian (ALE) method introduced in the previous chapter, the

primary variable is the Eulerian velocity, not the Lagrangian displacement of the material.

This is a necessary choice for a numerical method intended to handle large deformation of

materials, to avoid mesh tangling. However such a choice introduces issues associated with

numerical diffusion. For instance, in a fluid-structure interaction problem, calculation of stress

in the solid material needs to know the strain in the material, which needs to be calculated by

integrating the strain rate over the entire deformation history of a material point in a numerical

method with velocity as the primary variable. Numerical diffusion associated with advection

schemes for Eulerian methods or ALE methods makes the task of following a material point

very difficult.

In this chapter, we introduce the Material Point Method (MPM), to overcome both the

mesh tangling issues associated with Lagrangian methods and the numerical diffusion issues

associated with Eulerian methods.

In the MPM, materials are represented by both an Eulerian grid and Lagrangian points.

During a deformation, the Eulerian grid stays fixed while the Lagrangian points move. Each

material point carries basic quantities such as mass, microscopic density, velocity, etc. These

quantities, or changes of the quantities, are interpolated back and forth between the grid and

46
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the Lagrangian points using shape functions. Depending on the type of elements, different

shape functions are used. Currently quadrilateral elements and hexahedral elements with

bi-linear shape functions are available in CartaBlanca.

There are three requirements for a shape function Sn of node n to satisfy in MPM, as in

a finite element method. They are
N∑

n=1

Sn(x) = 1, (6.1)

N∑

n=1

xnSn(x) = x, (6.2)

where x is any point in the computational domain, and N is the total number of nodes in the

domain, and that Sn has a local support (non-zero region) within the elements surrounding

node n. Requirements (6.1) and (6.2) ensure that a rigid body motion of a material does not

cause stress in the material; the last requirement ensures that related equations can be solved

locally as we shall discuss in the following sections.

For multiphase flow calculations in CartaBlanca, the user can specify that a phases is

calculated using either MPM or the ALE method. The mathematical guiding principles for

solving the equations are different in the ALE method and MPM. The numerical scheme used

in a Material Point Method is based on the weak solution of the governing partial differential

equations, as discussed in the following sections. To properly calculate interactions between

phases calculated using MPM and phases calculated using the ALE method, we discuss a

numerical scheme to combine these two methods in section 5.

6.2 Weak form of the equations

Let qk be a quantity contained in a unit mass of phase k at location x and time t. The

evolution equation for qk can be written in the following Lagrangian form:

ρk
dqk

dt
= ρk

(
∂qk

∂t
+ ũk · ∇qk

)
= ∇ · (θkLk) + ρkGk, (6.3)

where Lk is the tensor that is one order higher than qk, and Gk is the source density for qk.
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MPM seeks an approximate weak solution of this equation. The weak solution of (6.3) is

defined as a function q that satisfies the following relation for any continuous trial function,

hk: (
ρk

dqk

dt
, hk

)
= (∇ · (θkLk) + ρkGk, hk) , (6.4)

where (·, ·) denotes the inner product. The inner product of two functions qk and hk is defined

as

(qk, hk) =

∫

Ω
qkhkdv, (6.5)

where the integration is over the entire computational domain Ω, and v is the volume in the

domain. MPM seeks an approximate solution of (6.3) in a subspace of continuous functions

in which all functions take the following form:

qk(x, t) =
N∑

n=1

qkn(t)Sn(x), (6.6)

where N is the number of mesh nodes in the domain, qkn is the value of qk at node n and Sn

is the shape function associated with the node.

By taking the trial function hk in the same form as (6.6),

hk =
N∑

ℓ=1

δqkℓSℓ(x), (6.7)

we can write equation (6.4) in this subspace as

N∑

ℓ=1

N∑

n=1

mkℓn
dqkn

dt
δqkℓ =

N∑

ℓ=1

δqkℓ

[
(ρk Gk, Sℓ) − (θkLk,∇Sℓ) +

∫

∂Ω
θkLk · nSℓ(x)dS

]
, (6.8)

where n is the outward normal on the boundary of the domain Ω, and

mkℓn =

∫

Ω
ρkSℓ(x)Sn(x)dv. (6.9)

All such mkℓn’s form a mass matrix with element in the ℓ-th row and n-th column being mkℓn.

Since δqkℓ is arbitrary, we have

N∑

n=1

mkℓn
dqkn

dt
=

[
(ρkGk, Sℓ) − (θkLk,∇Sℓ) +

∫

∂Ω
θkLk · nSℓ(x)dS

]
. (6.10)
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This is a system of linear equations for the rates of change of qk at the nodes. To avoid solving

this system of equations, we note that mkℓn is non-zero only for the nodes that are within

the support (non-zero region) of the shape function Sℓ. Since these nodes are in the vicinity

of node ℓ, the rate dqkn/dt can be approximated as dqkℓ/dt. With this approximation the

system of linear equations is decoupled and can then be solved as

dqkℓ

dt
=

1

mkℓ

[
(ρkGk, Sℓ) − (θkLk,∇Sℓ) +

∫

∂Ω
θkLk · nSℓ(x)dS

]
, (6.11)

where

mkℓ =
N∑

n=1

mkℓn =

∫

Ω
ρkSℓ(x)dv. (6.12)

The second equality is a result of property (6.1) for shape functions. This approximate way

of decoupling the system of equations is equivalent to approximating the element mkℓn in the

mass matrix by mkℓδℓn. The error introduced by this approximation is of the same order as

the error introduced by the spatial discretization. The effect of this approximation on energy

dissipation is discussed in the last section of this chapter. To calculate the inner product in

the first term on the right hand side of (6.11), we write Gk in the form of (6.6) to find

(ρkGk, Sℓ) =

∫

Ω
ρk

N∑

n=1

GknSn(x)Sℓ(x)dv ≈ Gkℓ

∫

Ω
ρk

N∑

n=1

Sn(x)Sℓ(x)dv = Gkℓ mkℓ. (6.13)

We have again taken advantage of local support of the shape function as in (6.11) and ap-

proximated Gkn with Gkℓ within the support of Sℓ. This equation states that the source term

Gk, such as the interaction force between phases, can be calculated at the nodes.

To calculate the second inner product on the right hand side of (6.11), we now introduce an

approximate scheme to calculate the inner product using particle quantities. We approximate

the inner product (ρkqk, hk) as

(ρkqk, hk) ≈
Nkp∑

p=1

mkpqkphkp, (6.14)

where Nkp is the number of phase k particles in the domain, and mkp is the mass of particle
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p. In this way,

(θkLk,∇Sℓ) = (ρkLk/ρ
0
k,∇Sℓ) ≈

Nkp∑

p=1

vkpLk(xp, t) · ∇Sℓ(xp), (6.15)

where vkp = mkp/ρ
0
kp is the volume of particle p, and ρ0

kp is the microscopic density of the

particle. Since Sℓ has a local support, the summation only needs to be carried out for the

particles in the elements surrounding node ℓ.

With the right hand side calculated using (6.13) and (6.15) we can write (6.11) as

dqkℓ

dt
= Gkℓ −

1

mkℓ

Nkp∑

p=1

vkpLk(xp, t) · ∇Sℓ(xp) +
1

mkℓ

∫

∂Ω
θkLk · nSℓ(x)dS. (6.16)

The last term in (6.16) represents the effect of boundaries. In CartaBlanca, surfaces of particle

domains with forces acting on them are currently treated as interior to the computational

domain and the surface forces are considered as the phase interaction forces between the

phases occupying the domains on either side of the surface. In other words, there is a layer of

elements outside the domain that particles occupy. In this way the surface integral vanishes

and the phase interaction forces on the surface is treated as the body forces and is calculated

as described in (6.13). The only term calculated using particle quantities is the second term.

This term is an approximate way of calculating (θkLk,∇Sℓ) as described in (6.15). For

smoothly varying θk and Lk, one can prove that the error of this approximation in (6.15) is of

second order in the mesh size. For a discontinuous field, the error could be larger; especially if

the discontinuity results in a very small mass mkℓ of the node, the second term in (6.16) could

become singular and cause instability in the calculation. To regulate this instability, for a node

with mass mkℓ smaller than a lower bound mass mklb, (currently is set to be 1/4 of the smallest

particle mass), we limit the inner product calculated for the node using (6.15) by a factor

mkℓ/mklb. This is equivalent to setting the lower bound mklb for mkℓ in the second term

of (6.16). This modification only affects those nodes whose surrounding elements contains

particles far away from the node. In this case, the volume fraction θk is small in the region

close to the node, therefore the inner product (θkLk,∇Sℓ) should be reduced accordingly.
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With an exception for section 6.4, the rest of this chapter does not involve phase interac-

tions. For simplicity we drop the subscript k when there is little possibility for confusion.

With the rate of change for q calculated we can advance q to the next time step as

qL
ℓ = qn

ℓ +
dqℓ

dt
∆t. (6.17)

where the superscript n denotes time step n and the superscript L denotes that this time

advancement follows the material point, the Lagrangian value, since the derivative is the

solution to (6.3), the evolution equation in the Lagrangian form. This corresponds to (5.12)

in the ALE method. To update q values on particles we interpolate the rate of change, or the

material derivative, from the nodes to particles as

qn+1
p = qn

p +
N∑

ℓ=1

(qL
ℓ − qn

ℓ )Sℓ(xp). (6.18)

It is important to note that we interpolate the change qL
ℓ − qn

ℓ , not qL, to the particles. In

this way, the change of particle values is only caused by the right hand side of (6.16). If

the right hand side of (6.16) vanishes, the particle value does not change. Therefore, such

node to particle interpolation does not introduce numerical diffusion to the solution. If we

interpolate Lagrangian node values qL
ℓ to particles, significant numerical diffusion will occur.

We also note that the value for the shape function Sℓ is evaluated at the time step n. This

is because particles are Lagrangian points; from time step n to n + 1 they follow the motion

of the material and the shape function is defined in the coordinate system that moves and

deforms with the material. Therefore there is no relative motion between the particles and

the coordinate system during the time advancement, and the values of the shape functions

remain unchanged at the particle locations. Following the motion of the material, the new

positions of the particles are calculated as

xn+1
p = xn

p + up∆t. (6.19)
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where velocity up is

up =
N∑

ℓ=1

uL
ℓ .Sℓ(xp). (6.20)

In (6.20), again, the value for the shape function Sℓ is evaluated at the time step n for the same

reason as in (6.18). The velocity vp used to advance the particle positions is not the particle

velocity, but rather the velocity interpolated from the nodes, because particles are Lagrangian

points following the motion and deformation of the material, while a particle velocity should

be understood as the averaged momentum per unit mass carried by the particle. The velocity

gradient used in the calculation of the stresses on particles is also calculated using (6.20) (with

the same parameter η). Since the spatial variation of the velocity is represented by the shape

functions, the velocity gradients are calculated by differentiating the shape functions.

Note that the change rate dqkℓ/dt calculated in (6.16) is the Lagrangian rate following the

motion of the material. The time advanced qn+1
kℓ on a fixed node needs to be calculated using

the updated values qn+1
kp on particles. To obtain the scheme of calculating node values using

particle values, we note that the inner product (ρq, h) can also be calculated using (6.6) to

find

(ρq, h) =
N∑

ℓ=1

N∑

n=1

mℓnqnhℓ, (6.21)

where mℓn is defined in (6.9) (with subscript k dropped) and can be approximately calculated

by setting q = Sn(x) and h = Sℓ(x) in (6.21) as

mℓn = (ρSℓ, Sn) ≈
Np∑

p=1

mpSℓ(xp)Sn(xp), (6.22)

where Np is the total number of the particles representing the phase. Comparing (6.14) with

(6.21) and then using (6.6) we find

N∑

ℓ=1

N∑

n=1

mℓnqnhℓ ≈
N∑

ℓ=1

Np∑

p=1

mpqphℓSℓ(xp). (6.23)

Since hℓ is arbitrary in (6.14), we have

N∑

n=1

mℓnqn ≈
Np∑

p=1

mpqpSℓ(xp). (6.24)
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For q = 1 in (6.24), we find that mℓ (with subscript k denoting phase omitted), defined in

(6.12), can be approximately calculated as

mℓ =
N∑

n=1

mℓn ≈
Np∑

p=1

mpSℓ(xp). (6.25)

Equation (6.24) is a set of coupled equations for qn at the nodes. Again because of the local

support of the shape functions, by approximating qn with qℓ we have

qℓ ≈
∑Np

p=1 mpqpSℓ(xp)

mℓ
=

∑Np

p=1 mpqpSℓ(xp)
∑Np

p=1 mpSℓ(xp)
. (6.26)

The node quantity is approximated as the mass weighted mean of its surrounding particles.

In particular, by letting q = 1/ρ0, we find

ρ0
n =

∑Np

p=1 mpSn(xp)
∑Np

p=1 vpSn(xp)
(6.27)

for microscopic densities on the nodes, where vp = mp/ρ
0 is the volume of the particle.

This approximate way to solve equation (6.24) is equivalent to approximating the mass

matrix consisting of elements mℓn by a diagonal mass matrix with elements mℓδℓn. This

approximation saves a large amount of computation by avoiding the full solution of the coupled

linear equations, but introduces a numerical dissipation to the method. The effects of this

dissipation will be discussed in section 6.

6.3 Solution of the mass conservation equation

In a Lagrangian method the motion of the material is followed, therefore mass conservation is

automatically satisfied. However, in the Material Point Method, one needs to calculate macro-

scopic density defined at an Eulerian point in the domain. The evolution of the macroscopic

density satisfies the mass conservation equation (2.6) written in the Eulerian description. To

find the macroscopic density, we seek an approximate weak solution to the equation on the

Eulerian frame by using shape functions defined on the Eulerian frame. These shape func-

tions are the shape functions described in the previous section. The only difference is that,
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in this section and the following section on volume fraction evolution, they are defined on the

Eulerian frame; in the previous section they are defined on the Lagrangian frame moving with

the material.

We multiply equation (2.6) by an arbitrary continuous function h and then integrate over

the entire domain to find

∂

∂t
(ρ, h) = (ρ,u · ∇h) −

∫

∂Ω
ρhu · ndS +

∫

Ω
rhdv, (6.28)

where r =
∫

ρ0ĊdP is the mass source for the phase. After restricting the function h in the

subspace spanned by the shape functions defined in the Eulerian frame as in (6.6), noting

the value of h on the nodes is arbitrary, using the approximation (6.14), and then integrating

over the time interval, we find

Nn+1
p∑

p=1

mn+1
p Sn(xn+1

p ) =

Nn
p∑

p=1

[mn
pSn(xn

p ) + mn
pvp · ∇Sn(xn

p )∆t]

−∆t

∫

∂Ω
ρSn(x)u · ndS + ∆t

∫

Ω
rSn(x)dv, (6.29)

where Nn+1
p and Nn

p are the number of particles in the computational domain at time level

n + 1 and n. The surface integral on the right hand side represents the mass of the phase

fluxed into or out of the computational domain and is calculated as

−∆t

∫

∂Ω
ρSn(x)u · ndS =

∑
min

p Sn(xin
p ) −

∑
mout

p Sn(xout
p ), (6.30)

where the first and the second summations are respectively over all particles flowing into

or out of the domain during the time step. The volume integral on the right hand side is

calculated as

∆t

∫

Ω
rSn(x)dv =

Nn∑

p=1

(mn+1
p − mn

p )Sn(xp), (6.31)

where the mass change on particles is calculated by interpolating the mass change rate at

nodes to particle locations,

mn+1
p = mn

p + mn
p

N∑

ℓ=1

rℓ

ρℓ
Sℓ(xp) = mn

p

N∑

ℓ=1

(
1 +

rℓ

ρℓ

)
Sℓ(xp). (6.32)
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By summing (6.32) over all particles and then using (6.25), we find
∑Nn

p

p=1 mn+1
p =

∑N
ℓ=1(1 +

rℓ/ρℓ)m
n
ℓ . This ensures the conservation of the total mass between the particles and nodes.

Using (6.30), (6.31) and (6.25), equation (6.29) can be rewritten as

mn+1
ℓ =

Nn
p∑

p=1

mn+1
p Sn(xn+1

p ) +
∑

min
p Sn(xin

p ) −
∑

mout
p Sn(xout

p )

=

Nn+1
p∑

p=1

mn+1
p Sn(xn+1

p ), (6.33)

because the contribution from a particle that is included in the first summation above but

flows out of the domain during the time advancement is canceled exactly by the corresponding

term involving mout
p , even if, sometimes for the smoothness of the solution, one chooses to

regard Sn(xout
p ) 6= 0 for particles outside the domain. This has yet to be implemented in

CartaBlanca.

Equation (6.33) proves that the calculation of the node mass using (6.25) is consistent

with the weak solution of the mass conservation equation (2.6). In other words the mass

conservation equation is automatically satisfied with this material point method.

6.4 Weak solution for volume fraction equations

As mentioned in Chapter 2, only two of the three equations, (2.6), (2.7) and (2.8) are inde-

pendent. Since (6.25) is the solution of the mass conservation equation (2.6) as proved in the

last section, we need to solve only one of the two remaining equations. In the material point

method implemented in CartaBlanca, we choose to solve the evolution equation (2.7) for the

volume fraction. But before seeking a weak solution of the equation we first write it in a form

so that the solution of it can be found with intuition.

By letting qk = 1 in (2.3) we find

∂θk

∂t
+ ∇ · (θk < uk >) = θk < ∇ · uk > +

∫
ĊkdP. (6.34)
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Since the sum of the volume fractions equals one, we have

∇ · um =
M∑

k=1

(
θk < ∇ · uk > +

∫
ĊkdP

)
, (6.35)

where um =
∑M

k=1 θk < uk > is the mixture velocity and M is the number of phases. This

equation is equivalent to (3.6) after using (3.4) and neglecting the correlation between the

velocity fluctuation and the microscopic density fluctuation. By neglecting this correlation

we can also neglect the difference between < uk > and ũk, and the mixture velocity can

also be calculated as um =
∑M

k=1 θkũk. Under this approximation, we then add and subtract

∇ · (θkũm) on the left hand side of (6.34) and write it as

dmθk

dmt
+ ∇ · [θk(ũk − um)] + θk∇ · um = θk < ∇ · uk > +

∫
ĊkdP, (6.36)

where

dmθk

dmt
=

∂θk

∂t
+ um · ∇θk (6.37)

is the material derivative following the mixture velocity. To seek an approximate weak solution

we multiply both sides of (6.36) by a trial function h in the form of (6.6) defined on the frame

moving at the mixture velocity um, then integrate the resulting equation over the entire

computational domain to find

N∑

n=1

hn
dmvkn

dmt
= −

N∑

n=1

hn

{∫

Ω
Sn(x)∇ · [θk(ũk − um)]dv

+

∫

Ω
Sn(x)

(
θk < ∇ · uk >) +

∫
ĊkdP − θk∇ · um

)
dv

}
, (6.38)

where

vkn =

∫

Ω
θk(x, t)Sn(x)dv. (6.39)

Since hn is arbitrary, we then have

dmvkn

dmt
= −

∫

Ω
Sn(x)∇ · [θk(ũk − um)]dv

+

∫

Ω
Sn(x)

(
θk < ∇ · uk > +

∫
ĊkdP − θk∇ · um

)
dv. (6.40)



6.4. WEAK SOLUTION FOR VOLUME FRACTION EQUATIONS 57

Summing (6.40) over all phases, we find that in the sense of a weak solution the condition

(6.35) is equivalent to

dm

dmt

M∑

k=1

vkn = 0, (6.41)

because the first term on the right hand side of (6.40) sums to zero after the use of the

definition for mixture velocity.

To calculate vkn defined in (6.39), we can approximate the volume integral by the sum

over all particle volumes as in (6.21),

vkn ≈
Np∑

p=1

vpSn(xp). (6.42)

Since the shape function has support only in the elements surrounding node n the sum only

involves particles in those elements. The volume vkn is often regarded as the phase k volume

associated with node n. For this reason, the ratio

θA
kn = vkn/V c

n , (6.43)

where V c
n is the control volume surrounding node n (Figure 5.1), is regarded as the approx-

imated volume fraction at the node. Since in CartaBlanca implementation of MPM , vkn is

calculated using (6.42), there is no guarantee that the sum of such ratios over all the phases

equals one. For this reason, we call the ratio the apparent volume fraction θA
kn for phase k at

node n.

For phases that are not represented by particles, the volume vkn defined in (6.39) can

be approximately calculated as θkn

∫
Sndv. For median meshes constructed as described in

Chapter 5, one can approximate
∫

Sndv as V c
n , the control volume of node n provided the

mesh is not significantly distorted. In this case, the apparent volume fraction defined in (6.43)

can be approximated by volume fraction θkn calculated from the ALE method described in

Chapter 5.

Since V c
n is a constant, by dividing V c

n across (6.41) we find

∂

∂t

M∑

k=1

θA
kn + um · ∇

M∑

k=1

θA
kn = 0. (6.44)
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In CartaBlanca the continuity condition is enforced by satisfying this equation at every node

in the domain. The convection term in (6.44) is calculated as

um · ∇
M∑

k=1

θA
kn = ∇ ·

(
um

M∑

k=1

θA
kn

)
−

M∑

k=1

θA
kn∇ · um, (6.45)

and the divergence is calculated using (5.19) with the surface quantities calculated as described

in the last chapter.

Similarly to the definition of the apparent volume fraction, the ratio mkn/V c
n , where mkn

is the lumped mass of phase k to node n calculated using (6.25), is also regarded as the

apparent macroscopic density ρA
kn for the node. In the next section we will discuss its use in

enforcing the continuity condition for the material point method implemented in CartaBlanca.

Although the apparent volume fraction and apparent macroscopic density calculated here are

not the true volume fraction and the true macroscopic density, their ratio

ρA
kn

θA
kn

=

∑Np

p=1 mpSn(xp)/V
c
n

∑Np

p=1 vpSn(xp)/V c
n

(6.46)

is the averaged microscopic density as calculated using (6.27).

6.5 The use of apparent volume fractions

In the Material Point Method introduced in this chapter, the equation for the volume fraction

is solved differently than the way described in Chapter 5 for an Arbitrary Lagrangian-Eulerian

method, because the discretization error of the Material Point Method makes the apparent

volume fractions not sum to one. The method described in Chapter 5 fails to solve the

equations for volume fractions as we now show. We define a function

f(p, t) =
M∑

k=1

ρA
k (p, t)

< ρ0
k > (p)

=
M∑

k=1

θA
k . (6.47)

This function can only be calculated with an error of O(∆x)d, where d is the order of accuracy

of the spatial discretization. If we enforce (5.38), after the Taylor expansion of f(p, t) we have
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to solve

f(pn, tn) +
∂f

∂t
∆t +

∂f

∂p
∆p = 1. (6.48)

If the numerical scheme for calculating volume fraction is of order d in accuracy at time tn,

that is it contains an error of O(∆x)d at time tn or f(pn, tn) = 1 + O(∆x)d, and equation

(6.48) becomes

∂f

∂t
+

∂f

∂p

∆p

∆t
=

O(∆x)d

∆t
, (6.49)

for ∆p. In many calculations the time step is proportional to the mesh size ∆x, therefore the

error on the right hand side of (6.49) is of O(∆x)d−1. In this way, the accuracy is reduced

by an order in each time step, and the numerical scheme fails within a finite number of time

steps. Indeed, if this method were used, one would see stress change for an elastic body when

it translates undeformed through the mesh.

The approach introduced in the previous section solves evolution equation (6.34) for the

volume fraction. As long as each term in the equation is calculated with first order accuracy,

the solution for θk is first order in accuracy after the time integration. Since the numerical

differentiation method employed in CartaBlanca only introduces second order errors, the

divergences involved in (6.45) are accurate to first order in ∆x.

Although the approach to solving for volume fractions is based on principles different

from the ALE method in Chapter 5, the numerical implementation is quite similar and can

be combined with the ALE method as follows.

1. For the phases calculated using MPM, calculate the interim apparent macroscopic den-

sity ρA∗
kp as mkℓ/V

c
ℓ , with mkℓ calculated using (6.25). For phases calculated using the

ALE method, ρA∗
k is the value of macroscopic density ρ∗k obtained from (5.34).

2. For the phases calculated using MPM, calculate interim microscopic density < ρ0
kn >∗

on particles using (3.16) by neglecting the effects of Bk, and with the velocity divergence

calculated by taking the divergence of velocity (6.20).
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3. For the phases calculated using MPM, interpolate the calculated interim microscopic

density to nodes using (6.27). For phases calculated using the ALE method, the

microscopic density at the node is calculated as described in section 5.4. Namely,

< ρ0
k >= ρ∗k/θ

∗
k with θ∗k calculated using (5.37).

4. Use the equation of state for the phase to find an interim pressure p∗kn.

5. Calculate the expected sum of the apparent volume fractions as

(
M∑

k=1

θA
kℓ

)n+1

=

(
M∑

k=1

θA
kℓ

)n

−
(

um · ∇
M∑

k=1

θA
kℓ

)
∆t, (6.50)

with the convection term calculated using (6.45) and the mixture velocity normalized

as

um =
M∑

k=1

θA
k ũk/

M∑

k=1

θA
k . (6.51)

6. Find a common pressure increment ∆p such that

M∑

k=1

ρA∗
kn

< ρ0
kℓ >( p∗kℓ + ∆p)

=

(
M∑

k=1

θA
kℓ

)n+1

. (6.52)

If the single pressure model is used, αbk = 0 in (3.16), steps 2, 3 and 4 are skipped, and

p∗kℓ is replaced by pn
kℓ in (6.52).

6.6 Conservations affected by node value calculation

As mentioned in section 2, to avoid solving systems of equations (6.24) for node values, the

mass matrix consisting of elements mℓn is approximated by a diagonal mass matrix with

elements mℓδℓn. This approximation saves a large amount of calculation. In this section we

examine the effect of this approximation on conservation of mass, momentum and energy.

Summing over (6.25) for all nodes, we find that mass conservation is automatically satisfied

in this scheme for mapping particle values to nodes.
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According to (6.24) the momentum at a node is the sum of the momenta of the surrounding

particles,
N∑

n=1

mℓnun ≈
∑

p

mpupSℓ(xp). (6.53)

By summing over both sides of (6.53) for all ℓ’s, one finds the total momentum conservation

between the grid description and particle description,

N∑

ℓ=1

N∑

n=1

mℓnun =
∑

p

mpup, (6.54)

after the use of (6.1). As we show later, the momentum conservation is still satisfied after the

approximation of the mass matrix.

The total kinetic energy calculated based on the node variables is

Kg =
1

2
(u, ρu) =

1

2

N∑

ℓ=1

N∑

n=1

mℓnuℓ · un, (6.55)

and based on the particles is

Kp =
1

2

∑

p

mpu
2
p. (6.56)

Multiplying both sides of (6.53) by uℓ and then summing the resulting equation over all ℓ’s

we have

2Kg =
∑

p

mpup ·
∑

ℓ

uℓSℓp. (6.57)

Using the inequality

up ·
∑

k

uℓSℓ(xp) ≤
1

2


u2

p +

(
∑

ℓ

uℓSℓ(xp)

)2

 , (6.58)

equation (6.57) can be written as

2Kg ≤ 1

2

∑

p

mpu
2
p +

1

2

∑

p

mp

(
∑

n

unSn(xp)

)2

= Kp +
1

2

∑

p

mp

(
∑

n

unSn(xp)

)
·
(
∑

ℓ

uℓSℓ(xp)

)
. (6.59)

After exchanging the order of summation and the use of (6.22) for mℓn, one finds

2Kg ≤ Kp +
1

2

N∑

ℓ=1

N∑

n=1

mℓnuℓun = Kp + Kg, (6.60)
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or

Kg ≤ Kp. (6.61)

This shows that the kinetic energy calculated on the nodes is smaller than or equal to that

calculated on the particles. However we now prove the difference is kept constant during

a time advancement without the approximation for the mass matrix. We now consider the

change in the kinetic energy. Using (6.18) one finds

2(Kn+1
p − Kn

p )

=
∑

p

mp

[
(un+1

p )2 − (un
p )2
]

= 2
N∑

ℓ=1

(uL
ℓ − un

ℓ ) ·
∑

p

mpu
n
pSℓ(xp)

+
∑

p

mp

N∑

ℓ=1

(uL
ℓ − un

ℓ )Sℓ(xp) ·
N∑

j=1

(uL
j − un

j )Sj(xp), (6.62)

where superscripts n and n + 1 denotes the values at the end of time steps n and n + 1,

and the superscript L denotes the values at the end of the Lagrangian step. Using (6.53) on

∑
p mpu

n
pSℓ(xp), and (6.22) on

∑
p mpSℓ(xp)Sj(xp), one finds

2(Kn+1
p − Kn

p )

=
N∑

ℓ=1

N∑

j=1

mℓj

[
2un

j · (uL
ℓ − un

ℓ ) + (uL
ℓ − un

ℓ ) · (uL
j − un

j )
]

=
N∑

ℓ=1

N∑

j=1

mℓju
L
ℓ · uL

j −
N∑

ℓ=1

N∑

j=1

mℓju
n
ℓ · un

j

= 2(KL
g − Kn

g ). (6.63)

Combining (6.61) and (6.63) we note that while the kinetic energy calculated on the grid is

less than or equal to that calculated on the particles, the changes in the kinetic energy in every

time step are the same when calculated on the grid and the particles. In proving this relation,

we used (6.53) to convert particle velocities to the grid. However, calculation of grid velocities

using (6.53) requires the inversion of the mass matrix. To avoid this matrix inversion, the
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mass matrix is approximated by the diagonal matrix with elements mℓ as defined in (6.25);

that is,

mℓn ≈ mℓδℓn. (6.64)

With this approximation the velocity un on node n can be obtained from (6.26) as the

mass weighted average of the velocities of the surrounding particles, and (6.54) becomes

N∑

ℓ=1

mℓuℓ =

Np∑

p=1

mpup. (6.65)

This shows that the total momentum is conserved under this approximation.

With the mass matrix approximation the total kinetic energy on the grid kg can be written

as

kg =
1

2

N∑

ℓ=1

mℓu
2
ℓ . (6.66)

Using (6.26) we can replace
∑

p mpu
n
pSℓp in (6.62) with mℓu

n
ℓ and write the equation as

2(Kn+1
p − Kn

p ) = 2
N∑

ℓ=1

mℓu
n
ℓ · (uL

ℓ − un
ℓ ) +

N∑

ℓ=1

N∑

j=1

mℓj(u
L
ℓ − un

ℓ ) · (uL
j − un

j ). (6.67)

As a consequence we find

2(kL
g − kn

g ) − 2(Kn+1
p − Kn

p )

=
N∑

ℓ=1

N∑

j=1

(mℓδkj − mℓj)(u
L
ℓ − un

ℓ ) · (uL
j − un

j )

=
N∑

ℓ=1

(mℓ − mℓℓ)(u
L
ℓ − un

ℓ )2 −
∑

ℓ 6=j

mℓj(u
L
ℓ − un

ℓ ) · (uL
j − un

j ). (6.68)

Noting that mℓj = mjℓ ≥ 0, we have

2(kL
g − kn

g ) − 2(Kn+1
p − Kn

p )

≥
N∑

ℓ=1

(mℓ − mℓℓ)(u
L
ℓ − un

ℓ )2 − 1

2

∑

ℓ 6=j

mℓj[(u
L
ℓ − un

ℓ )2 + (uL
j − un

j )2]

=
N∑

ℓ=1

(mℓ − mℓℓ)(u
L
ℓ − un

ℓ )2 − 1

2

∑

ℓ 6=j

[mℓj(u
L
ℓ − un

ℓ )2 + mjℓ(u
L
j − un

j )2]

=
N∑

ℓ=1

(mℓ −
∑

j

mℓj)(u
L
ℓ − un

ℓ )2 = 0, (6.69)
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or the kinetic energy dissipation D resulting from the lump sum of the mass matrix:

D = (kL
g − kn

g ) − (Kn+1
p − Kn

p ) ≥ 0. (6.70)

Since the velocity difference uL
ℓ − un

ℓ is proportional to the time step ∆t, using (6.68) the

energy dissipation D is seen to be proportional to (∆x)2.

The change of the kinetic energy calculated on the particles is always less than or equal to

the kinetic energy change calculated on the grid if the approximation (6.64) is used (Cummins

and Brackbill, 2002). In other words the approximation introduces the numerical dissipation

(6.70). To illustrate this dissipation, let us now consider the motion of a linear elastic body

free of body and boundary forces. In this case, the change of grid kinetic energy defined in

(6.66) during the Lagrangian step from time step n to n + 1 can be calculated as

kL
g − kn

g =
1

2

N∑

ℓ=1

mℓ(u
L
ℓ + un

ℓ )(uL
ℓ − un

ℓ )

= −1

2

N∑

ℓ=1

(uL
ℓ + un

ℓ )

Np∑

p=1

vpσ
n
p : ∇Sℓ(xp)∆t

= −
Np∑

p=1

vpσ
n
p : ε̇L−1/2

p ∆t, (6.71)

where we have used (6.18) for velocity, and strain rate ε̇
L−1/2
p is the symmetric part of the

velocity gradient ∇uL−1/2 at particle p calculated using velocity uL−α = (1 − α)uL
ℓ + αun

ℓ

with α = 1/2.

∇uL−α =
N∑

ℓ

[(1 − α)uL
ℓ + αun

ℓ ]Sℓ(xp). (6.72)

The change in the kinetic energy calculated in (6.71) does not account for the effects of

regulating the particle force term in (6.16) as discussed in section 2. The effect of this particle

force modification can be accounted for by setting a floor on the node mass mℓ to mlb in the

definition (6.66) of the grid kinetic energy. Since the both mℓ and mlb are small compared to

the particle mass, their difference can be neglected.
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The elastic potential energy Up on particles can be calculated from the stress σp stored

for each particle as

Up =
1

2

∑

p

vpσp · C−1
p · σp =

1

2

∑

p

vpεp · Cp · εp, (6.73)

where vp is the particle volume, σp is the stress, εp is the strain and Cp is the elastic stiffness

tensor on particle p. Stress on a particle is calculated by discretizing (4.13) as

σn+1
p =

σn
p + Cp · ε̇L−α

p ∆t
√

1 + tr(ε̇L−α
p )∆t

, (6.74)

where ε̇
(L−α)
p is the strain rate calculated as the symmetric part of the velocity gradient

defined in (6.72). Currently α = 0 in our MPM implementation. The denominator in (6.74)

results from the last term on the right hand side of ((4.13)). The particle volume change can

be calculated as

vn+1
p = vn

p [1 + tr(ε̇L−α
p )∆t]. (6.75)

The change of the potential energy can be calculated as

Un+1
p − Un

p =
1

2

Np∑

p=1

[vn+1
p σn+1

p · C−1
p · σn+1

p − vn
p σn

p · C−1
p · σn

p ]

=

Np∑

p=1

vn
p σn

p : ε̇L−α
p ∆t +

1

2

Np∑

p=1

vn
p ε̇L−α

p · Cp · ε̇L−α
p (∆t)2, (6.76)

where we have used the symmetry property of the elastic stiffness tensor ((Cp)ijℓm = (Cp)ℓmij).

Using (6.71) we have

kL
g + Un+1

p = kn
g + Un

p +

Np∑

p=1

vn
p σn

p : (ε̇L−α
p − ε̇L−1/2

p )∆t

+
1

2

Np∑

p=1

vn
p ε̇L−α

p · Cp · ε̇L−α
p (∆t)2. (6.77)

Finally, after using (6.70)we find

Kn+1
g + Un+1

p = Kn
g + Un

p +

Np∑

p=1

vn
p σn

p : (ε̇L−α
p − ε̇L−1/2

p )∆t

+
1

2

Np∑

p=1

vn
p ε̇L−α

p · Cp · ε̇L−α
p (∆t)2 − D. (6.78)
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Noting that the difference ε̇L−α
p − ε̇

L−1/2
p is proportional to time step ∆t, the terms summing

over particles in (6.77) and (6.78) are of second order in the time step. Since D is proved to be

always positive in (6.70), the consequence of lump summing the mass matrix is a numerical

energy dissipation. Relation (6.78) show the numerical scheme used in CartaBlanca has a

numerical error on energy conservation of second order in both spatial and time discretization.

6.7 Calculation of stress acceleration

In the CartaBlanca implementation of the material point method, the momentum equation

(2.14) is rewritten as

∂

∂t
(θk < ρ0

k > ũk) + ∇ · (θk < ρ0
k > ũkũk) = θk∇ · σAk + ∇ · (θk < σk >N )

+ ∇ · [θk(< σ >P
k −σAk)] +

∫
Ċkρ

0
kukdP + fk + θk < ρ0

k > b̃, (6.79)

where < σk >N denotes that the stress is calculated on the mesh nodes, and < σk >P denotes

that the stress is calculated on the material points. The sum

< σk >N + < σk >P =< σk > +σRe
k . (6.80)

The second term on the right hand side of (6.79) is treated as a part of the body force, ρkGk,

in (6.3); and the third term is treated as ∇ · (θkLk) in the equation. The acceleration due

to the node stress < σk >N is calculated using (6.13); and the acceleration due to the stress

on the material points is calculated using (6.15). In a material point calculation, since the

way of treating the body force carries an error related to lump summing the mass matrix as

discussed in Section 6.2, therefore it is preferred that all the stresses are calculated on the

material points, while the stress calculated on the nodes provides a supplementary role. For

instance, using the Kelvin-Voigt model, the elastic stress component on the material points

are calculated in an incremental manner. To include the viscous stress on the material points

in an incremental manner, one needs to calculate dε̇k/dt, which includes a term ũk · ∇ε̇k.

Since the shape function used in this MPM implementation is either linear or bi-linear for
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the velocity, ∇ε̇k cannot be calculated accurately. The formulation of (6.79) with < σk >N

provides an option to calculate the viscous component of the stress on the nodes.

In (6.79) the subtraction of the auxiliary stress σAk is done on the stress on the material

points instead of on the node stress to provide stability in the calculation. In the case of

constant and equal stresses for < σk >P and < σAk >, the third term on the right hand

side of (6.79) is identically zero. If the stress < σk >N= 0 when the material is at rest, then

no motion will be caused in this situation. On the other hand, if < σAk > is subtracted

from < σk >N , instead of from < σk >P , and is calculated on the nodes, the inconsistent

numerical errors from the different ways of calculating the accelerations caused by the stresses

on the material points and on the nodes result in a non-zero value for the sum of the second

and the third terms in (6.79); and then cause an artificial motion of the material.



Chapter 7

Solver

CartaBlanca employs the Jacobian-Free Newton-Krylov method introduced by Brown and

Saad in the early 1990s (Dana .) In a Newton’s method a set of nonlinear equations F (u) = 0

is solved iteratively starting from an initial guess u0. Sequential improvement of the solution

is made by solving

J(un)δn = −F (un), (7.1)

and letting un+1 = un + δn, where J is the Jacobian of the system.

In a Newton-Krylov method, the linear equation system (7.1) is solved using a Krylov

method. For a linear equation system, a Krylov method starts from an initial guess δ(0). The

initial residual r(0) is obtained as

r(0) = −F − Jδ(0). (7.2)

To find the solution of (7.1), the initial guess is corrected as δn = δ(0) + z and the correction

z is found by solving

Jz = r(0). (7.3)

The approximate solution for the linear equations (7.3) is found iteratively, in the Krylov

subspace

Km = span{r(0),Jr(0), ...,Jm−1r(0)}, (7.4)

68



7.1. PRECONDITIONING 69

where m is the number of iterations. For a non-singular Jacobian J , we can show that in

every iteration the dimension of the Krylov space is either increased by one or a solution for

(7.3) is found in Km. Suppose Km has dimension m, or equivalently the vectors in the list

(7.4) are linearly independent. If vector Jmr(0) is linearly independent of the vectors in the

list (7.4) then the Krylov space Km+1 has dimension m + 1. If Jmr(0) is linearly dependent

on the the vectors in the list (7.4) then we have

Jmr(0) = α0r
(0) +

m−1∑

i=1

αiJ
ir(0). (7.5)

The coefficient α0 cannot be zero in (7.5), otherwise by factoring J we find a nonzero solution

for Jx = 0, which is impossible for a non-singular Jacobian J . Rewriting (7.5) we find

Jz = r(0), where

z =
1

α0

(
Jm−1r(0) −

m−1∑

i=1

αiJ
i−1r(0)

)
∈ Km. (7.6)

Since the solution space has finite dimension, a solution will eventually be found using the

Krylov method. In many practical systems a sufficiently accurate solution is found before

the number of iterations reaches the dimension of the entire space. The basis of the Krylov

space is constructed by the Gram-Schmidt orthogonalization process, therefore we only need

to calculate Jz; the matrix J is not needed explicitly and a Jacobian-free method can be

used to solve the equations. The product Jz is calculated approximately as

Jz ≈ F (un + εz) − F (un)

ε
, (7.7)

where ε is a small scalar perturbation parameter.

7.1 Preconditioning

The solution of equation (7.3) using a Krylov method inevitably requires preconditioning. Pre-

conditioning accelerates the Krylov solution method by improving the condition of the matrix

the Krylov method directly sees. To explain the hybrid preconditioning done in CartaBlanca,

it is useful to review some basic concepts. To start, recall that preconditioning requires the
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construction of a matrix operator that approximates the original matrix operator. The ap-

proximate operator can then be used to transform (7.3) into a system that is easier for the

Krylov method to solve. This can be done in two ways, called right and left preconditioning.

7.1.1 Right preconditioning

For right preconditioning, we transform (7.3) as

JR−1Rz = r0, (7.8)

J̃y = r0, (7.9)

where J̃ = JR−1 and y = Rz. If R is chosen properly such that J̃ is better conditioned,

then the Krylov iteration can be accelerated. The Krylov subspace defined in (7.4) for J̃ is

K̃m = span{r(0), J̃r(0), ..., J̃
m−1

r(0)}. (7.10)

After the solution of (7.9) is found in this Krylov subspace, the solution of (7.3), or (7.8), can

be found with z = R−1y.

In many numerical calculations, the right preconditioner is chosen according to the physics

related to the problem as we shall discuss in section 7.2. The right preconditioner chosen is

often quite “close” (in physical meaning) to the matrix J . In this way the Krylov iteration

procedure with the right preconditioner can be viewed as an iterative prediction-correction

method to find the solution for (7.3). In Krylov iterations we can view z′ = R−1rn
0 , where

rn
0 is the residual at the end of n Krylov iterations, as the predicted solution of (7.3) and

then substitute this solution into (7.3) to find the residual rn+1
0 = Jz′ = J̃rn

0 in the Krylov

subspace K̃m for the next iteration. In a Jacobian-free method, the vector J̃y is calculated

using (7.7) as

J̃y = JR−1y ≈ F (un + εR−1y) − F (un)

ε
. (7.11)

In this way each Krylov iteration requires the calculation z = R−1y. Therefore R should be

chosen such that z can be solved for easily. In many cases the choice of the preconditioner
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depends on the physical problem to be solved. We shall discuss this further in section 7.2.

7.1.2 Left Preconditioning

Similarly to right preconditioning, we find a left preconditioner L, as we shall discuss in the

following section, such that L−1Jz is better conditioned to accelerate the Krylov iterations.

We transform (7.3) as

L−1Jz = L−1r0. (7.12)

Using (7.2) we can write

L−1Jz = −L−1F − L−1Jδ(0). (7.13)

In many cases the preconditioner L is a function of un or z. In solving (7.13) the

value of un is kept fixed. The solution un+1 = un + z from this approach does not sat-

isfy L−1(un+1)J(un+1)z = L−1(un+1)r
0; instead it satisfies L−1(un)J(un)z = L−1(un)r0,

or (7.3).

7.2 Hybrid preconditioning

In a numerical calculation to accelerate the convergence of the Krylov iteration, often both

left and right preconditioners are applied. With right and left preconditioners, equation (7.3)

is written as

L−1JR−1Rz = −L−1r(0). (7.14)

Specification of preconditioners is not unique and is a subject of research. In CartaBlanca, the

left operator preconditions inter-field coupling at a given node only; and the right operator

preconditions inter-node coupling within a field on a field-by-field basis.

To perform the left preconditioning step for inter-field coupling, a small matrix is assembled

from the elements of the Jacobian that describe the interaction among the field variables at a

node. We neglect the interactions with all other variables on other nodes. This results in an

N ×N system of equations at each node where N is the number of field variables. We invert
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these systems and report the resulting transformed residuals, the right hand side of (7.14).

Thus, the left preconditioner matrix is a block diagonal matrix composed of N × N blocks

for each node in the mesh.

From this result, the transformed system is then subjected to right preconditioning to

address the inter-node coupling in each field. This is done in a conventional fashion from

within the Krylov solver itself.

To explain further, let J
fg
ij be the element of the Jacobian matrix at node i interacting

with node j for field f interacting with field g. Also, let z
f
i and r

f
i be, respectively, the

correction for the solution and the residual for field f at node i. Then the equation for the

residual for field f at node i is

∑

g

∑

j

J
fg
ij z

g
j = −r

f
i . (7.15)

For preconditioning inter-field coupling at node i, we extract only the equations for that node

and ignore effects of other nodes,

∑

g

J
fg
ii z

g
i = −r

f
i −

∑

g

∑

j 6=i

J
fg
ij z

g
j . (7.16)

The left preconditioner L is then a block diagonal, N × N matrix, J
fg
ii .

To perform the inter-node, or right, preconditioning for field f , we extract only the equa-

tions for that field and drop the effects of other fields,

∑

j

J
ff
ij z

f
j = −r

f
i . (7.17)

In other words, the right preconditioner matrix R is constructed by replacing the correspond-

ing elements in an identity matrix, with the same rank as J , by J
ff
ij . Such a constructed

preconditioner R does not contain inter-field elements (Jfg
ij , f 6= g). Because of this property,

in a numerical calculation, the right preconditioner matrix R does not need to be formed ex-

plicitly. The solution for equation y = Rz is found field by field without the need to consider

inter-field interactions.



7.2. HYBRID PRECONDITIONING 73

In this hybrid preconditioning approach, the physics of inter-node interactions for a field is

mostly calculated by right preconditioning and the physics of inter-field interactions at a node

are mostly calculated by left preconditioning. The Krylov iterations ensure the final solution

correctly accounts for the remaining physics of inter-node and inter-field interactions.

In solving y = Rz, approximate solutions are obtained using smoothers such as Jacobi,

SSOR and ILU0 are available in CartaBlanca as user options. In addition, the Conjugate

Gradient method can also be used. In order to promote parallel algorithmic scaling, a 2-level

method (Knoll et al. 1999) can be used to bring a zeroth order multigrid character to the

inter-node preconditioning operation.

7.2.1 Right preconditioner for pressure

Equation (3.3) for pressure is preconditioned by extracting the operator acting on the pressure

variable. Following the technique of Kashiwa et. al. (1994), we find the pressure correction

operator to be

V n
∑

k

ρk

ρ0
kc

2
k

pL − (∆t)2

ρ0
k

∑

e

∑

k

ρke

ρ0
ke

∇pL · neAe, (7.18)

where pL is the Lagrangian step, time advanced pressure, and subscripts e denote the average

over the time interval of the conserved quantity passing through the face e. The pressure

gradient in the normal direction of the surface e is

∇pL · ne =
pL

left − pL
right

|xleft − xright|
xleft − xright

|xleft − xright|
· ne, (7.19)

where left and right refer to the logical left and right nodes for a given face. The quantity x

is the position vector of the node. Pressure operator (7.18) is used as the right preconditioner

for the pressure equation.

7.2.2 In-function left preconditioner for coupling terms

In this section we present a method for solving the energy equation in temperature form, for

two phases k and ℓ. Extension to velocity coupling is identical. To be able to consider tight
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temperature coupling between phases, the Lagrangian temperature of the phase is obtained

by solving

TL
k = T n

k +
∆t

ρn
kCk


θk

∑

ℓ 6=k

θℓHkℓ(T
L
ℓ − TL

k ) + θk∇ · (Km∇Tm)


 . (7.20)

This corresponds to the use of the left preconditioner L in the temperature equation (3.37)

L =




1 + θℓHkℓ

ρ0
k
Ck

− θℓRkℓ

ρ0
k
Ck

− θkHkℓ

ρ0
ℓ
Cℓ

1 + θkRkℓ

ρ0
ℓ
Cℓ


 . (7.21)

This is applied on a per-node basis to the residual.

The Lagrangian step using (5.12) for the enthalpy equation (2.18) can be written as

hL
k = hn

k + ∆t


θk

∑

ℓ 6=k

θℓHkℓ(T
L
ℓ − TL

k ) + θk∇ · (Km∇Tm)


 . (7.22)

The preconditioner for the enthalpy equation is slightly more complicated because the tem-

perature stays at a constant Tpc during phase change. The left preconditioner for the enthalpy

is

L =




1 + θℓHkℓ

ρ0
k
Ck

βk − θℓHkℓ

ρ0
k
Ck

βk

− θkHkℓ

ρ0
ℓ
Cℓ

βℓ 1 + θkHkℓ

ρ0
ℓ
Cℓ

βℓ


 , (7.23)

where

β =





1/Cℓ if h < hpc
ℓ

Tpc if hpc
ℓ ≤ h ≤ hpc

k

1/Ck if h > hpc
k

(7.24)

in the case that phase ℓ has lower enthalpy than phase k during the phase change between

phases ℓ and k.

7.2.3 Right preconditioner for temperature

The right side preconditioner for the energy equation extracted from the time derivative term

and the diffusion term of (3.37). It is given as

V n
∑

k

ρk

ρ0
kC

2
k

T̃L
k − ∆t

ρ0
kCk

∑

e

∑

k

Km∇T̃L
k · neAe, (7.25)

where Ck is the heat capacity of phase k, Km is the mixture conductivity, and the normal

component of the temperature gradient is calculated as in (7.19) with p replaced by T .
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Appendix: Probability and average

Following statistical mechanics, Zhang and Prosperetti (1994, 1997) derived averaged equa-

tions by averaging over an ensemble of two-phase flows. They used the Liouville equation in

a phase space comprised of the positions and velocities of particles. For the potential and

Stokes flows they treated, the motion of the continuous fluid is uniquely determined by the

motions and positions of the particles; therefore the continuous fluid does not possess addi-

tional degrees of freedom, and the phase space has a finite dimension. This is no longer true

for flows with finite Reynolds number, in which the degrees of freedom of the continuous fluid

are infinite. Thus the concept of probability defined in a finite-dimensional phase space needs

to be extended to handle these systems. For such an extension, we note that the probability

of finding flows in a given subset of the ensemble is defined by the nature of the physics

involved, and is independent of the parameters, or degrees of freedom, that we choose to

describe them. This notion of parameter independence is similar to the notion of coordinate

system independence in describing physical systems; different coordinate systems can be used

to describe the same set of flows. In different descriptions of the flows, the phase space and

the probability density are different, but the probability of finding flows belonging to the

subset of the ensemble is independent of the description. The probability density defined in

a phase space is merely a representation of the probability defined by the physical process.

This description-independent probability can be used to treat systems with finite or infinite

degrees of freedom, because degrees of freedom, finite or infinite, are merely descriptions of

the system. This type of probability is common in real analysis and modern probability the-
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ory. Drew and Passman (1999) used this probability as a conceptual starting point to derive

averaged equations for multiphase flows.

Following Drew and Passman, we now introduce a probability P defined on a collection

of subsets of the flows in the ensemble Ω. A subset in the collection is called an event

in probability theory. The probability is a set function that maps an event (a subset in the

collection), to a real number between 0 and 1. To ensure that such a probability is well defined

and has the properties with which we are already familiar, there are certain conditions that

need to be satisfied by the set function and by the collection of the subsets. Almost all physical

systems of interest satisfy these conditions; therefore we do not list them here. Readers

interested in more details are referred to textbooks on real analysis and probability theory,

(e.g. Ash 1972). The focus of this Appendix is the connection between this probability and

the probability density defined in the phase space used by Zhang and Prosperetti (1994, 1997)

in the derivation of the averaged equations. This connection is particularly useful because the

probability defined on the collection of subsets is quite abstract and difficult to manipulate.

The probability defined in the phase space, although not as general, is easy to apply. For

instance, the small particle approximation (Zhang and Prosperetti 1994, 1997) can only be

obtained by using the probability density defined on particle configurations as derived in the

following.

The average of function, f , which depends on a spatial position x, time t and flow F in

the ensemble, is the probability integral (associated with the probability measure) over all

possible flows in the ensemble, and is denoted as
∫

f(x, t,F)dP. Here, we assume that all the

functions of interest satisfy the integrability condition under the probability P (Yosida, 1966,

Ash 1972). For such a probability to be useful we further assume that differentiation with

respect to both position x and time t can be exchanged freely with the probability integral

for the functions of interest.

For a system with N particles at time t the probability density of finding a particle
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configuration CN = {x1, · · · ,xN ;v1, · · · ,vN} in which a particle α is at a specified position

xα with a specified velocity vα for α = 1, · · · ,N is related to the probability P as follows.

P (CN , t) =

∫
δ[x1 − y1(F , t)] · · · δ[xN − yN (F , t)]

δ[v1 − w1(F , t)] · · · δ[vN − wN (F , t)]dP, (A.1)

where yα(F , t) and wα(F , t) are the position and velocity of particle α in flow F at time t. In

this definition the δ-functions select the flows with configuration CN from the ensemble; and

the integral averages over all the flows satisfying the configuration. The conditional average

q(x, t|CN ) of a quantity q(x, t,F) given the configuration CN can be calculated by averaging

over all flows satisfying the configuration as

P (CN , t)q(x, t|CN ) =

∫
q(x, t,F)δ[x1 − y1(F , t)] · · · δ[xN − yN (F , t)]

δ[v1 − w1(F , t)] · · · δ[vN − wN (F , t)]dP. (A.2)

In particular, the conditionally averaged acceleration v̇α of particle α can be calculated by

P (CN , t)v̇α(t|CN ) =

∫
ẇα(F , t)δ[x1 − y1(F , t)] · · · δ[xN − yN (F , t)]

δ[v1 − w1(F , t)] · · · δ[vN − wN (F , t)]dP. (A.3)

By differentiating (A.1) with respect to time t and then using (A.2), we find a generalized

Liouville equation,

∂P

∂t
+

N∑

α=1

[∇xα · (vαP ) + ∇vα · (v̇αP )] = 0, (A.4)

where we have used ∇yα
δ(xα−yα) = −∇xαδ(xα−yα) and ∇wαδ(vα−wα) = −∇vαδ(vα−

wα), and exchanged differentiation with the probability integration. For systems that can be

uniquely described by the particle configuration CN , the average sign (over-bar) for the accel-

eration v̇α is not necessary (v̇α = ẇα), and equation (A.4) becomes the Liouville equation.

The probability density defined in (A.1) is for distinguishable particles, while the probabil-

ity density Pzp used by Zhang and Prosperetti (1994, 1997) is for indistinguishable particles.
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These two probabilities are connected simply by Pzp =
∑

P (CN , t), where the summation is

over all N ! possible permutations of particle numberings. Therefore the probability density

defined in (A.1) normalizes to one, while Pzp normalizes to N !. Using this connection, one

can show that generalized Liouville equation (A.4) is also satisfied by Pzp. This result implies

that probability used here is consistent with the probability used by Zhang and Prosperetti

(1994, 1997) for the cases they treated.

Because we have derived the generalized Liouville equation (A.4) and the transport equa-

tion (2.3) without referring to the phase space, the equations obtained by Zhang and Pros-

peretti (1994, 1997) can be used in disperse multiphase flows with finite Reynolds numbers.


