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ABSTRACT

A quarter-scale cold model of American Electric Power’s 70 MW. Tidd pressurized
fluidized bed combustor (PFBC) has been constructed based on a simplified set of scaling
parameters. Time-varying pressure drop data from the hot combustor and the cold model
were used to compare the hydrodynamics of the two beds. Excellent agreement between
the dimensionless probability density functions, the mean solid fraction profiles, and the
bed expansions, provide a verification of the scaling parameters for commercial bubbling
PFBC.

Some controversy has surrounded the importance of matching the solid-to-gas density
ratio when scaling bubbling beds. Hydrodynamic scaling comparisons were conducted
with all the scaling parameters matched with the exception of the density ratio. The
comparisons indicate that to reliably scale the hydrodynamics of bubbling beds it is
essential to match the solid-to-gas density ratio.

Bubbles provide the motive force for solids mixing in bubbling fluidized beds, prompting
an investigation of the bubble characteristics in the cold model of the Tidd PFBC. A
unique optical bubble probe design was used to measure bubble rise velocities, mean
pierced lengths, and bubble frequency. Gas through-flow and bubble-growth rates appear
to be significantly lower in pressurized beds than in atmospheric fluidized beds.

A thermal tracer technique has been implemented in the cold model of the Tidd PFBC.
The technique involves thermally tagging bed particles, injecting them into the bed, and
tracking their motion using an array of thermistors, The thermal tracer data suggest that
the tube bank within the bed restricts solids mixing, making adequate mixing in the tube-
free zone at the bottom of the bed of paramount importance. Increasing gas superilcial
velocity is shown to increase both axial and lateral mixing beneath the tube bank.

A mechanistic model of solids mixing in bubbling fluidized beds has been developed.
Axial solids mixing is attributed to bubbles transporting solids vertically as they rise to the
surface of the bed, while lateral mixing is associated with the lateral motion of bubbles as
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they move to coalesce with neighboring bubbles. Comparisons of model with ~he thermal-
tracer data and data from a previous study are encouraging; reasonable predictions of the
data are achieved without adjusting the parameters of the model to fit the data,

Thesis Supervisor: Leon R, Glicksman
Title: Professor of Building Technology and Mechanical Engineering
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1. Introduction

Initial interest in using fluidized beds for coal combustion developed during the late 1960s

in response to environmental concerns related to burning fossil l%els (Tung and Williams,

1987). Fluidized beds offer the capability to simultaneously bum coal and clean the

combustion gases, significantly lowering sulfur oxide (SOJ emissions. They also operate

atsignMmntly lower kqemtures l.han conventional pukrized-cm@ants  prevmtinglhe

formation of thermal nitrogen oxides (NO.). Both pollutants are thought to contribute to

acid rain.

The United States has significant coal reserves, some estimate a 300 year supply (Whitney,

1992), making coal an important s~ategic energy resource. It became apparent during the

energy crisis of the early 1970s that the U.S. needed to reduce its dependence on foreign

energy sources. Fluidized beds represented an environmentally acceptable way of

exploiting U.S. coal reserves, prompting an increase in research and development related

to fluidized-bed coal combustion.

Although the underlying interest in fluidized beds is primarily related to their
—

environmental performance, the hydrodynamics of a fluidized bed significantly influences

both its environmental and thermal performance. Hence, understanding the

hydrodynamics of fluidized lkds is essential to fully capitalize on the benefits of fluidized-

bed combustion. Pressurized fluidized bed combustors (PFBC) represent a new

technology that offers higher cycle efficiencies than traditional atmospheric-fluidized-bed

and pulverized-coal combustors. This study focuses on the hydrodynamics of pressurized

fluidized bed combustors.
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1.1 Background

1.1.1 Advantages of Fluidked Bed Combustors

Fluidized bed combustors (FBC) offer several advantages over conventional pulverized-

coal (PC) combustors. These advantages include: greater fuel flexibility, improved

environmental performance, and smalkrboiirsb.

High solids mixing rates promote temperature uniformity within me bed, even in the

presence of highly exothermic combustion reactions. These high mixing rates and the

large thermal inertia of the bed give fluidized beds the capability bum a broad range of

fuels of varying qualhy; possible fuels include inexpensive coals, lignites, wood, and

waste products (Carpenter et al., 1991). In contrast, pulverized-coal combustors  require

much higher grade fhels, High mixing rates also make it possible to burn coal at relatively

low temperatures. Fluidized bed combustors typically operate at temperatures of around

1100K, this is approximately half the combustion temperature commonly found in

pulverized-coal plants. The low combustion temperatures prevent the formation of

thermal nitrogen oxides, reducing overall nitrogen oxide emissions by up to 75% over PC

plants (Carpenter et al., 1991).

Due to the high sulfur content of many coals, sulfur dioxide (S02) is a common byproduct

of coal combustion, As mentioned previously, sulfbr dioxide is an environmental pollutant

that is believed to contribute to acid rain. PC plants typically use flue-gas scrubbers to

control sulfur-dioxide emissions. Fluidized bed combustors have the advantage that they

can bum coal and capture the sulfur dioxide in the combustion gases simultaneously.

Fluidized bed combustors typically use CaO-based materials, such as limestone, for the

bed solids (sorbent). The sulfur dioxide is captured by sulfation reactions with the bed

material to form products such as calcium sulfate (Tung and Williams, 1987). These

sulfation reactions are particularly effective at fluidized bed combustion temperatures.
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The resulting sulfated sorbent is a much more manageable dry solid waste in comparison

to the wet sludge produced by conventional flue-gas scrubber systems (Carpenter et al.

1991). Current fluidized-bed combustor  designs can capture 90-98% of the sulfur

released by the coal during combustion (Alvarez Cuenca and Anthony, 1995).

Fluidized beds offer heat transfer rates that are four to five times higher than those in

conventional PC plants (Dept. of Energy, 1990). These high heat transfer rates provides

the potential for si@ficant Auctions in boiler size. Bubbling beds have the heat transfer

surface (boiler tubes) immersed within the bed and in water-cooled wails, permitting a

particularly compact boiler design.

1,1.2 Pressurized Fluidized Bed Combustors (PFBC)

Pressurizing a fluidized-bed boiler provides the added potential for operating in a

combined-cycle configuration. Conventional atmospheric fluidized bed combustors serve

as the boiler for a Rankine cycle. Steam is generated as water flows through tubes

immersed in the bed. PFBC plants use compressed air (up to 20 Mpa (Gogolek and

Grace, 1995)) to fluidize the bed. The coal combustion in the bed increases the enthalpy

of the air, providing the opportunity to expand the pressurized gases through a gas turbine

to extract additional work from the system, Hence, PFBC plants typically operate with a

Rankine cycle on the steam side and an open Brayton cycle on the gas side. Figure 1

illustrates a simple PFBC cycle. Direct coal-fired combined cycles have the potential to

provide plant efficiencies of 40-43% (HHV) (Alvarez Cuenca and Anthony, 1995).

Due to their high energy release rates per unit bed volume, PFBC boilers have much

deeper beds than atmospheric fluidized bed combustors. They also tend to have lower gas

velocities (several times that required to fluidize the bed). These factors provide increased

residence times, improving combustion efficiencies and sulfur capture over atmospheric

designs.

21



4-
L

<
-
-
-
-
-
-
-

 -
-
-
-
-
-
-

 -
-

4

I

v n
-+

. . .
.. “

.“
“m

-”
-”

+
“

0

D
F

--.

0 u CD 3

‘b-1 0
>

s
 

G
“



1.1.3 Regimes of Fluidization

Fluidized bed combustors typically operate in either bubbling or circulating regimes of

fluidization. The circulating regime of fluidization is also commonly referred to as the fast

fluidization regime. Figure 2 illustrates the two flow regimes.

H. . .., \
.’, . :“.$

. 1,.
,,

:.+.:.:25
!#q:jj:

j#kyi:., .<,

Bubbling Regime Circulating Regime

Figure 2: Bubbling and Circulating Regimes of Fluidization (Grace, 1982)

In bubbling beds, gas bubbles format the distributor and rise through an emulsion of

fluidized solids. The emulsion is typically assumed to be close to minimum fluidization

conditions (i.e., the point at which the drag on the particles equals their weight). As

bubbles rise through the bed, they can grow by coalescing with neighboring bubbles.

Bubble growth is often limited by the presence of tubes immersed in the bed; the in-bed

tubes have a significant effect on the bed hydrodynamics. The eruption of bubbles at the

surface of the bed, ejects particles into the freeboard region above the bed surface. These

particles undergo significant lateral dispersion across the surface of the bed.
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In circulating fluidized beds (CFB) the bed has no distinct upper surface; particles are

transported upward and out of the bed, captured using cyclone separators, and then

recycled to the bottom of the bed. The hydrodynamics of a CFB are often described in

terms of a core-annulus structure. Gas and particles, both single particles and particle

clusters, flow upward in the core of a CFB. At the walls of the bed, an annulus of particle

strands (frequently referred to as clusters) flows downward, but the net solids flux in a

CFB is upward. Particle exchange takes place between the core and annulus regions

through deposition andentxainment processes. Combustion can be staged in circulating

fluidized bed making further reductions in NO. emissions possible.

1.2 Thesis Research Objectives and Motivation

The work presented in this thesis focuses on two areas related to the hydrodynamics of

pressurized bubbling fluidized bed combustors-hydrodynamic scaling and solids mixing.

1,2.1 Hydrodynamic Scaling

One of the most challenging problems encountered by a fluidized-bed designer is assessing

how changes in bed geometry and operating conditions affect combustor performance.

Typically, new combustor designs are based on operating experience from small pilot

plants with power outputs in the neighborhood of 2 MWt. Commercial fluidimd bed

combustors  can generate well over 100 MWc of power. (As of 1991, the largest

atmospheric bubbling-bed plant was the Tennessee Valley Authority’s Shawnee steam

plant in Kentucky, which produces 160 MW, of power (Makanski, 1991).) Hence it is

essential that designers have the capability to reliably scale up pilot plant performance to

commercially viable levels. Hydrodynamic scaling provides a rational approach to address

this scale-up issue.
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Hydrodynamic scaling also provides away for designers to construct a laboratory-scale

cold model that can be used to simulate the hydrodynamics of a hot combustor. A cold

model of a combustor represents an inexpensive and convenient platform for conducting

detailed hydrodynamic studies that would otherwise be impossible in the hostile

environment of a fluid~zed bed combustor. For example, bubbles in bubbling fluidked

beds play a central role in solids mixing and in gas flow patterns through the bed. Yet it is

virtually impossible to measure the characteristics of the bubbles in a hot combustor. In

contras~ the literature is replete with meamwments of the bubbles in cold laboratoyscale

fluidized beds (e.g., Olowson  and Almstedt,  1990; Werther and Molerus, 1973a,b),

although few studies have paid attention to proper hydrodynamic scaling to ensure that the

data are relevant to the hydrodynamics of a hot combustor, Therefore, hydrodynamic

scaling makes it possible to conduct fast and inexpensive tests, in the convenience of the

laboratory, to evaluate the effects varying bed geometxy and operating conditions on bed

hydrodynamics.

The first objective of this study was to identify and veri~ a set of parameters for scaling

the hydrodynamics of commercial-scale pressurized fluidized bed combustors (PFBC).

Data from the Tidd PFBC 70 MW. combustor were used as the basis for the scaling

comparison. The data from the Tidd plant provide the unique opportunity to verify a set

of scaling relationships for a truly commercial-scale fluidized bed combustor. The Tidd

PFBC is a f~st-of-a-kind PFBC combined-cycle plant in the United States. Only two

similar plants exist in the world–the V&tan plant in Sweden and the Escatr6n plant in

Spain. The Tidd plant is owned and operated by American Electric Power Company, Inc.

and is located on the banks of the Ohio River in Brilliant, Ohio.

One of the scaling parameters used to scale the Tidd PFBC was the ratio of the solid

particle density (p,) to the density of the fluidizing gas (pJ. This scaling parameter has

been found to be essential for scaling circulating fluidized (Glicksman et al. 1993), but

some controversy remained over its importance for scaling bubbling fluidized beds. For

example, Horio et al. (1986) and Horio et al. (1989) contend that the solid-to-gas density
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ratio (pJpJ is unimportant for scaling fluidized beds. This motivated an investigation to

assess the importance of matching the density ratio when scaling bubbling fluidized beds.

1.2.2 Solids Mixing in Pressurized Bubbling Fluidized Beds

Coal is pumped into a PFBC in the form of a paste through fuel nozzles positioned near

the bottommf the bed. T&mixing of solids within thebedtlistribhtes  the.fhel. Although

the complete combustion of the coal takes roughly 10 minutes, the coal devolatilizes in

approximately 6 seconds (Andrei et al., 1985). The devolatilization time is comparable to

the mixing times (Gogolek and Grace, 1995). Inadequate solids mixing can lead to the

depletion of the oxygen in the vicinity of the fhel nozzles, producing plumes of unburned

volatiles that rise through the bed into the freeboard. Once the volatiles reach the

freeboard, there is sufficient oxygen for the volatiles to burn, Post-bed combustion can

produce unsatisfactorily high freeboard and cyclone temperatures. An additional problem

with the combustion in the freeboard is that there is insufficient sorbent in this region to

adequately capture the sulfur dioxide produced by the combustion, This problem can be

solved by reducing the fuel feedrate, but this reduces the capacity of the boiler.

Alternatively, additiona! fiel feed points can be added, but this can substantially increase

the cost of the boiler (-$250,000 for each feed-point pump). So there is a trade-off

between performance and cost. An understanding of short-term solids mixing in PFBCS is

required to estimate the location where the volatiles are released and the necessary feed-

point spacing.

Early in its operation, Tidd experienced several problems related to insufficient solids

mixing (McDonald, 1992). Failure to achieve sufficient distribution of the i%el led to

plumes of volatiles burning in the freeboard and in the cyclones. Tidd also experienced

high carbon carryover at low loads causing dip-leg fires. Baffles were installed above the

fuel nozzles, among other measures, to improve the lateral distribution of fuel (McDonald,
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1992). Hence, inadequate .solids mixing is a very real and practical problem in PFBCS, and

it is essential to obtain a better understanding of how solids mix in a PFBC.

As discussed in Section 1.2.1, cold scale models offer a convenient platform for

conducting detailed hydrodynamic studies. In thk study, the rare opportunity exists to use

a cold model of an actual PFBC combustor-the Tidd PFBC-to investigate solids mixing in

PFBCS.

1.3 Organization of Thesis

This thesis is divided into eleven chapters, including this introduction, followed by the

appendices, Each chapter has its own nomenclature and reference sections for increased

reader convenience. In an attempt to make the information in this thesis more accessible,

experimental setups and experimental results are generally described in separate chapters,

Chapters 2 through 5 present the work done on hydrodynamic scaling. After a brief

review of dimensional analysis and similarity, Chapter 2 presents a development of the

scaling parameters used in this study and reviews previous experimental work on

hydrodynamic scaling in both bubbling and circulating fluidized beds. Chapter 3 describes

the experimental setups for both the Tidd plant and the cold model. Detailed information

regarding the tube bank geometry has been omitted due to its proprietary nature. Chapter

4 presents the results of the hydrodynamic scaling comparisons. Finally, Chapter 5

discusses some small-scale tests that were conducted to investigate the importance of

matching the solid-to-gas density ratio when scaling bubbling fluidhd beds.

Chapters 6 through 10 address the work related to solids mixing in PFBCS. Chapter 6

reviews the relevant literature related to solids mixing in bubbling fluidiizd beds. As

described in Chapter 6, the characteristics of the bubbles in the bed play a central role in

the mixing of solids. This motivated the measurement of the bubble characteristics in the
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cold model using a unique optical probe design. The results of these measurements are !
1

presented in Chapter 7. A thermal tracer technique has been used to study the motion of I,
the solids within the cold model. Tlis method of investigating solids mixing is described I

1

in Chapter 8, and the results are presented in Chapter 9. Chapter 10 presents the
,

development of a mechanistic model of solids mixing in bubbling fluidized beds. Many of I

the bubble characteristics described in Chapter 7 are used as inputs to the model. The

model described in Chapter 10 represents a completely new approach to modeling solids

-h bubblingfluidizxli)eds.

Finally, Chapter 11 summarizes the conclusions from both the hydrodynamic scaling and

the solids mixing work presented in this thesis. This is followed by recommendations for

future work.
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2. Review of Fluidized  Bed Hydrodynamic Scaling

2.1 Overview of Work Related to Hydrodynamic Scaling

After briefly nxiewing dimensional analysis and similarity, this chapter presents the

development of a set of hydrodynamic scaling parameters. These pu&neters were used to

specify the geometry and operating condhions of a cold model intended to simulate the

hydrodynamics of the Tidd PFBC. This is followed by a review of the work done to

experimentally verify hydrodynamic scaling for both bubbling and circulating fluidized bed

hydrodynamics. Chapter 3 describes both the Tidd PFBC and the cold-model

experimental setups, And Chapter 4 summarizes the work done to verify a set of

hydrodynamic scaling parameters for use with commercial pressurized bubbling fluidized

bed combustors. Finally, Chapter 5 presents the results from some additional small-scale

experiments that were conducted to demonstrate the importance of matching the solid-to-

gas density ratio. when scaling bubbling fluidized beds.

2.2 Dimensional Analysis and Similarity

Dimensional analysis is a powerful analytical technique, particularly in situations where the

equations governing a physical problem are either unknown or not easily solved.

Dimensional analysis reduces the number of independent parameters on which a physical

problem depends. The independent parameters are those that affeet the value of

dependent variable, and each independent parameter can be set without affecting the other

independent parameters, Dimensional analysis”is also useful for generalizing experimental

Nsults and aiding in their correlation. For example, dimensional analysis can be used to

show how the friction factor (nondimensional wail shear stress) in turbulent pipe flow is a

function of Reynolds number and dimensionless roughness height, or similarly how the lift

coefficient (nondimensional lift force) for aerodynamic bodies depends on Reynolds
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number and angle of attack, There area number of dimensional analysis techniques;

Buckingham’s pi-theorem (Buckingham, 1914) and the method of nondimensionalizing the

governing equations and boundary conditions (inspectional analysis) will be discussed.

Experiments on a full-size commercial prototype are often prohibitively expensive and

complex. One of the additional benefits of dimensional analysis is that it provides a way of

properly scaling between a full-size prototype (target) and a laborato~ scale model. By

~fiappropriatedimensionless parameters, whichesultfiomahe  dimensional

analysis, between the model and the target prototype, dynamically similar behavior

(similarity) will be achieved when it is expressed in the proper nondimensional form.

These laws make it possible to obtain useful information regarding the behavior of a full-

size prototype using a properly scaled model.

2.2.1 Buckingham Pi Theorem

Buckingham’s pi theorem provides a simple method of forming the dimensionless

parameters that govern a physical process. The resulting dimensionless parameters are the

so-called pi groups.

Buckingham’s pi theorem states that if a physical process depends on n independent

parameters, it can be simplified to a relationship between (n-k) dimensionless parameters

(pi groups). k is the number of dimensionally independent parameters, which is less than

or equal to the number of dimensions (e.g., M=mass, L=length, t=time) in the original n

parameters.
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2,2.1.1 Buckingham Pi Theorem Procedure

The pi theorem is best demonstrated by an example; consider the case where the minimum

fluidization velocity (uti) is the dependent parameter. Buckingham pi reduces the ~

dependence of the minimum fluidization velocity on the relevant independent parameters

to its simplest form.

The frost step is to identify the complete set of dimensional independent parameters that

are pertinent to the physical problem. It should be emphasized that the physics must be

correct; if an important independent parameter is left out, the dimensional analysis will fail.

Similarly, spurious independent parameters unnecessarily complicate the results of the

dimensional analysis and reduce its utility. Again, the independent parameters are those

that affect the value of a dependent parameter or variable, but can be set independent of

each other. Typical examples include geometric or operating parameters that can be

controlled independent of each other. In this particular example, it can be argued that the

minimum fluidization velocity depends on the dominant forces on the particles and the

particle geometry. We will assume that the dominant forces on the particles are: the force

of buoyancy [(p,-p~)g], viscous forces (~), and fluid inextia forces (pJ. Note that gravity

appears combined with the difference in densities in the buoyancy term, not as a separate

independent parameter. The particle geome~ can be characterized by the mean particle

diameter (dP), the minimum fluidization voidage (~), and the particle sphericity ($,).

Particle inertia, which would require the inclusion of p, in the list of independent

parameters, is assumed to be small for conditions near minimum fluidization,

u~fcn{(ps-pg)g, IL pgt dp, %) %) (1)

The next step is to list the dimensions of both the independent and the dependent

parameters, The most common dimensions are mass (M), length (L), time (t), and

temperature (T). In the case of the minimum fluidization velocity,
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[Uti] = L/t [p] = M/U KPs-Pg)gl  = hm2t2

[pg] = M/L3 [d,] = L [M] = 1

[$,] =1.

Temperature does not appear in this case.

(2)

A dimensionally independent subset of the independent parameters must be specified; the

dimensionally independent parameters are used to nondimensionalize the remaining

Tararneters. innrderforthe  parameters to be dimensionally independen~ it should mot be

possible to construct a dimensionless parameter (pi group) from them. Typically, the

number of dimensionally independent parameters is equal to the number of dimensions in

the problem. Selecting pg (M/Ls), v (M/U), and dP (L) as the dimensionally independent

parameters, and nondimensionalizing the remaining independent parameters and the

dependent parameter using these gives

((+ u~f dP = fcn (p, - Qp~gd~

P )
,Emf,4j .

P*
(3)

This can be written more concisely as,

Reti = fcn(Ar, ~, $,), (4)

where Red is the particle Reynolds number at minimum fluidization, and

03/AI’ = P,- Pg P~ g dP P* is the Archimedes number. A functional form for this

relationship is given by the Ergun equation (Ergun, 1952), which at minimum fluidization

conditions is given by

1.75 150(1 - &mf)
—  Re~f + Re~f = Ar.
E% 4$ Eif 0:

(5)

Wen and Yu ( 1966) assumed that ~ is only a fimction of $, and showed that over a wide

range of conditions 1/($$ %3) and ( 1-~)/($~~3)  are approximately constant, Solving for

Red and assuming that the coefficients are constant gives

Reti  = ~C~ + C2Ar - Cl,
o

(6)

where Grace (1982) recommends values of 27.2 and 0.0408 for Cl and C2, respectively,
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This example illustrates the application of the Buckingham pi approach of dimensional

analysis. It also shows how with additional physical insight into the problem

simplifications are possible. If p~, p,, and g had been listed individually as independent

parameters, which would have occurred if no additional physical insight had been used,

two additional independent dimensionless parameters would have resulted. The larger the

number of independent dimensionless parameters the more complicated the task of

correlating experimmd data.

2.2.1.2 Application of Buckingham Pi to Fluidized Bed Hydrodynamics

The Buckingham pi procedure, presented in Section 2.2,1.1, can be applied to determine

the dimensionless groups that govern the hydrodynamic behavior of fluidized beds. If we

take the pressure drop as the dependent parameter of interest, we can use Buckingham pi

to determine the independent dimensionless parameters on which it depends.

To maintain generality, we will resist the temptation to simpli~ and take the complete list

of the independent parameters to be

Ap = fcn(u~, g, D, L dp, PS, pg, IL %). (7)

These parameters have the dimensions:

[Ap]=M/(Lt2) [uo]=L/t [gJ=L/t*
[DJ=L [L]=L [44)=1 (8)
[p6]=M53 [pg]=M/L3 [p]=M/(Lt).
[dP]=L

Choosing UO (L/t), D (L), and p~ (M/L3) as the dimensionally independent parameters and

nondimensionalizing the remaining parameters with these gives:

Ap

[

P, gD L  D  P+D—= fcn —————
Pg u: o

)Pg’ug’D’dP’ p ‘ s “

This set of dimensionless parameters is identical to the scaling laws developed by

(9)

Glicksman (1984), which resulted from the nondimensionalization of the Jackson (1971)
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equations of motion for fluidized beds. The number of nondimensional independent

parameters is fwed unless simplifications can be justified, but they can be arbitrarily

arranged in different forms. For example, the Archimedes number when p,>> p~ (which is

common in gas fluidized beds) results from

(lo)

It is important to note that Ar cannot be used to replace the three parameters, it can only

be substituted for one such tlat the numhr of independent parameters remains the same.

Simplifications result from physical insight, not mathematical manipulation.

2.2.2 Nondimensionalization of Governing Equations and Boundary Conditions

The Buckingham pi approach to dimensional analysis quickly and easily produces a set of

dimensionless parameters, but it provides no way of determining whether the initial list of

independent parameters is complete. The method of nondimensionalization of the

governing equations and boundary conditions does not suffer from this limitation if the

governing equations and boundaxy conditions can be completely specified.

If the scales of the problem can be identified, nondimensionalizing the governing equations

using the scales normalizes the equations such that each term is of order unity or less.

This makes it possible to look at the order of magnitude of each term for a particular

situation to determine when certain terms are negligible relative to others (referred to as

order-of-magnitude or scale analysis). Order-of-magnitude analysis can also provide

information regarding the functional form of the solution to the equation. Order-of-

magnitude arguments are used, for example, to simpli~ the Navier-Stokes equations in the

development of the boundary layer equations. Kline (1965) provides a detailed discussion

on nondimensionalizing the governing equations and bounday conditions.
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The first step in nondimensionalizing the governing equations is to define the

dimensionless dependent variables. Next, each term in the governing equations and the

boundary conditions must be written in terms of the dimensionless variables. Finally, the

coefficient of a term in each governing equation and boundary condition is chosen and

each term in the equation or boundary condition is divided through by it. The resulting

dimensionless coefficients of the terms in the normalkd equations and boundary

conditions are the relevant dimensionless independent parameters. This procedure is

followed in the development of lhehyfiO@amic pammeters pnxentedbelow.

The more complete the governing equations and boundary conditions are, the more widely

applicable the results of the dimensional analysis will be. It is important to realize the

limitations of the method of nondimensionalizing the governing equations. As with the

Buckingham pi method, if all the important terms representing the independent physical

processes are not included in the equations, the dimensional analysis will be incomplete or

it will fail.

2.2.3 Similarity

One of the benefits of dimensional analysis is that it provides the scaling laws between a

model and a target prototype such that the two systems will exhibit dynamically similar

behavior.

Geometric similarity is a prerequisite to dynamic similarity. A model and a prototype are

geometrically similar when all of their linear dimensions are related by a constant scale

factor. They also must have the same shape (e.g. all angles must be preserved, etc.). In

the fluidization example in Section 2.2.1.2 the nondimensional groups L/D and dJD are

terms that would have to be matched between a model and a prototype to achieve

geometric similarity.
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A model and a target prototype will exhibit dynamically similar behavior if they are

geometrically similar and if all the values of the relevant independent dimensionless

parameters are matched between the two, In terms of the Buckingham-pi dimensional

analysis, by matching all the independent pi groups the nondimensional dependent

variables will be identical, Using the dragon an arbitrary body as an example, if the model

and the prototype are geometrically similar, and the Reynolds numbers of the flows over

the two are identical, the drag on the target prototype is related to the dragon the model

w

= ~D (PU2L2)
FD, ‘(Pu~L~)’  *

(11)
m

where the subscript m is for the model and t is for the target prototype. In other words,

the nondimensional drag force on the model and the prototype are identical.

Similarly, if the same dimensionless governing equations and boundary conditions govern

both a full-size target prototype and a scale model, the dimensionless solution will be

identical. Hence, if the dimensionless parameters in the nondimensional governing

equations and boundary conditions are matched between the prototype and the model,

they will exhibit similar behavior when it is expressed in nondimensional form,

2.3 Development of Hydrodynamic Scaling Parameters

2.3.1 Two-Fluid Modeling

Two-fluid models represent the state-of-the-art in modeling two-phase flows. Two-fluid

models involve separate mass, momentum, and energy conservation equations for each

phase. This results in two sets of conservation equations, one set for each phase (i.e., six

equations total), that are coupled through interaction terms. The gas (subscript g) and

solid particle emulsion (subscripts) are the phases in fluidization. Due to the considerable

uncertainty that exists in the location of the individual phases at any particular instant in
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time, averaging methods are typically used to develop the governing equations. The

averaging process transforms, what Ishii (1975) calls the “local instant” equations, which

represent two phases that alternately occupy a spatial location, into averaged equations

that represent two interpenetrating continuous phases simultaneously existing at each

I

[

1

i

1

point in the flow. Averaging eliminates essential characteristics of the flow that must be
1
1

reintroduced into the equations through appropriate constitutive  equations. This is
,

analogous to the need to constitute the Reynolds-stress term in turbulent single-phase fluid I

mechanics. The identification of satisfactoryconstitutivetxpmtions  continues to be an I

I

important area of research. In general, limitations in constitutive equations continue to

hamper efforts to accurately predict the hydrodynamics of gas-solid flows.

A two-fluid model of a gas-solid suspension will be nondimensionalized to identify the

scaling parameters that govern the hydrodynamics of bubbling fluidized beds. Drew

(1992) provides the detailed development of the governing equations. Drew’s equations

are comprehensive and general. Assumptions are made, particularly with respect to

constitutive relationships, to make the governing equations specific to fluidization. The

approach to nondimensionalizing these equations is similar to that of Glicksman (1984)

and Glicksman et al. (1993b).

The validity of the continuum assumption can be debated, particularly in the leaner regions

of bubbling beds and in circulating fluidized beds. Glicksman et al, (1994) develop the

same set of scaling relationships using the equation of motion for a single particle,

demonstrating that it is not necessary to make the continuum assumption.

2.3.2 Governing Equations

As discussed in Section 2.3.1, two-fluid models involve separate conservation equations

for each phase. Vigorous mixing in fluidized beds provides a relatively uniform

temperature distribution throughout the bed; this feature of fluidized beds is often
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exploited in fluidized-bed chemical reactors. Assuming that the fluidized bed is’isothermal

eliminates the need for an energy equation. Hence, only continuity and momentum

equations are considered for scaling fluidized-bed hydrodynamics.

Neglecting mass transfer between the phases due to chemical reaction, the gas and solid-

phase continuity equations are given by

:(’%)+V”(’M=O
and

@-dPJ+vJl-dP,iis] =o,

(12)

(13)

respectively.

Similarly, each phase has its own momentum equation, Drag is the dominant gas-solid

interaction force and is assumed to be the primary source of momentum exchange between

the phases. Other forces, such as virtual mass and history effects, and the gas-phase shear

stress are negligible in gas-fluidized systems (Clift and Rafailidis, 1993). The drag

between the phases is expressed in the form of a particle-assembly drag coefficient, B.

The resulting gas-phase momentum equation is given by

~(.pgfig)+vo(.pgtigtig) =-v(&pj+&pgg-p(tig-~,). (14)

Defining an appropriate solid-phase momentum equation is more difficult due to the

additional complication of constituting a solid-phase stress tensor. Inviscid flow theory

has been used extensively in fluidization, For example, Davidson’s (1961) seminal model

of a single bubble rising in an infinite bed used potential flow theory to treat the movement

of the dense phase around a spherical bubble. Davies and Taylor ( 1950) used inviscid

flow theory to derive an expression for the rise velocity of a gas bubble in a liquid.

Davidson et al. (1959) showed, experimentally, that this expression was also valid for gas

bubbles rising in a fluidized bed, Unlike solid bodies, the free surface of bubbles have an
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extremely small shear stress. Bagnold ( 1954) found, experimentally, that the inter-particle

shear stress should become small in regions where the shear rate is zero. Clift and

Rafailidis (1993) use these observations to explain why the particle phase moves like an

ideal fluid around the upper surface of a bubble and to provide support for the use of

inviscid flow theory to model certain phenomenon in fluidization. But they also concede:
that the high shear rates in bubble wakes invalidate the ideal fluid assumption in this

region. Hence, although high effective viscosities have been measumd in fluidized beds,

modeling the solids-phase as an rntiscidflmtimti %hmto~tibm~til

information on aspects of fluidked-bed  hydrodynamics,

The solid-phase shear stress has been treated several ways in computational studies. In

some early investigations (e.g., Gidaspow and Ettehadieh, 1983), it was assumed that the

normal component of the solid-phase stress is a function of the voidage (e). Experimental

data were then used to establish the functional dependence of the normal stress on

voidage. Massoudi et al. (1992) showed that the empirical fits used in different

investigations differ by orders of magnitude, and yet the numerical results were shown to

be insensitive to the fit that was chosen. This raised serious questions over the validity of

this approach. More recently, granular flow theory has been used to develop expressions

for the solid-phase stress tensor (e.g., Ding and Gidaspow, 1990). Granular flow theory

attributes the stress in the solid phase to inter-ptiicle collisions and is based on the kinetic

theory of dense gases (e.g., Chapman and Cowling, 1970). But Clift and Rafailidis (1993)

refute the notion that interactions between particles produce significant particle-particle

stress. Based on the data of Campbell and Wang (1991) and Rathbone et al. (1989) they

conclude that solid-phase stress is due primarily to the momentum of “packets” of

particles transported by bubbles, not kinetic interactions between individual particles.

There is currently no satisfying model of the solid-phase stress tensor in fluidization.

State-of-the-art computational programs use elaborate stress-tensors based on granular

flow theory. But as just discussed, it is not clear that this is the correct model for the

stress in the solids phase. And even these elaborate models require bold assumptions to

41



simplify Boltzmann’s equation to provide a workable expression for the granular

temperature. (The granular temperature is a dependent variable in the model which

characterizes the kinetic energy of the random particle fluctuations.) The solid-phase

stress tensor has been omitted from the following momentum equation for clarity. When

the granular-flow-based stress tensor used by Boemer et al. (1995) is nondimensionalized,

the coefficient of restitution is the only parameter that arises in addition to what will be

referred to as the full set of scaling parameters. Litka and Glicksman ( 1985) found that

thecoeffwient~f mstitutionhadane@i@ble*ffwtan  the I@rodynamiumfbbbling

fluidized beds. For this reason, it has been excluded from the list of scaling parameters. If

particle-particle interactions were the primary mechanism of the solids phase stress, one

would anticipate that the particle coefficient of restitution would have a significant effect

on the hydrodynamics. Litka and Glicksman’s results raise additional questions over the

validity the granular flow model of solid-phase stress, Glicksman (1984) presented the

first systematic development of the full set of scaling parameters; this development omitted

the solid-phase stress tensor. Since then, these relationships have been verified extensively

for atmospheric fluidized beds, as will be discussed in Section 2.4. This at least suggests

that the dependence of the solid-phase stress tensor is embodied in the current list of

scaling parameters.
.—

The following solid-phase momentum equation is used in the subsequent scaling-

parameter development.

:[(l-&)Pstis]+v. [(l-&)PJisfis]= (l-e)PJ-+l3(iig-h-s). (15)
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2.3.3 Full Set of Scaling Parameters

2.3.3.1 Nondimensionalization of the Governing System

Let the dimension D represent a reference bed dimension, such as the tube pitch. The

supeti]cial gas velocity, UO, will be used as the reference gas velocity. It is assumed that

the solids velocity is related to the upward motion of bubbles and that the bubble size (dJ

is defined by the tube pitch (D). Hence, the functional form of Davies and Taylor’s (1950)

bubble rise velocity, which is proportional to @, will be used as the reference solid-

phase velocity. The pressure drop in a bubbling bed is dominated by the weight of the bed

material (i.e., hydrostatic); the reference pressure is defined as such, The dimensionless

forms of the variables in the governing equations, in terms of these independent reference

parameters, are given by:

V’=DV, (16)

t’+,

iig
ii’g =-,

u~

P
p’= pSgD  ●

(17)

(lkj

(19)

(20)

Assuming both phases are incompressible, the governing equations-(12) through (15)-

written in terms of the dimensionless variables given by ‘(16) to (20) are:

ae~+v’”(&G’g)=o (21)
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[)m#(l-&)+ — v’. [(l- &)ii’J=o
u~

(22)

+(Efig)+v)(E~,g~g)=-[;  )[:]t(EP)+E(~)-[~)[;][ti,g-~fis)(23)

[1$[(1-ws]+ ~ v’.[(l-&)ii’Ji’J=  (l-&)9+(#Q-J&p,g-4(24,

The dimensionless parameters that result from nondimensionalizing the governing

equations are

(25)

But ~ is not a constant, and hence, the dependence of the dimensionless drag term must be

given further consideration. The drag expression proposed by Ergun( 1952) is frequently

used for bubbling beds and will be used here. It is important to note that other drag

relationships have been shown to give the same results (e.g., Glicksman et al., 1994).

Thus the scaling relationships do not hinge on a specific drag relationship. Ergun’s (1952)

drag expression is given by

~ ~50(l-&)’ ~ ‘ +  ~75(1 ~)Pglvisl=
(@d)

.-
&

SP (@d) “SP

(26)

Writing (26) in the dimensionless form found in (25) gives

E=150~(:lPguiosdpi%l+175(1-’)[5)[%l’’~”s”s ‘ ( 2 7 )

Upon inspection of (27), equation (25) can be rewritten as

u: ps Pguodp I)—— —  ~ 06.
gDPg Pp

(28)
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In order to get the same dimensionless solution to the governing equations, the

dimensionless boundary conditions must also be the same for the two beds. Hence, the

boundzuy conditions must also be nondimensionalized. Geometric similarity is one scaling

requirement that arises from nondimensionalizkg  the boundary conditions. For example,

consider the no-slip boundary condition for the gas velocity (i.e., iig = O) at an arbitrary

solid boundary at z=L, say, where z is the direction opposite gravity.

Nondimensionalizing this boundary condition in terms of the dimensionless variables given

in (16) and (18) gives:

L
at z’=—,

D
fi’g=o. ( 2 9 )

The dimensionless scaling parameter IJD reflects the need for the hot and cold-model

beds to be geometrically similar.

Boundary conditions must be specified and nondimensionalized for the four dependent

variables: ii~, ii~, e, and p. Let the subscripts x and y denote the directions tangential and

normal to a surface, respectively.

. Gas-Dhase velocity * iig

At the distributor, u&=O and u~Y = uO/A, where A is the fraction of open area in the

distributor (i.e., &Pn/AJ. No new groups arise from the first boundary condition. A

appears when the second boundaxy condition is nondimensionalized and reflects the

need for geometric similarity. At all other solid surfaces Uw=uw=, which introduces

no new parameters.

● Solid-Dhase velocitv3 Gs

The solid-phase velocity boundary conditions are less obvious. The solid phase

velocity normal to a surface (uW) can be assumed to be O, introducing no new

parameters. Tangential to a surface, two assumptions are common-no-slip (u==Cl) and

free-slip boundary conditions (a U,x/~ = O ). Again neither of these limiting

conditions introduces any new parameters. Boundary conditions involving the particle

and wall roughness can be envisioned; these additional factors are not considered here.
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Voidage is a dimensionless variable. Hence, nondimensionalizing boundary conditions

on the voidage (e.g., Dirichlet or Neumann) will only produce parameters requiring

geometric similarity.

“~
Considering variations in pressure along the vertical axis of the bed, the freeboard is

typically treated as a constant pressure outflow boundary (e.g., Syamkd et al. 1993).

But the absolute gmessum does not change sufficiently to influence the thermodynamic

properties of the fluid; hence, parameters that depend on the absolute pressure are

neglected in this development.

Finally, (28) can be expanded to give

(30)

These dimensionless groups will be referred to as the full set of scaling parameters. The

first two parameters arise directly from nondimensionalizing the governing equations

(Eqns. (21)-(24)). The particle Reynolds number must be matched in order for the

dimensionless drag to be the same between two beds (Eqn. (27)). The remaining

parameters are statements requiring geometric similqity between both the bed and the

particle geometry. D/dP and $ appear in the dimensionless drag term; $, and dp are

separated to maintain geometric similarity between the particles. Similarly, the

dimensionless particle size distribution (PSD) is listed as an independent parameter to

ensure geometric similarity between the distribution of particle sizes of both the hot and

cold-model beds.
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2.3.4 Simplifications tothe Full Setof Scaling Parameters

2.3.4.1 Motivation for Pursuing Simplifications

The full set of scaling parameters have been verified extensively for atmospheric fluidized

bed combustors (see Section 2.4). A scale model of an atmospheric fluidlmd bed

combustor based on the fuU set of scaling parameters and fluidized with arnlient air has

dimensions that are one-quarter those of the hot combustor. But the full set of scaling

parameters provides no size reduction for a scale model of a PFBC fluidized with ambient

air. This is most easily demonstrated with an example.

Consider a pressurized fluidized bed combustor with the following geometry and

operating conditions.

Operating/Geometric Value

Parameter

p (atm) I 10
T (K) I 1100

I

A (Wm3) 3.21
I

p (kg/m-s) 4.5X105

I

Uo (m/s) 1

D (m) I 1

dp (mm) I 1

Only three of the dimensionless groups in (30) are required to determine the scale factor

provided by the full set of scaling parameters-u02/gD, p~uOdJp, and D/dP For this

example, these three groups have the following values.
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I u02/gD I 0.102 I

I p~uOd$p I 71.3 I
I D/dP I 1000 I

Now consider defining a cold model fluidized with ambient air and pressure that has the

same values for these three groups, Matching these groups fixes the cold model:

_ci~liW~i@W<@,~~i~ dim~tions  @),adsmxmpartick sti<~]. The

cold model geometry and operating conditions that satisfy the full set of scaling

parameters are summarized in the following table.

Operating/Geometric Value
I

I Parameter I I
1

I p (atm) 1 I
r

I T (K) 300 It

I pg (Wm3) 1.18 I
I

I p (kg/m-s) 1 .9x 105

I
1

I u. (In/s) 1.05 I
II D (m) 1.1 I
I

I dp (mm) 1.1 I

The cold model has dimensions that are 10% larger than those of the hot combustor (i.e.,

DCOIJDhOt=l. 1). For a large pressurized combustor, such as the Tidd PFBC scaled in this

study, the required size of the cold model is impractical, Hence, it is desirable to identify a

reduced set of scaling relationships that permits a scale factor to be supplied as a scaling

input rather than determined by the scaling parameters themselves. The so-called

simplified set of scaling parameters, which are developed in the next section, provide this

additional flexibility.

1

,

I

1
I

I
!

I
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2,3.4.2 Simplified Set of Scaling Parameters

The simplified set of scaling relationships arise by considering the dimensionless drag term,

given by (27), in the limits of low and high particle Reynolds nuqher. This behavior is

clarified when (27) is written in terms of the minimum fluidization velocity (ud).

Expressions for the minimum fluidkation velocity in the two Reynolds number limits are

developed using the Ergun ( 1952) drag equation. At minimum fluidization, the weight of

the bed material is bkmced%y the drag On the particks, hence

(l-f%fY Pumf2 + 175(1- ‘mf)*.
p,g(l - &mf) = 150

(@d)e;f~p” e:f $,dp “
(31)

At low particle Reynolds numbers, the first term on the right hand sideof(31) dominates.

Neglecting the second term and solving for Uti gives the following expression, which is

valid in the limit of low particle Reynolds numbers.

()P,g &if $,dp 2
‘mf = 150(1 - Emf~ “

(32)

At high particle Reynolds numbers, the second term on the right hand sideof(31)

dominates. Neglecting the first term and solving for u~ gives the following high particle

Reynolds number Uti expression.

r(@,dp)P,kwif
Umf  =

1.75pg “
(33)

Similarly, at low particle Reynolds numbers, the first term on the right hand side of (27)

dominates. Neglecting the second term on the right hand side of (27) and combining this

with (32) gives

()[1pl) ‘ &~f (1-c)* UO gD—=— ——
p,u. C (1 - 

Emf) Umf U: “
(34)

At high particle Reynolds numbers, the second term on the right hand side of (27)

dominates. Neglecting the f~st term on the right hand side of (27) and combining this with

(33) gives

49



(35)

Comparing (34) and (35) shows that in the limits of both low and high Reynolds numbers,

(25) can be rewritten as

(36)

where $, andl?SD are included to matih &between  two%eds. The groups listed m (36)

are referred to as the $imdified set of scaling ~ararnetem. The assumption behind the

simplified set of scaling parameters is that since the parameters are exact in the limits of

high and low particle Reynolds numbers, they should beat least approximately valid for

intermediate Reynolds numbers. There is an error associated with using the simplified set

of scaling parameters at intermediate particle Reynolds numbers. The particle Reynolds

number is no longer matched between the two beds,, producing a mismatch in the

dimensionless drag term, (27). An expression is developed in the following section to

assess the magnitude of this error.

2.3,4.3 Evaluation of the Error Due to the Simplifications

Although the simplified set of scaling parameters give the same results in the limits of low

and high particle Reynolds numbers, an error is introduced for intermediate Reynolds

numbers. Equation (27) can be recast to evaluate this emor. Dividing the left hand side of

(27) by the first term on its right hand side gives

Performing the same operation on(31) gives

(38)
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Defining the particle Reynolds number as

Pguodp
Redp =

P’
and dividing (37) by (38) and introducing (39) gives

(39)

(40)

The error in the dimensionless drag parameter can be evaluated using (40) to calculate

~’Col#’~M over a r~ge of RedP, where P’=  PD/P,uo.  The p~icle  Reynolds  number  for

the cold model is different from that of the hot bed because the particle diameter is not

scaled down by the scale factor. Hence, even at a condition where all the simplified

scaling parameters are matched, the particle Reynolds numbers between the two beds will

be different. Chapter 3 presents an evaluation of the error associated with using the

simplified set of scaling parameters to scale the Tidd PFBC.

2.4 Experimental Verification of the Hydrodynamic Scaling Parameters

A summary of the work done to experimentally verify hydrodynamic scaling in bubbling

and circulating fluidized beds is presented below, Three unique sets of scaling laws were

used in the experimental studies. To be consistent with the previous scaling law

development, they will be referred to as: the fill set of scaling laws (equation (30)), the

simplified set of scaling laws (equation (36)), and the viscous-limit scaling laws. The

viscous-limit scaling parameters are equivalent to the simplified set of scaling parameters

except that they do not include the solid-to-gas density ratio. They are based on the

assumption that the gas convective terms in (14) are negligible at low particle Reynolds

numbers. The CFB scaling law proposed by Horio et al. (1989) can be shown to be

equivalent to the simplified set of scaling laws. Horio et al. (1989) also discussed
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simplifications to this set of scaling laws in which the solid-to-gas density ratio is omitted.

This simplified law is equivalent to the bubbling bed scaling laws proposed earlier by

Horio et al. (1986a) and have been shown by Glicksman (1988) to be equivalent to the

viscous-limit scaling laws. As will be shown in Chapter 5, the solid-to-gas density ratio is

not a parameter that can be omitted when scaling fluidized beds.

A number of studies have been conducted to establish the validity of the scaling

dationships. Tables 1 and2 give the values for the fill set of scrdingpararneters for the

bubbling bed and the circulating bed experimental studies, respectively. The values of

other parameters used for scaling are included in the “Other Parameters” column. It was

not the objective of all the studies to match each of these parameters, but the tables

provide a summary of what groups were matched and how closely they were matched for

each of the studies. Table 2, the circulating fluidized bed scaling summary table, includes

the dimensionless solids flux (GJp,uO),  which is an additional parameter that must be

matched when scaling circulating fluidized beds, G, is the solids flowrate recycled to the

riser from the cyclone exit.
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Tablel: Scaling Parameter Values for Bubbling Fluidized Bed Experimental Studies

] Reference ]Hot/Cold  I c).wn/U  iUa2/QD loc/__l L/D lD/ 16= I Scaling Laws I & (Urn) I o~er parameters [

Roy and
Davidson
(1989)

Almstedt  and
Zakkay(1990)

Di Felice,
Rapagna, and
Foscolo
(1992a)

DI Felice,
Rapagna,
FOSCO]O,  and
Gibilaro
(1992b)

* slugging
Cases

Glicksman  and
Farrell (1995)

Hot
Cold
Cold
Cold
Cold
Cold
Cold
Cold
Cold
Cold
Cold
Hot
Cold
Cold
Cold
Cold
Cold
Cold
Cold
Cold
Cold
Cold

Cold
Cold

Cold
Cold
Hot
Cold

---——.

923
1375
297Q
525Q
1388
5835
6664
1250
4667
11636
2184
54135
53861
53861
53861
1468-4922
1351 -~025
1395-4367
1173-7330
1468-8809
-
18.4-402.6

2078-6928
2186.7765

15242-35564
24714-37895

18833Q
22637

0.462
0.490
2.100
5.950
0.436
0.026
0.026
0.029
0.032
0.058
0.084
0.21
0.21
0.21
0.21
.009-.331
.010-.340
.009-.333
.007-.290
.009-.323
(.21 -53)l(T5
(. 14-65) 10s

.0216-.2405

.0192-.2420

.346-1 .89

.834-1 .96
0.025
0.025

&
5882
5882
5882
2041
3030
3448
2041
2041
3448
2041
913
1068
911
911
1126
1128
1136
1007
24444
769
794

1100
1105

2000
2036
898
8 3 5

N/A

3.13
3.12
3.12
3.12
NIA

5.5
4.5

2.8,5.6”
2.6,5.2”

1.0,2.0”
1.1,2.1”

scaled

d,
225
250
90
50
188
1167
833
833
1167
182
182
811
811
811
410
322
305
313
304
552
3536
2824

305
322

112
115
3995
1396

NIA

0.82
0.75
0.82
0.82
1.0
1.0
1.0
0.6
1.0
NIA

0.82
0.85

Full/Vis-
cous Limit

Full

Full

Full

Simplified

. ..— .—

600
180
500
900
240
240
120
120
240
550
550
962
486 .
486
962
597
348
158
163
348
14
68

348
597

950
2400
851
609

Re#4.  1 uJwF5.2
Re~=5.5  wu#5.0
Re@=33 uJ%F1.6
Re~P=105  uJ&Fl.3
Re@=7.4  uJu#5.1
ReO=5 uJ&Fl  3.5
Re@=8 UJ~F16.0
Rex=l.5 uJqF8.5
Re@=4 uJ&F4.6
Re@=64 uJwF2.7
Reh=12  UJ11#2.  1
Re@=66.8
Re&56.4
Re&=66.4
Re~=l 31.4
Re@=4.6-27.7  ~~rl .0-5.3
ReO=4.4-26.3  UJWF1 .0-5.4
Re@=4.6-26.7  uJ%F1  .0-5.0
Reti=3.9-24.1  uJq@14-2.7
Re~=2.7-16.O  UJWF1 .1-6.5
Re@.0009-O. 14
Re+=0.007-0. 14

Re@=6.8-22.7
Re@=6.8-24.1

Re@=136.1-317.5
Re~P=214.9-329.5
Re+=47.1  uJ%r3.8
Re~O=16.2 UJUmF3.8
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Table2: Scaling Parameter Values for Circulating Fluidized Bed Experimental S~dies

Reference 2Hot/Cold pgw D/p wllgD Ps I % LID D / dP GJp5W S), Scaling dP Other Parameters
Laws (pm)

Horio, Ishii, Cold 9885-16063 0.33-0.86 1508 8 2528 .0028-.0052 N(A Simplified 79 Re~P=3.9-6.4 uJwp229-371
Kobukai,and Cold 1236-2008 0.33-0.86 1508 8 816 .0028-.0052 61 Re+=l.5-2.5 @l#190-310
Yamanishi
(1989)
Ishii  and Cold 9885-14827 .326-.734 1508 N/A 3263 .0056-.0037 N/A Simplified 61 RedP=3.0-4.5 uJwF381-571
Murakami Cold 1236-1853 .326-.734 1508 1078 .0056-.0037 46 Re@=l.1-l.7  ~&F333-500
(1991)
Tsukada, Cold 1518 0.510 1534 8 1078 0.0067 NIA Viscous 46 Re@=l.4  ~~p417
Nakanishi, Cold 2736 0.510 852 8 1078 0.0067 Limit 46 Re@=2.5 u/w#17 ,
Takei, Ishii, Cold 5327 0.510 437 8 1078 0.0067 46 Re@=4.9  ~~p417  ,
and Horio
(1991)
Glicksman, Hot 6984 66.94 8700 48.7 822 0.0017 N/A Full 185 RedP=8.5
Westphalen, Cold 6785 66.54 6000 48.0 646 0.0016 NIA 52 Re@=10.5
Brereton, and
Grace (1991 )
Chang and Cold 15630 13.84 4800 35 855 0.0044 0.69 Full 234 Fr’=131  M=21
Louge (1992) Cold 22977 9.34 4961 35 1835 0.0042 1.0 109 Ar*=45 R4880

Cold 53454 4.20 4966 35 2985 0.0020 0.73 67 Fr”=131 M=1O
Cold 22977 9.34 496 I 35 1835 0.0020 1.0 109 Ar”=47  R=4964

Glicksman, Hot 29170 5.26 8500 11.43 2917 0.0013 N{A Full 240 Re@=lO.O
Hyre, and Cold 30349 5.63 6200 11.25 2759 0.0011 58 Re+=l  1.0
Westphalen
(1993a)
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2.4.1 Bubbling Fluidized Beds

Fitzgerald and Crane (1980) performed one of the first evaluations of the full set of

hydrodynamic scaling parametem. They compared the hydrodynamics of two scaled beds

using pressure fluctuation measurements and movies. In one bed, cork particles were

fluidized with aiq the other consisted of sand fluidized with pressurized refrigerant-12

vapor. Movies showed qualitative agreement between bubble growth and the solids flow

in the beds. The ratio of the bed minimum fluidization velocities was within 20% of the

theoretical value; the difference was attributed to the angular shape of the cork particles

($, was not matched between the beds). The fast Fourier transform of the pressure

fluctuations was used to determine the average frequency of the fluctuations. The ratio of

average frequencies for the two beds was in fair agreement with the theoretical velocity-

time scale factor. The pressure fluctuation data were taken with a single bed pressure tap.

This may be responsible for level of agreement in the frequency ratios. Some additional

qualitative slugging comparisons were made using movies of bed behavior; the slugs

appeared to have the same scaled lengths and velocities.

Fitzgerald et al. (1984) measured pressure fluctuations in an atmospheric fluidized bed -

combustor and a quarter scale cold model. The full set of scaling parameters was matched

between the beds. The autocorrelation function of the pressure fluctuations was similar

for the two beds but not within the 95% confidence levels they anticipated, The amplitude

of the autocorrelation function for the hot combustor was significantly lower than that for

the cold model. Also, the experimentally determined time-scaling factor differed from the

theoretical value by 24%. They suggested that the differences could be due to

electrostatic effects. Particle sphericity and size distribution were not discussed; failure to

match these could also have influenced the hydrodynamic similarity of the two beds. Bed

pressure fluctuations were measured using a single pressure point which may not

accurately represent the local hydrodynamics within the bed. Similar results were obtained
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between two two-dimensional beds-a bed of reacted limestone fluidized with helium and a

half-scale bed of copper fluidized with air.

Nicastro and Glicksman (1984) experimentally verified the full set of scaling laws for

bubbling fluidized beds. They compared the time-resolved differential pressure

measurements from a bubbling fluidized bed combustor and a scaIed cold model. Good

agreement was obtained between the spectrtd content and the probability density

distribution offhe “MfewmtMqmssnrelhictwuions of the hot combustorandhecold

model. They concluded that hydrodynamic similarity had been achieved between the hot

combustor  and the cold model. When actual hot-bed materkd was used in the cold model,,.
a violation of the scaling laws, the model’s behavior was shown to be different from that of

the hot bed.

Horio et al. (1986a) used three geometrically similar bubbling beds, fluidized with ambient

air, to verify their proposed scaling laws. The solid-to-gas density ratio was not varied in

the experiments although it was not one of their proposed scaling parameters. By

including the density ratio, Horio et al. (1986a), in essence, used the simplified set of

scaling parameters. Video analysis of bubble eruptions at the bed surface was used to

determine the cross-sectional average: bubble diameter, bubble diameter distribution, and

radial distribution of superficial bubble velocity. Similari& was achieved in these

hydrodynamic parameters when bed Froude number, density ratio, and the ratio of

superilcial-to-minimurn  fluidization velocities were matched.

Horio et al. (1986b) verified Horio’s ( 1986a) bubbling bed scaling laws for solid mixing

and segregation. Sand was used as a bed material in straight and tapered bed geometries.

A bed sectioning technique was used to measure the transient radial dispersion coefficient

and the distribution of float tracers. They concluded that bed mixing and the behavior of

floating bodies obey the scaling laws in both straight and tapered beds. The solid-to-gas

density ratio was held constant in the tests, satisfying the simplified set of scaling laws.

o
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Newby and Keaims (1986) made bubbling bed scaling comparisons between two cold

models using the full set of scaling laws. One bed fluidized two different 200pm glass

powders using ambient air. The second bed, which was a half-scale model of the first,

used pressurimxl air to fluidize 100 ~m steel powder. High-speed movies showed good

agreement between the nondimensional bubble frequencies in the two beds. They also

found reasonably good agreement between the nondimensional amplitudes of the pressure

fluctuations in the beds.

Zhang and Yang (1987) carried out scaling comparisons between two two-dimensional

beds with u02/gD and UJUW matched between them. They also inadvertently kept the

solid-to-gas density ratio constant and thus matched the simplified scaling parameters.

They found, through photographs, that the beds appeared qualitatively similar. The beds

also had similar dimensionless freeboard entrainment rates and dimensionless bed heights

over a range of uJud.

Roy and Davidson (1989) considered the validity of the full and viscous limit scaling laws

at elevated pressures and temperatures. The nondimensional dominant frequency and

amplitude of the pressure-drop fluctuations were used as the basis of the comparison.

They concluded that when the full set of scaling parameters is matched, similarity is

achieved. They also suggested that it is not neceswuy to match the density ratio (pJpg)

and d$D for particle Reynolds numbers (RedP) less than 30 (i.e., viscous limit scaling),

Although, the run with RedP of 33 had the same density ratio as the low Redp runs. These

conclusions may be open to different interpretations. As shown in Table 1, the scrding

pararnetem were neither matched closely nor varied in a systematic manner.

Ahnstedt and Zakkay (1990) made scaling comparisons between a hot PFBC and a

pressurized cold scale model using the full set of scaling laws. A capacitance probe was

used to measure the mean values of the: bubble frequency, mean pierced length, bubble “

rise velocity, and bubble volume fraction. Scaling comparisons were made using the

dimensionless form of these dependent hydrodynamic parameters. Three different bed
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materials were used in the cold bed-olivine sand and two different size distributions of the

hot-bed material. One of the hot-bed material size distributions was properly scaled and

the other was out of scale. The sand had a lower sphericity and higher density than the

hot-bed material, making it possible to investigate the sensitivity of the scaling to small

variations in the density ratio and the particle sphericity. The out-of-scale hot-bed

material was also used to illustrate the sensitivity of tie scaling to tie D/dP puameter.

The nondimensional form of the capacitance probe measurements agreed within 25% for

the sand and the properly scaled hot-bed material; the agreement was best in the upper

part of the bed. The properly scaled hot-bed material showed only slightly better

agreement than that for the sand, but the mismatch in the density ratio and the sphericity

for the sand was small. The improperly scaled hot-bed material had a maximum deviation

of 38% from the hydrodynamics of the hot-bed combustor. They concluded that a

properly scaled cold model can be used to achieve hydrodynamic behavior that is similar

to that of a pressurized fluidized bed combustor.

Di Felice et al. (1992a) investigated the validity of the full set of scaling laws for bubbling

and slugging fluidized beds. They used an experimental facility that permitted the

pressurization of different diameter test sections to match the scaling parameters.

Minimum fluidization measurements, video measurements of bed expansion, and pressure

fluctuation data were used to compare the similarity of five different bed configurations.

Three of the beds were scaled properly, the fourth had a mismatched particle sphericity,

and the fifth bed was purposely mis-scaled relative to the others (see Table 1). The

voidage at minimum fluidization was found to be the same for all the beds except the one

with the different particle sphericity. In the bubbling regime, good agreement in the

nondimensional bed expansion measurements was obtained for all but the bed with the

mis-scaled particle sphericity. The lower particle sphericity increased Uti for the system

which effectively shifkd the bed expansion curve for thk case. The pressure fluctuations

for the three properly scaled beds in the bubbling regime showed good agreement, while

the mis-scaled beds exhibited poor agreement with the other three. The two sets of data

that deviate from the other three correspond to the mis-scaled beds.
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In the slugging regime Di Felice et al. (1992a) found that the bed expansion characteristics

were similar to those in the bubbling regime, but the pressure fluctuation characteristics

for all five beds were in poor agreement with each other. They attributed this to the

importance of particle material properties and particle-particle interactions, which are not

accounted for in the full set of scaling laws.

Di Felice et al. (1992b) evaluated the full set of scaling laws for three diffemnt&klart

(1973) powder categories (A,B, and D) in the bubbling and slugging fluidization regimes.

Pressure fluctuations were used as the basis for the scaling comparisons. In the bubbling

regime, the RMS and dominant frequencies of the pressure fluctuations showed good

agreement for all three powder categories, Only Geldart groups B and D were considered

in the slugging regime. They exhibited fair agreement in the RMS of their pressure

fluctuations, but their dominant frequencies agreed poorly. They found that the full set of

scaling laws are valid for bubbling beds fluidizing powders in Geldart groups A, B, and D.

They also concluded that the full set of scaling laws should not be used for slugging beds

where particle-particle interactions are thought to be important.

Glicksman and Farrell ( 1995) verified the simplified set of scaling parameters for use with

pressurized bubbling fluidized bed combustors. Chapters 3 and 4 describe this work in

detail.

He et al. (1996) investigated hydrodynamic scaling in spouted beds. They found that it

was necessary to supplement Glicksman’s (1984) full set of scaling parameters with two

additional dimensionless groups-the internal angle of friction and the loose-packed

voidage. These parameters characterize the particle-particle interaction forces that are

believed to be important in the annulus of spouted beds, which behaves like a moving

packed bed. They found that when the original full set of scaling parameters plus the

internal angle of friction and the loose-packed voidage were matched between two
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spouted beds, good agreement was obtained between their maximum spoutable bed

height, spout diameter, fountain height, and longitudinal pressure profiles.

2.4.2 Circulating Fluidized Beds

Horio et al. (1989) experimentally verified their proposed circulating fluidized bed (Cl%)

scaling laws. The solid-to-gas density ratio was not varied in the tests, hence they

effectively verified the simplified set of scaling laws. Two cold scaled CFBS fluidimxi

using ambient air were used in the verification. Good agreement in the axial solid fraction

profiles was obtained for most of the conditions tested. A “choking-like transition” was

found to occur for cases with higher solids fluxes and lower gas superficial velocities. A

discrepancy in the “choking” transition point for the two beds was attributed to differences

in the geometry of the bed exit and the solids recycle lines, The transition point was found

to be very sensitive to the particle-size ratio, An optical probe was used to verify

similarity in the annular flow structures and the cluster velocities.

Ishii and Murakami ( 1991) evaluated Horio et al.’s (1989) CFB scaling relationships using ‘

two cold CFB models. Solids flux, pressure drop, and optical probe measurements were

used to measure a large number of hydrodynamic parameters to serve as the basis for the

comparison. Fair-to-good similarity was obtained between the beds. Dependent

hydrodynamic parameters such as: pressure drop and pressure fluctuation characteristics,

cluster length and voidage, and the core diameter were compared between the two beds.

The gas-to-solid density ratio was not varied between the beds. As seen in Table 2, the

dimensionless solids flux decreased as the superficial velocity was increased because the

solids flux was held constant,

Tsukada et al. (1991) applied Horio et al.’s (1989) CFB scaling laws at several different

elevated pressures (viscous-limit scaling laws). A single bed and bed material were used in

the study. A pressure vessel was used to vary the gas pressure. The bed was fluidized
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with ambient temperature air at three different pressures (O. 1,0.18, and 0.35 MPa). Axial

solid fraction profiles and optical probe measurements were used as the basis for their

similarity comparison. They found that as the pressure was increased the axial solid

fraction profile changed, indicating a change in the hydrodynamics. It was suggested that

the effect on the axial solid fraction profile could be due to reaching a Reynolds number

limit; e.g., the upper boundary for the viscous limit. They also suggest that it could be due

to a change in gas bypassing between the riser and the downcomer. The only parameter

that wasmotmatchedin this study that3x@%een matc$hed in previous werifications~f

Horio et al.’s ( 1989) scaling relationships is the solid-to-gas density ratio. It is likely,

based on the recent results of Glicksman et al. (1993b), that this is the cause of the

pressure effect on the bed hydrodynamics.

Glicksman et al. (1991) made scaling comparisons between an experimental circulating

fluidized bed combustor and a scaled cold model based on the full set of scaling laws. The

time-resolved pressure fluctuations and the time-averaged pressure drop were measured.

Due to uncertainties in the hot-bed solid circulation measurements, the cold-bed solids

flux was adjusted until the average bed solid fraction matched that of the hotbed. The

vertical solid fraction profiles, and the probability density function and the Fourier

transform of the pressure fluctuations were compared between the hot and cold bed.

Good agreement was obtained between the vertical solid fraction profiles except near the

top of the beds. It was suggested that the differences in the solid fraction profiles at the

top of the bed could be due to protrusions or wall roughness in the hotbed that were not

modeled in the cold bed. Good agreement was also obtained in the comparison of the

probability density distributions and the Fourier transforms of the pressure fluctuations.

Chang and Louge (1992) carried out tests on a circulating bed in which they could vary

the gas composition. By combining this with particles of different density and size, they

are able to scale a series of different size hot commercial beds with dktmeters up to five

times larger than the cold bed. Comparisons between glass and plastic particles show

identical mean vertical solids fraction profiles. Fr*=u02/g@iP was matched in the
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comparisons, whereas Froude number based on bed diameter(D) could not be matched

since the experimental bed diameter was fixed in the tests. The inability to alter the bed

diameter also made it impossible to match the D/dP scaling parameter. Particle sphericity

is not explicitly included as an independent parameter, rather it is included with the particle

diameter based on a combination of the gas-to-particle drag coefficient. The values of the

parameters matched for scaling are presented in the “Other Parameters” column of Table

2. Steel and glass particles were also compared. The level of agreement when steel and

glass were used was poor because the bed using the steel particles was choked while the

bed with glass particles was not. Yang’s (1983) correlation indicates that choking is a

strong function of the Froude number based on bed diameter @rD). FrD could not be

matched between the beds, which caused them to choke under different conditions.

Glicksman et al. (1993a) evaluated the full set of scaling laws for circulating fluidized

beds. Solid fraction data were obtained from the 2.5 MWti Studsvik CFB prototype. The

full set of scaling laws were evaluated through solid fraction profile comparisons between

the Studsvik bed and a 1/4 scale cold model. Fairly good agreement was obtained; the

profiles most closely matched in the top of the beds. Differences between the profiles

were attributed to uncertainty in the hot-bed solid flux measurements and to the mismatch

in the solid-to-gas density ratio.

The viscous-limit scaling laws were also evaluated by Glicksman et al. (1993b) in a series

of two tests with circulating beds. Scaling was attempted between glass-steel and glass-

plastic (i.e., different density ratios) in the same bed. The average solid fraction profiles,

the solid fraction probability density functions, and the power spectral densities were all in

poor agreement. It is believed that the beds were operating near the point of incipient

choking condition, as predicted by the Yang (1983) correlation. Because this correlation

indicates that choking is a strong function of the solid-to-gas density ratio, it was

concluded that the viscous-limit scaling parameters are unable to model bed

hydrodynamics near the boundary between different flow regimes. They concluded that*
since low UO is required for the viscous-limit scaling to be valid, while sufficiently high UO is
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required to prevent choking, the applicability of the viscous-limit scaling parameters for

CFBs  is limited.

The simplified set of scaling laws were used by Glicksman et al. (1993b) to scale between

properly-sized plastic and glass particles in two geometrically similar beds. The average

solid fraction profiles showed excellent agreement. The probability density functions and

power spectral densities also agreed well, In contrast to the viscous-limit scaling results,

the simpMled scaling laws gave good agreement even for conditions where Yang’s (1983)

correlation predicted the beds were choked.

Glicksman et al. (1993b) verified the simplified scaling laws for hotbeds by comparing the

solid fraction profiles for the Studsvik CFB prototype, the 1/4 scale cold model, and a

1/16 scale cold model. The average solid fraction profiles were in good agreement for

most of the conditions tested. The agreement was excellent between the 1/4 scale cold

model, which utilized the full set of scaling laws, and the 1/16 scale model, which utilized

the simplified set of scaling laws. Hence, any disagreement between the Studsvik bed and

the 1/16 scale model is not due to the simplifications of the full set of scaling laws. The

density ratio was not matched exactly between the hot bed and the two cold beds, which

may have affected the agreement. They concluded that the simplified set of scaling laws,

which includes the solid-to-gas density ratio, gives acceptable results over a wide range of

particle densities and bed sizes, even when the length ratio is as small as 1/16.

Glicksman et al. (1995) verified the simplified set of scaling parameters for use with

pressurized circulating fluidized bed combustors in a study done in parallel with this thesis.

They compared the hydrodynamics of a Foster Wheeler pressurized CFB and a half-scale

cold model. The dimensionless pressure fluctuations were compared between the two

beds. Good agreement was obtained between the solid fraction profiles, the probability

density functions, and the fast Fourier transforms of the pressure data from the two beds.
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The validity of the full set of scaling parameters has been demonstrated for bubbling and

circulating fluidked beds. The viscous-limit scaling parameters do not appear generally

applicable. The simplified set of scaling parametem, which includes the viscous-limit

scaling parameters and the solid-to-gas density ratio, has been verified for atmospheric and

pressurized circulating beds. The verification of the simplified set of scaling parameters

for pressurized bubbling beds is the subject of the present work.
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2.5 Nomenclature

Aopen open area of distributor

Ar Archimedes number = 
Axs bed cross-sectional area
D reference bed dimension
dp mean particle diameter
FD drag force

FrD Froude number based on reference bed dimension, 
g acceleration due to gravity-9.807 m/s2

Gs CFB solids flux
L bed dimension
p gas pressure
p dimensionless gas pressure = p/ρsgD
PSD dimensionless particle size distribution
Remf particle Reynolds number at minimum fluidization conditions
Redp particle Reynolds number at operating superficial gas velocity, uo

t time
t dimensionless time = tuo/D
T temperature

gas-phase velocity

dimensionless gas-phase velocity = 
uo superficial gas velocity
umf minimum fluidization velocity

solid-phase velocity

dimensionless solid-phase velocity = 

Greek  Symbols

β particle-assembly drag coefficient
β dimensionless drag coefficient = βD/ρsuo

∆ fraction of distributor area that is open
∆p differential pressure drop
 local voidage
 mf voidage at minimum fluidization conditions
φs particle sphericity
µ gas viscosity
ρg gas density
ρs solid density
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3. ‘

3.1

tixperimental  Setup for Hydrodynamic Scaling Studies

Tidd PFBC Experimental Setup

The Tidd plant is a first-of-a-kind PFBC combined-cycle plant in the United States that

can generate up to 70 MYV= of power (79% steam cycle/21 % gas cycle). The Tidd PFBC

boiler operates at roughly 10 atm of pressure and a temperature between 838 and 860”C

(McDonald, 1990). Figure 1 is a schematic of the Tidd boiler, As shown in the figure,

boiler tub~s pass through the bed in a serpentine arrangement to generate steam, and there

is a large freeboard region above the tube bank. Fuel and sorbent are injected into the

bottom of the bed beneath the tube bank. At full load, the expanded bed height is 3.6 m

(McDonald, 1990),

-1

H
Figure 1: Tidd BoiJer Schematic ‘McDonald, !990)
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3.1.1 Tidd Pressure Measurement Setup

1

The Tidd PFBC is a demonstration plant, and as such, is equipped to provide

measurements that would not typically be available from a standard boiler. The Tidd plant

is equipped with 8 experimental pressure taps positioned vertically along the boiler wall.

The taps protrude approximately 46 cm into the bed and have a 1.3 cm inner diameter.

These taps were used to obtain time-varying pressure drop data, In addition to the

experimental taps, the bed is fitted with pressure taps@ providedata for plantqmmions.

The so-called POPS (Pkmt Operational Performance System) system provides static

pressure drop measurements over several elevations in the bed, The POPS system

provides the opportunity to cross-check data taken from the experimental taps. As will be

discussed in Chapter 4, the POPS system data were also used to estimate the voidage in

the bottom of the Tidd plant, due to problems with the experimental taps in this region.

Figure 2 shows the relative location of the two sets of pressure taps. H represents the

height of the tube bank, and z is the distance above the distributor.

I
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Figure2: Tidd Pressure Tap Locations

3.1.1.1 Tidd Pressure Line Characterization

The Tidd pressure lines are quite long; Babcock& Wilcox estimated their length to be

approximately 15 m (Fuller, 1995). This raised concerns over whether the pressure lines

could transmit a dynamic pressure signal without significantly distorting it. Babcock&

Wilcox (Fuller, 1995) conducted some limited tests to obtain more information on the

effects of the pressure lines on a time-varying pressure signal. An analytical model of the

pressure-line dynamics has been developed; the details of the model are given in Appendix

A. Babcock& Wilcox’s test results have been used in conjunction with the model to

assess the frequency response of the Tidd pressure lines.
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During a shutdown of the Tidd PFBC boiler, Babcock&Wilcox tested the Tidd pressure

line-dynamics at ambient conditions. They applied a 30 Hz sinusoidal pressure signal to

the boiler-end of a pressure line while simultaneously measuring both the pressure signal

into and out of the line. The 30 Hz pressure signal was generated using a modified vane

pump. Three purge-air configurations were tested. (Purge air is introduced through a “T”

in the pressure line. The third leg of the “T” contains a critical-flow orifice that

experiences the line pressure on one side and the pressure-vessel pressure on the other.

Purge airis med to prevent thepmssum taps from becoming plugged during boiler

operation.) The configuration with the purge-air line blocked off was experimentally

found to alter the pressure signal either comparably or more significantly than the other

two configurations and is the simplest to model. Hence, the following discussion and the

analytical model developed in Appendix A are based on the Tidd pressure lines with no

purge air effects. Fuller (1995) provides additional analysis of the data with simulated

purge air.

The model of the pressure lines presented in Appendix A is a linear lumped-parameter

model that includes the effects ofi fluid inertance, capacitance, and resistance. The

constitutive equations for each fluid-system element were taken from Rowell and

Worrn.ley ( 1994). The resulting model is a second-order system with an undamped natural
9

frequency, (i)n, and a damping ratio, ~.

Figure 3 shows a segment of the Tidd pressure line test data. The data designated “Input”

were taken from a pressure transducer positioned at the source of the 30 Hz pressure

signal. The “Output” data were taken from a pressure transducer connected to the

opposite end of the pressure sensing line. As shown in Figure 3, the pressure line

amplifies the 30 Hz input signal by approximately a factor of 2.3. Based on the model

developed in Appendix A, the pressure line should behave as a second-order system.

Underdamped second-order systems will amplify a sinusoidal input signal when they are

excited near their undamped natural frequency (con ). According to the pressure line

model, the damping ratio (<) for the pressure line at the test conditions is approximately
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0.06. This is a low damping ratio, suggesting that the pressure line should behave like an

underdamped system (i.e., O@). This implies that the undamped natural frequency of

the pressure lines is in the vicinity of 30 Hz at the test conditions. The shape of the

“Output” data shown in Figure 3, which are for a frequency that is much higher than those

typical of fluidized-bed hydrodynamics, is not significantly distorted from the input signal.

This suggests that nonlinear effects are not very important, in this case, and provides

support for using a linear model of the pressure-line dynamics.

2000

1000

-1000

-2000 , , I

o 0.05 0,1 0.15

Time (s)
e

Figure 3: Segment of Data from Pressure Line Characterization Tests

A system’s frequency response relates the magnitude of its output to the magnitude of a

sinusoidal input over a range of frequency. Bode plots are the standard way of plotting

system frequency response (Rowell and Wormley, 1994). Figure 4 presents the Bode plot

for the Tidd pressure line based on the analytical model; the input parameters for this

analysis are given in Table 1. The conditions presented in Table 1 are for air at ambient

temperature and pressure, which correspond approximately to the conditions of the

pressure-line tests. The ordinate on the Bode plot is the ratio of the system output

magnitude to the input magnitude in decibels. For example, if the ratio of the output and

input magnitudes is unity, the “Gain” in decibels is 2010glo( 1 )=0 dB. Hence, Figure 4
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shows that the magnitude of the output equals the input (i.e., O dB Gain) for low angular

frequencies (m). Figure 4 is given in terms of the angular frequency (o)); angular

frequency is related to the frequency in HZ (f) by

6)=2xf. (1)

According to the test data, the input is a&plified by a factor of 2.3, or approximately 7 dB,

at a frequency of 30 Hz; this corresponds to an angular frequency of 188 s-]. Although the

model predicts the underdamped behavior of the pressure line (i.e., the amplification of the

input), a comparison of the measurements with the model shows that it clearly does not

predict the frequency at which this behavior occurs. Figure 4 shows that the model

predicts an undamped natural frequency of roughly 21 S-l, or 3.3 Hz, which is far from the

measured frequency of 188 S-l with a gain of 7 dB. The model involves three lumped

fluid-system parameters: inertance, capacitance, and resistance. Deficiencies in the

model’s predictive abilities may be due to limitations in the constitutive relationships used

for the inertance and capacitance of the fluid in the lines (see Appendix A for the details);

the natural frequency is independent of the resistance. It is desirable to find a way to

“correct” for the model’s deficiencies to permit an assessment of the pressure line

frequency response under normal boiler operation.

According to the model, the undamped natural frequency for the pressure lines is given by

r

yoR.T
(i)”= —

~2 “ (2)

Equation (2) implies that the undamped natural frequency, the quantity the model

predicted poorly, depends on:, gas properties (y and R), temperature (T), and pressure-

line length (1). Of particular interest is the dynamic behavior of the pressure lines at the

elevated temperature they experience during boiler operation. In an attempt to

compensate for the model’s deficiencies, while accounting for the effect of temperature on

On, an effective pressure line length (J.ff) will be calculated to match the model to the data

at the pressure-line test conditions. Thk effective line length should provide better

predictions of the pressure line dynamics under the conditions the lines experience during

., boiler operation.
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Figure 4: Bode Plot for Pressure Line Model at Test Conditions

Model Inputs at Pressure Line Test Conditions

I Model Parameter I Value

I 1 (m) I 15.0

I d (m) I 0.0127
1

I p (kg/m-s) 1.8x105

I ‘Y I 1.4

p (N/m2) 1.013X105

I T (K) I 300

For low damping ratios, the undamped natural frequency corresponds approximately to

I

,

I

1

the peak frequency (COP ) on the Bode plot (i.e., con = WP for low& since

FUP = con 1-2 C ). Assuming the model predicts the behavior around the natural



frequency, just not the actual value of the natural frequency, Figure 4 shows that the ratio
..3

of the frequency at which the gain is 7 dB ( @TdB ) and the peakhatural frequency is

(.i)7(fB
= 1.2. (3)

0“

Experimentally, Babcock & Wilcox found that c07fi = 188 s-’. Using this experimental

result and (3), the undamped natural frequency of the pressure lines at the test condition is

157 s-’. Using this value for con, (2), and the values in Table 1, gives an effective pressure

line length of

Jy“RT
l.ff = ~ = 2.2m.

n
(4)

This effective line length can now be used as an input to the analytical model to predict the

frequency response of the Tidd pressure lines during boiler operation. The pressure lines

run between the boiler enclosure and the wall of the pressure vessel. The temperature

inside the pressure vessel while the Tidd PFBC boiler is running is approximately 590 K.

The boiler operates under pressurized conditions, hence the absolute pressure in the lines

is approximately equal to the boiler pressure, which is typically around 10 atm. Table 2

summarizes the pressure line model inputs parameters to simulate conditions during boiler

operation. The effective pressure line length was used to calculate the fluid inertance and

capacitance. The actual estimated pressure line length (Z) was used to ctdculate the fluid

resistance, The frequency response was also determined using l~ff to calculate the

resistance; this was found to have a very small effwt on the results.
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Table 2: Model Inputs at Boiler Operating Conditions

1 (m) 15.0

d (m) 0.0127

~ (kg/m-s) 29.4x104

I R (J/kg-K) I 287 I

Figure 5 presents the Bode plot for the pressure line at the conditions listed in Table 2.

The fidelity of the input signal is maintained by the pressure lines out approximately to an

angular frequency of 80 s-’, or 13 Hz. According to the model, components of the

pressure signal at this frequency would be amplified by 15Y0. Chapter 7 describes

measurements of the bubble characteristics in a cold-scale model of the Tidd PFBC. At -

the scaled Tidd operating conditions, the maximum bubble frequency was measured to be

approximately 7 Hz. If scaled properly, the dimensionless bubble frequency in the cold

model should be equivalent to that in the Tidd PFBC. This implies that

fD fD— =— . (5)
‘o co!d Uo hof

As will be discussed in Section 3.2, the cold model has dimensions one-quarter those of

the Tidd PFBC (i.e., a scale factor of 4); hence D~ld=D~ot/4. In order to match the Froude

number between the two beds, the cold model supetilcial velocity must be equal to the

Tidd PFBC supefllcial velocity divided by the square-root of the scale factor (i.e.,

udcold = %lho,/~). Usingthesescalingrequirementsin(5)gives



fcold
f ha

.*.&.f~~]d=~-
‘Ol,o,d ‘ha

(6)

Since fc&@7 Hz, (6) implies that fI#3.5  Hz. Thus, the mean bubble frequency in the Tidd

PFBC should be well below the frequency at which the pressure line begins to amplify the

pressure signal. As long as the frequency of the signal is not too broadband, the pressure

line should not significantly alter the input pressure signal.

Aithoughtixmare wmewnsatis&ing aspects to the pnxkms analysis, it $hedssome light

on the Tidd pressure line dynamics and the possible pitfalls associated with their length.

The analysis suggests that the expected dominant frequencies of the pressure signal should

be transmitted by the Tidd pressure lines unamplified. And Babcock& Wilcox’s data

suggest that the signal should remain undistorted. But it also implies that higher frequency

components of the pressure signal could be artificially amplified due to resonance in the

pressure lines. It is anticipated that these effects would manifest themselves in the power

spectrum of the Tidd pressure signal. As will be discussed in Chapter 4, the Tidd power

spectrum has unusual features; the pressure lines are a possible source of the observed

aberrant behavior,

*

o
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Figure 5: Bode Plot for Pressure Line Model at Boiler Operating Conditions

3.1.2 Tidd Data Acquisition System

The time-varying pressure drop data from the Tidd PFBC demonstration plant were

acquired using a personal-computer-based data acquisition system, A 486-33MHz

personal computer equipped with a 12-bit analog-to-digital conversion board was used to

sample the pressure transducer output. The Tidd data were obtained using a single, O-5

psi, differential pressure transducer connected to a pressure manifold system. The

manifold system permitted any two of the eight experimental pressure taps to be

connected to the pressure transducer. An electronic filter was installed between the data

acquisition system and the pressure transducer to prevent aliasing and to eliminate any

high frequency noise.
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3.2 Hydrodynamic Scaling Calculations

Table 3 lists the Tidd PFBC geometric and operating parameters. The particle density

(ps) W~ determined by measuring the displacement of a known mass of the Tidd bed

material (dolomite). The particle sphericity ($s) was determined by evaluating a digitized

picture of the Tidd bed material; image-analysis software’ was used to estimate its average

apparent circularity. Chang and Louge (1992) found that the square of the apparent

circularity provided a good estimate of the particle sphericity. Additional details on the

particle sphericity measurements are provided in Appendix B. The minimum fluidization

velocity was predicted using an expression proposed by Grace (1982). Experiments were

conducted at ambient conditions that showed that this expression predicts the minimum

fluidization velocity of the Tidd bed material well. The surface-volume mean particle

diameter (dp=851 pm) was determined through sieve analysis of a Tidd bed sample taken

from the sorbent reinfection vessels during testing. (The surface-volume mean particle

diameter is used since the friction on the particle is proportional to its area, and the

gravitational force is proportional to its mass,) It is not currently possible to obtain a

sorbent sample from the center of the bed. This introduces some uncertainty in the exact

size of the particles within the bed, Detailed information on the Tidd PFBC particle size

distribution is given in Appendix C. The dimension D is an arbitrary reference M

dimension; the value for Din Table 3 is the width of the scaled section of the Tidd PFBC.

(The scaled section is illustrated in Figure 6.)

The values of the parameters listed in Table 3 were used to calculate the values of the

simplified scaling parameters for the Tidd PFBC. Table 4 lists the values of the simplified

scaling parameters for the Tidd PFBC. These dimensionless groups must be matched

between the combustor and a cold model in order for the model to simulate the

combustor’s hydrodynamics. In addition to the parameters listed in Table 4, a cold model

must be geometrically similar to the Tidd PFBC, and the dimensionless particle size

‘ Image 1.47 developed by the U.S. National Institutes of Health
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distribution (PSD) must be matched between the two beds. Geometric similarity requires

that all length scales change by the same scale factor. This is equivalent to matching L/D

between two beds, where L is any bed dimension.

Table 3: Tidd PFBC Operating Parameters

T (K) 1135

p (N/m2-abs) 9.04X 105

I ~ (kg/m-s) 4.6x1(Y5

I I 0.82

Ud (Ill/s) 0.24

u~ (Ill/s) 0.91

D (m) 3.4

dp (pm) 851

Table 4: Tidd PFBC Simplified Scaling Parameters

Scaling Parameter Tidd PFBC

pJpg 898

u02/gD 0.025

uJud 3.8

% 0.82

The procedure for determining the dimensions and operating conditions for a cold model

using the values of the simplified set of scaling parameters for the hot combustor follows.
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1. Calculate the cold model particle density that matches the hot-bed solid-to-gas density

ratio;

2.

3.

4,

5.

6.

Choose a scale factor. In this case, for example, a quarter-scale cold model was

constructed;

Hydrodynamic similarity requires that the cold model be geometrically similar to the

hot bed, Hence, all the dimensions of the hotbed must be scaled down by the scale

factor and all angles must be maintained (e.g., ~01.#-hOl/4).  In t~ls case>  dP is not

scaled by the same factor.

Calculate the cold-model gas supetilcial velocity that matches the hot-bed Froude

number;

rDccdd
‘olcold  = ‘o!ha

Dha “

Calculate the cold-model minimum fluidization velocity that matches the hot-bed

uJud;

‘0 
cold

‘ m f  cold  =

(uo/umf]ha “

Calculate the cold-model particle diameter that, using the particle density calculated in

Step 1, agrees with Uti calculated in Step 4. The expression proposed by Grace

(1982) was solved for particle diameter (dP) in the current study. Grace’s umf

relationship is

‘gumfdp=--272w

The dimensionless particle size distribution (PSD) and the particle sphericity (~,) must

be matched between the hotbed and the cold model.
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A cold-scale model of a section of the Tidd PFBC has been constructed using the

simplified set of scaling laws. Figure 6 illustrates the scaling from the Tidd PFBC to the

cold model. A two-dimensional slice of the Tidd boiler enclosure is illustrated in Figure 6.

The dashed lines represent the section of the Tidd combustor that was scaled. The cold

scale model, including the tube bank, has linear dimensions that are one-quarter those of

the section illustrated in Figure 6. The decision to scale only a section of the combustor

was based on the observations of Glicksman and McAndrews (1985) and Glicksman et al.

(1987). They found t.hat the bubble distribution is nearly uniform throughout the bed

“cross-section for large-particle bubbling fluidized beds containing a large array of

horizontal tu@x. The walls have a minimal influence on the conditions near the center of

the bed when the bed diameter is 3-4 times larger than the maximum bubble size.
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Table 5 summarizes the results of the scaling exercise described previously for the quarter-

scale cold model of the Tidd PFBC. The second column in Table 5 lists the values for the

cold model geometry and operating parameters required to exactly satis& the scaling

relationships; the adjacent column gives the values that were actually achieved. A granular

linear low-density polyethylene manufactured by Union Carbide (GRSN 7047) was chosen

as the cold bed material; it has a solid densityof918 kg/m3 versus the 988 kg/m3 required

to exactly match the solid-to-gas density ratio. The cold-bed material particle sphericity is

0.$5. Itsvaluewas measured inthe  samemanner as for the Tiddbedmateri&,  tie

measurement procedure is described in Appendix B. The particles were segregated in an

attempt to achieve the required scaled particle size; the deviation between the exact and

actual mean particle diameter are small enough that it has a negligible effect on the

minimum fluidization velocity.

Table 5: Cold Model Operating Parameters

I Parameter Value for Exact Value for Actual

I I
Cold Model I Cold Model

1 1

t

T (K) 311 311
1 r

I p (N/m2-abs) 1.01X105 1.01X105

p (kg/m-s) 1 .9x 105 1.9X10-5

I P, (kg/m’) I 1.1 I 1.1

I P, (k~m’) I 988 I 918

I 44 I
0.82 I 0.85

I I

I Ud (In/s) 0.12 0.12
i 1I u. (In/s) 0.46 0.46
1 I

I D (m) 0.85 0.85
I II dp (pm) 581 609
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Table 6 compares the values of the simplified set of scaling parameters for the Tidd PFBC

and the cold model. The polyethylene bed material allows the hot-bed density ratio to be

matched within 8%, and the particle sphericity matches the Tidd bed value within 4%. An

attempt was also made to match the dimensionless particle size distribution. Figure 7

compares the dimensionless particle size distributions (PSD) of the Tidd PFBC and the

MIT cold model; the PSDS of the two beds matched closely. The details of both the Tidd

and the cold-model particle size distributions are provided in Appendix C.

Table 6: Comparison of Simplified Scaling Parameters

Scaling Parameter Tidd PFBC Cold Model

(h@? 898 835

u02/gD 0.025 0.025

Udud 3.8 3.8

geom. similar geom. similar

+s 0.82 0.85

PSD matched matched

0.35

0.3

0.25

0.2

0.15

0.1

0.05

0

I I
~ Tidd PFBC

— - - u - - Cold Model

< . . .

J . . . .
,

,

0 0.5 1 2 2.5 3
dp’i;;p

Figure 7: Comparison of the Tidd PFBC and the Cold Model Particle Size Distributions
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3.2,1 Error in Drag from Using the Simplified Set of Scaling Parameters

In Chapter 2, it was shown that the simplification in going from the full to the simplified

set of scaling parameters introduces a scaling error because the particle Reynolds number

is no longer matched between the two beds. Failure to match the particle Reynolds

number produces a mismatch between the hot-bed and cold-model dimensionless drag

parameters (~’ E ~D/p, UO ). An expression was developed in Section 2.3.4.3 to compare

the dimensionless drag parameters over a range of particle Reynolds number. This

relationship is given by

()1.75 &o,
1 + —  — @RedP fi’g-~n’,

150 1-E

[ )

1.75 Umf 0,
. (7)

——
1+ 150 u. (l-&mf)

Redp

Evaluating (7) for the Tidd PFBC and the cold model requires assumptions for the gas and

solids velocities (u~ and uJ. Two limiting conditions are considered.

1. For the drag due to the gas flow through the particle emulsion, it is reasonable to

assume that Ug=udk  and UFO.

2. For the drag associated with the motion of the bubbles, the gas velocity can be

assumed to be the bubble rise velocity plus 3uti (i.e., u~ub+3utiand UFO).

Measurements in the cold model (see Chapter 7) indicate that at the scaled Tidd

operating condition ub~.g mk. According to the scaling relationships, this would

comespond to a bubble rise velocity of 1.8 m/s in the Tidd PFBC.

For the frost case, assuming that &=w, there is no error in the dimensionless drag terms

introduced by using the simplified set of scaling parameters. Figure 8 shows the error for

the second case over a range of hot-bed particle Reynolds numbers. The hot-bed has a

particle Reynolds number of 48. As shown in the figure, at this Reynolds number the

dimensionless drag coefficient for the cold model is31% lower than that of the hot bed.
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. . .
The figure also shows that, as discussed in Chapter 2, in the limits of both high-and low

particle Reynolds numbers, the dimensionless drag terms are equivalent because the

simplified set of scaling relationships are equivalent to the full set of scaling relationships

in these limits.

I
1 . 0 0

4).90

& 0.80
---
5?Q 0.70

0.60

0.50
1.00E+OO 1.00E+02 1.00E+04 1 .00E+06

Rf3dp

Figure 8: Error in Dimensionless Drag Parameter

The results of these two limiting cases suggest that the error in the dimensionless drag

term at different locations in the bed should vary roughly between O and 31%. Although

in bubbling beds, most of the drag is associated with the gas flow required to fluidize the

particle emulsion and not the bubbles, this does not provide any information on how any

error affects the local hydrodynamics.
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3.3 MIT Cold Model Experimental Setup

Figure 9 is a sketch of the MIT cold model. A blower supplies air to the cold model

through 6 in. PVC piping. The blower is capable of supplying up to 1200 cfm at 12 psi.

Under typical operating conditions, the cold model requires 380 cfm at roughly 4 psi. The

airflow to the bed is regulated by a valve in the airline upstream of the bed.

Airfromthebbvercntersthe  idetplenum of the model and then passes through a

perforated plate distributor. The distributor is constructed of two perforated steel plates

with 48% open area. Two layers of cloth and a layer of 325 mesh screen are sandwiched

between the two plates to support the particles and provide a pressure drop sufficient to

achieve a uniform flow distribution.

The cross-section of the cold model is 0.85 m wide and 0.46 m deep. The bed is

constructed of% in. plywood, supported by a steel Dexion2 frame. Wooden dowels were

used to simulate the presence of the boiler tubes in the Tidd PFBC. The cold model dowel

array was constructed to be geometrically similar to the Tidd tube bank; the detailed tube

bank geomet~ is not provided due to its proprietary nature.

2 Dexion  Incorporated, Woodside 7?, NY.
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The air leaving the bed passes through a cyclone to capture any elutriated bed material.

The cyclone was approximately 33 cm in diameter and 96 cm tall and was manufactured

by Pemm Corp3. Only a small amount of solids are carried out of the bubbling bed,

making it unnecessary to continuously reintroduce the captured solids back into the bed.

The solids captured by the cyclone collected in a vertical 6 in. PVC pipe connected to the

bottom of the cyclone. To avoid significantly altering the particle size distribution in the

bed, the collected solids were periodically removed from the pipe through a drain at its

bottom andmint.reduced intol.he IwcL

After leaving the cyclone, the fluidization air passes through a filter box prior to

exhausting into the laboratory

3.3.1 Cold Model Pressure Measurement

The cold model pressure taps are positioned at the same dimensionless elevations (z/H) as

the Tidd experimental taps shown in Figure 2, The cold-model taps were flush with the

wall, while the Tidd taps extended 46 cm into the bed, The effect of having the taps

protrude into the bed was evaluated in the cold model and found to have a negligible

effect on the pressure-drop data. The lines to the pressure taps were short lengths (e 30

cm) of plastic tubing. Plugging of the pressure taps was not a problem. The pressure lines

were bIown out prior to conducting a test; tests were repeated several times to veri~ the

repeatability of the data.

The cold model is instrumented to simultaneously meymre the pressure drop between all

the successive pressure taps, but the final time-varying data were filtered prior to

digitization using a single-channel analog filter. This required that the cold model data

used in the scaling comparisons presented in Chapter 4 be obtained using a single, O-5 in.

HzO, fast-response pressure transducer. Therefore, as with the Tidd differential pressure

3 PEMM Corp Process Equipment & Mfg. Corp., Cold Spring, NY.
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data, the data for each level in the cold model were taken sequentially rather than

simultaneously. The pressure transducers were made by AutoTran, Inc! (Series 600).

3.3.2 Cold Model Data Acquisition System

The cold model data acquisition system is illustrated in Figure 10. The time-varying

pressure drop measurements from the MIT cold model were sampled using a personal

computer-based data acquisition system. A 386SX-33MHZ Dell computer equipped with

Keithley-Metrabyte’s  DAS-1601 data acquisition board and EASYEST LXTM data

acquisition software were used to sample the pressure transducer signal. The DAS-1601

is a high-speed 12-bit analog-to-digital converter that can accommodate up to 16 single-

ended inputs. “

12v~
Power SUDDIV

/\r4
Computer with data Ix)w-pass

acquisition board Filter
7

Pressure
Transducer

Cold Model

Figure 10: MIT Cold Model Data Acquisition System

As mentioned in Section 3.3.1, the data from the cold model were electronically filtered

prior to digitization. A D68L8B-1OOHZ analog anti-aliasing filter manufactured by

4 AutoTran Incorporated, Hopkins, Minnesota
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Frequency Devicess was used. The filter is an 8-Pole low-pass Butterworth filter with a

100 Hz cutoff frequency (-3 dB). The 8-Pole Butterworth filter was chosen for its flat

pass band and steep 48 dB/octave roll-off. The performance of the cold-model anti-

aliasing filter was evaluated using an electronic signal generator. The attenuation provided

by the filter was verified by supplying sinusoidal inputs over a range of frequencies and

measuring the attenuation of the input amplitude. Figure 11 presents the measured

performance of the electronic filter.

I

10 100 1000
Frequency (Hz)

Figure 11: Measured Performance of Electronic Filter

3.3.3 Cold Model Air Flow Measurement

The air flowrate through the cold model was measured using a concentric-bore orifice

plate manufactured by Meriam Instrument. The orifice plate was made of 304 stainless

5 Frequency Devices Inc., Haverhill, MA
. 6 Meriam Instrument, Cleveland, OH
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steel and had a bore of 2.7794 in., giving it a diameter ratio ( POn~ = dbR/dPiP ) of 0.458.

The orifice plate was installed between a pair of orifice flanges, also manufactured by

Meriam Instrument, that were equipped with comer pressure taps for measuring the

pressure drop across the orifice plate. The orifice pressure drop was measured using a

water manometer. As recommended by the manufacturer, the orifice plate was installed

with a minimum of 10 pipe diameters of straight pipe upstream of the plate and 5 pipe

diameters of straight pipe downstream from the orifice plate.

The air flowrate was calculated using measurements of the orifice pressure-drop, the

temperature of the air in the line, and the gage pressure in the line, in conjunction with the

procedure described in Chapter 9 of the Flow Measurement Engineering Handbook

(Miller, 1989).
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3.4 Nomenclature

D
d
dti
dplpc
dp

api

f
g
H
1
Zeff
L
P
PSD
R
Redp
T
ub
Ug
Uo
Umf
us
x,
z

reference bed dimension
pressure line dhneter
diameter of hole in orifice plate
diameter of the pipe in which the orifice plate is installed
surface-volume mean particle diameter
mean aperture of adjacent sieves

frequency (Hz)
acceleration due to gravity, 9.807 m/s2
distance from the distributor to the top of the tube bank
pressure line length
effective pressure line length
bed dimension
pressure
dimensionless particle size distribution
perfect gas constant for air=287 J/kg-K
particle Reynolds number based on the gas superllcial velocity
absolute temperature
bubble rise velocity
local gas velocity
gas superficial velocity
minimum fluidization velocity
solid velocity
fraction of particle sample mass in interval i
distance above the distributor

Greek Symbols

P, particle-assembly drag coefficient
P dimensionless particle-assembly drag coefficient
~orir orifice plate diameter ratio=dk#dtiW
& local voidage
% minimum fluidization voidage
4$ particle sphericity
‘r ratio of specific heats, c~cv
w gas viscosity
0.) angular frequency (s”l)
Q undamped natural frequency
% , peak frequency on Bode plot
Pg gas density
p, solid density
c damping ratio
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4. Verification of Hydrodynamic Scaling for PFBC

4.1 Basis for Scaling Comparisons

Numerous techniques have been used to experimentally verify hydrodynamic scaling in

fluidized beds. The ultimate objective of these techniques is to measure the important

dependent hydrodynamic phenomena for use as a basis for comparing scaled beds. When

two fluidized beds are hydrodynamically similar, their dependent hydrodynamic

phenomena when expressed in dimensionless form will be identical. In bubbling beds,

methods such as video analysis (e.g., Newby and Keairns, 1986) and capacitance probe

methods (e.g., Almstedt and Zakkay, 1990) have been used to directly measure bubble

properties such as their: diameter, growth rate, diameter distribution, frequency, and rise

velocity. Similarly, optical probes have been used in circulating fluidized beds to measure

variables such as cluster velocity and length to serve as a basis for scaling comparisons

(e.g., Ishii and Murakami, 1991). With these methods, the approach is to directly measure

local dependent hydrodynamic variables,

A second approach, which is more common due to its ease and accuracy, is to use time-

resolved differential pressure measurements as the dependent hydrodynamic phenomena.

In general, this is the only viable approach when scaling hot commercial beds. In this

approach, pressure measurements are used to characterize the hydrodynamics of the

fluidized bed, Lwag and Littman (197 1) used statistical analysis of pressure fluctuations to

estimate the average size of bubbles leaving a bubbling bed. Fan et al. (1981) concluded

that bubble motion and coalescence am responsible for pressure fluctuations in fluidized

beds. They also found that the amplitude of the pressure fluctuations is related to bubble

size. Hence, pressure fluctuations reflect bed hydrodynamics. To characterize local bed

behavior, the differential pressure measurements should be made over a modest bed level.

Roy and Davidson (1989) found that the maximum pressure difference between two
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closely spaced pressure taps is related to the bubble diameter at that level in the bed. Use

of a single bed pressure point can make it difficult to interpret results since pressure

fluctuations can be due to local effects, bubbles erupting at the bed surface, or even

fluctuations in the air supply system. For example, Roy and Davidson (1989) found that

pressure fluctuations measured using a single pressure point are primarily due to surface

bubbles. They also concluded that the dominant frequency and amplitude measured at a

single pressure point are independent of position in the bed.

Differential pressure drop measurements wem employed in the current study. Time-

varying pressure drop measurements were obtained from both the Tidd PFBC

demonstration plant and the cold-scale model. The experimental setups for both beds

were described in Chapter 3. When scaling between two laboratory-scale models, using

either direct measurements of the hydrodynamics or differential pressure measurements

are equally viable. But the Tidd PFBC is a large power-producing (70 MWJ commercial

boiler. It is neither practical nor permissible to insert probes into the bed to measure the

local bubble characteristics. In this instance, differential pressure measurements provide

the only way to characterize the hydrodynamics of the Tidd PFBC.

4.2 Experimental Data Analysis’

4.2.1 Solid Fraction Calculation

Differential pressure drop (Ap) is one of the few quantities that can& measured relatively

easily and accurately in fluidized beds. Assuming that the weight of the particles between

two pressure taps (say, taps 1 and 2) is the sole contributor to the pressure drop (i.e.,

negligible contributions from friction or acceleration), the solid fraction ( 1-E) between the

taps is given by

‘ Bendat and Piersol (1986) provides an excellent discussion on data analysis; this book served as the
primary reference for Seetions  4.2.2-4.2,3.
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‘g ~ A P1.2(Q
[1-&(t)],.2=~+(p p ) g Ah, 2’

g s - g ” ” -

(1)

where Ahl.z is the elevation between taps 1 and 2. Gravity dominates the pressure drop in

bubbling fluidized beds, and for gas fluidimd  ~ds whe~  k N %.  (1)  can ~ simpfifi~ by

neglecting p~ with respect to ps giving

Apl-z(t)
[l-&(t)]l-z  = ~~.g.Ahl-z  “ (2)

As discussed in Chapter 2, scaling comparisons must be made on a dimensionless basis.

Hydrodynamic scaling provides similarity between the dimensionless dependent variables

from the two beds under consideration. Differential pressure drop is a dependent variable.

Solid fraction is a dimensionless form of differential pressure drop that physically reflects

the voidage or porosity in the interval. Hence, solid fraction is an important characteristic

of fluidized bed hydrodynamics, and because it is dimensionless, provides an appropriate

basis for comparing the hydrodynamics of two scaled beds. Note that even when the solid

fraction is not given by (l), such as when friction or acceleration are not negligible,

variations in the dimensionless pressure drop still provide a useful basis of comparison

since pressure drop is a dependent hydrodynamic phenomenon.

The time-vmying solid fraction (pressure drop) measurements are ergodic (i.e., statiomuy

and random) and can be characterized in several ways. The most obvious characteristic of

the time series is its mean value. The mean solid fraction in an interval can be calculated

from a series of discrete measurements using

(l-&) = *o;(l-&)i, (3)
=

where N is the number of solid fraction measurements. By acquiring pressure drop data at

several levels in the bed, the solid fraction profile can be constructed. The solid fraction

profile shows how the voidage varies vertically as a fimction of distance from the

distributor.
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The mean pressure measurements can also be used to calculate the expanded bed height

(HJ. The fluidizing gas causes the bed to expand from its initial loose-packed state to

accommodate bubbles. Thus, the expanded bed height is related to, and a Alection of,

the bed hydrodynamics. More specifically, it reflects the overall bed voidage. For the

same scaled bed inventories, hydrodynamically similar beds will have the same ‘

dimensionless expanded bed heights.

Beyond using the mean pressure drop data to compare the solid fraction profiles and the

dimensionless expanded bed heights of two scaled beds, additional comparisons are

possible by considering the fluctuating nature of the data. In this study, two additional

characterizations-the probability density function and the power spectral density function-

have been calculated for the dimensionless pressure-drop data, These analyses are

discussed in Sections 4.2.2 and 4.2.3.

4.2.2 Probability Density Function Analysis

The probability density function (PDF) characterizes the distribution of solid fraction

values, or alternatively void values, in the solid fraction data, The distribution of voidage

values is related to the size of the bubbles in the bed. Hence, beyond the mean solid

fraction, the PDF shows how broadly the magnitudes of the fluctuations are distributed

about the mean. It also shows the shape of the distribution (e.g., normal or otherwise).

So the PDF provides a much more complete statistical characterization of the solid

fraction data than the mean value alone.

The PDF is a normalized histogram; a histogram is simply a plot of the number of solid

fraction measurements that fall in specified solid fraction intervals. For example, out of

100 measurements, 5 lie between 0.1 and 0.2,20 of the 100 lie between 0.2 and 0.3, etc.

The value of the probability density function over a finite solid fraction interval, is the
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probability per unit interval width that the solid fraction at any time t will have a value in

the interval. By normalizing the probability by the interval width, the area under the PDF

curve is unity.

Bendat and Piersol (1986) present a detailed procedure for calculating the probability

density fimction. This procedure is summarized below.

fhsider~series of N disaete did fraction measurements (i.e., (1-s)i where i=l,N),

where it is desired to construct the PDF over solid fractions ranging from ( l-&)lb to (1 -&)ti.

The subscripts “lb” and nub” refer to the lower and upper bounds of the range of solid

fraction over which the PDF is to be constructed. These bounds are defined by the

analyst, and may or may not correspond to the minimum and maximum solid fraction

values in the data under consideration. Divide the range of solid fraction into K equal-

ized intervals; the width of each interval can be calculated using

~ (1-E)”~-(1-e),~
=

K “
(4)

Let Nk represent the number of the (l-&)i measurements that lie in the interval k, where

k=O,(K+l).  The probability density function defined at the midpoint of interval k is given

by

(5)

Equation (5) shows that the PDF is just the probability (Nk/N) per interval width (W) that

(l-&)i will lie between [(l-&)lb + (k-1) ● W] and [(l-&)lb+ k “w]. The v~ues of Nk cm ~

determined for each wdue of (l-&)i as follows.

1. For (l-&)i ~ (l-&)lb$ NO=NO + 1.

2. For (l-&)lb < (l-&)i S (l-&)b, calculate ~hk=[(l-&)i-(l-&)lb]/W. The interval index k is

the largest integer that is less than or equal to ~hk. Nk=Nk+l.

3. For (1-&).b < (l-&)i$ NK+I=  NK+I+l.
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It should be noted that the PDF is not unique, it depends on the value specified for K. If

K is too small, the PDF will provide only a course resolution of the distribution.

Conversely, if K is too large, there may be intervals in the middle of the distribution that

contain no samples, leading to an erratic distribution. When comparing two PDFs, the

number and width of the intervals should be kept the same. In the current study, solid

fraction intervals 0.02 wide were found to provide detailed and well-behaved PDF curves.

4.2.3 Power Spectral Density Analysis

4.2,3.1 Power Spectral Density

The power spectral density, PX(f), describes the rate at which the mean squared amplitude

of a quantity x varies with frequency, f. PX(f) shows how the “power” in x is distributed

over the range of frequencies. For example, the power spectral density of a sine wave

with a frequency fO involves a delta function at fo, This indicates, not surprisingly, that all

the power in the sine wave lies at a single frequency.

To calculate the power spectral density, it is first necessary to convert x(t), in the time

domain, to X(f), in the frequency domain. This is accomplished by Fourier transforming

the data. The Fourier transform of x(t) is given by (Press et al., 1989)

X(f) = ~x(t) o e]2%it, (6)
-00

where j =&, and X(f) is generally a complex number. But for discrete data, x(t) will

only be known over a finite time interval, say between O and T. In this case, the Fourier

transform of x(t) is

X(f ,T) = ~x(t). ej2fidt (7)
o

.
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When x(t) is represented by discrete values, the transformation expressed in (7) is typically

accomplished using fast finite Fourier transform (FIW) procedures on a digital computer.

The (one-sided) power spectral density of x(t) can be calculated using

lim ‘(lx(f*T)f)*Px(f)=2”T+=T (8)

X(f ,T) is the magnitude of X(f,T), and ( ) represents the ensemble averaging operation.

Real data have a finite T, and hence the averaging can only be done for a finite number of

ensemble elements. The ensemble averaging is accomplished by breaking a record of

length, TT, into n continuous segments of length T, where T~n “T. Each segment is then

Fourier transformed, and the expected value for I X(f) 12 is estimated by averaging the

values for every segment at each frequency. Increasing the number of data segments

reduces the random error in the power spectrum estimate (more specifically, it reduces the

standard deviation of the estimate by l/& ). But for a fixed record length, TT, increasing

the number of segments reduces the resolution of the estimate. Thus, longer record

lengths reduce the random error in the power spectrum estimate while making it possible

to maintain resolution.

The discontinuities at the beginning and end of a finite digital data record can cause power

in the spectrum to “leak”. This power leakage can distort the spectrum, causing the

power at frequencies on either side of a Spectral peak to be overestimated, This problem

is addressed by applying a window function to the data that eliminates the discontinuities

at the ends of the time-histoxy data, Many window functions have been proposed (e.g.,

see Press et al., 1989), one of the most common is the Harming window. A Harming

window was used in the power spectrum estimates for this study.

One problem with applying a window to the data is that it reduces the resolution of the

analysis. This resolution can be recovered by increasing the segment length T for each

FIT. But for a fixed record length, this results in fewer data segments, increasing the

random error in the power spectrum estimate, This is prevented by dividing the record
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into segments that overlap, typically by 50%. The one disadvantage of overlapping is that

it doubles the number of 171Ts that must be calculated.

The power spectral density estimates shown in this study were calculated using MATLAB

which is a mathematical analysis software package developed by The Mathworks, Inc.

(The MathWorks, Inc., 1993). The power spectrum estimates presented in this chapter

are based on approximately 30,000 data points. Segment sizes ranging from 256 to 2024

points were evaluated. Segments of 256 points were found to satisfactorily resolve the

features of the power spectrum while minimizing the random error. As mentioned

previously, a Harming window was used in the power spectrum estimates. The data

segments were overlapped by 5070 to compensate for the reduced resolution caused by

the window.

In summary, the solid fraction power spectral density estimates presented in Section

4.5.3.1 are based on 128 Hanning-windowed, 256-point, overlapping data segments.

Finally, it is important to make one additional observation. Remember that PX(f) describes

the rate at which the mean square amplitude of a quantity x varies with frequency, f. This

implies that if the input quantity under consideration were voltage as a function of time,

for example, the units on the power spectral density would be volts2/Hz. Here we are

interested in the power spectral density of solid fraction as a function of time. Since solid

fraction is dimensionless, the units on the power spectral density are UHZ, or seconds.

Hence, the power spectral densities of solid fraction data from two scaled beds require

additional nondimensionalized before they can be compared. The power spectral densities

and frequencies compared in Section 4.5.3.1 are nondimensionalized by the factor (uJD).
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4.2.3.2 Filtering to Avoid Aliasing

When sampling an analog signal, the higher the frequency to be resolved, the higher the

sampling rate required, For example, one would need to sample at a much higher rate to

capture the features of a 60 Hz sine wave than would be necessary to resolve a 3 Hz sine

wave. In the lower limit of a steady signal, only one sample is required. The Nyquist

frequency (fN) defines the highest frequency accurately resolved for a specified sampling

rate. The Nyquist fkxjuency is given by

fN=~=&, (9).

where f~ is the sampling frequency, which can alternatively be expressed as the time

between samples (At). So, for example, the 60 Hz sine wave requires a sampling’rate of

120 samples per second (i.e., At=O.0083 s) to be accurately sampled.

One additional problem is that if the sampling frequency is insufficient for the bandwidth

of the analog signal, the frequencies above the Nyquist frequency (i.e., f> fJ2) will appear

as lower frequencies in the digitized data. This phenomenon is referred to as aliasing.

In the case of the solid fraction measurements, the exact bandwidth of the signal is not

luiown a priori. The best approach to prevent aliasing is to limit the bandwidth of the

continuous signal by analog filtering. Analog filtering the signal prior to digitization

defines the signal bandwidth. The signal can then be sampled at a rate above the Nyquist

frequency corresponding to the specified bandwidth. As discussed in Sections 4.3.1 and

4.3.2, the data acquired from both the Tidd PFBC and the cold-scale model were

electronically filte~d prior to digitization.
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4.3 Experimental Test Procedures

4.3.1 Tidd PFBC Test Procedure

The Tidd PFBC time-varying pressure drop data were taken by a team of engineers from

Babcock & Wilcox’s (B&W’s) Alliance Research Center. A summary of their efforts is

pxxwided inRiller<1995).  Although 13zSzW acquired the data from the Tidd planG the

Tidd data were analyzed as part of this study.

Prior to digitization, the signal from the pressure transducer was electronically low-pass

filtered (50 Hz) to prevent aliasing and to eliminate any high frequency noise. It was also

high-pass filtered (O. 1 Hz) to remove the mean from the data, leaving only the fluctuating

component of the signaL The static differential pressure drop was subsequently measured

by resetting the filters to remove the dynamic component of the signaL At each level in

the bed, 30000 points were acquired at a sampling rate of 294 Hz (i.e., 102 seconds of

data).

As discussed in Chapter 3, because the Tidd PFBC is a demonstration plant, it is equipped

to provide measurements that would not typically be available from a standard boiler. One

of these special features is a set of 8 experimental pressure taps. These taps were used to

obtain the time-varying pressure drop data. One problem that arose during testing at Tidd

was that the lowest experimental pressure tap was plugged. But pressure-drop

measurements in the bottom of the bed were of particular interest. There are no boiler

tubes in the bottom of the bed, creating a region with unique hydrodynamics. In addition

to the experimental taps, the bed is fitted with standard pressure taps for plant operations.

The so-called POPS (Plant Operational Performance System) system provides static

pressure-drop measurements over several elevations in the bed. The POPS data served

two purposes, First, they made it possible to independently check the mean pressure
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profile measured using the experimental taps and the high-speed data acquisition system.

And second, they provided some limited information on the hydrodynamics of the bottom

of the bed (i.e., the mean solid fraction).

4.3.2 MIT Cold Model Test Procedure

The data from the cold model were filtered prior to digitization. The filter could only

accommodate one channel at a time, hence the cold model data were obtained using a

single, O-5 in. H20$ fast-response pressure transducer. Therefore, as with the Tidd

differential pressure data, the data for each level in the cold model were taken sequentially

rather than simultaneously. At each level in the bed, 33000 points were sampled at 500

Hz (i.e., 66 seconds of data). Fluidized-bed hydrodynamic frequencies are modest,

typically less than 10 Hz (Gogolek and Grace, 1995), so a sampling rate of 500 Hz is

excessive. But individuals from Babcock & Wilcox were interested in performing data

analyses that they felt required high sampling rates (Fuller, 1995); the 500 Hz sampling

rate was chosen to accommodate their request.

4.4 Experimental Test Conditions

Table 1 summarizes the test conditions for the Tidd PFBC and the MIT cold model scaling

comparison.
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Table 1: Summary of Tidd PFBC and MIT Cold Model Test Conditions

Tidd PFBC MIT Cold

Model I
I T (K) I 1135 I 311 I

1 1

I
p (Pa-abs) 9.04X10 5 1.013X105

I
I p (kg/m-s) I 4.6x1U5 I 1.9X10-5

I
I I I 1

id

I p, (k@m3) 2513 918
I

I 4% I 0.82 I 0.85 I
I u~ (Ill/s) I 0.24 I 0.12 I, 1

I u~ (m/s) 0.91 0.46 I

D (m) 3.4 0.85

dp (pm) 851 609

As shown in Table 1, the Tidd data were taken at a bed temperature of 1135 K (1583 “F)

and 9 atm. pressure. The cold model fluidizing air was essentially at ambient temperature

and pressure. The Tidd PFBC uses dolomite as a sorbent material. A granular

polyethylene was used in the cold model to closely match the solid-to-gas density ratio

between the two beds. D represents the bed width; Table 1 shows that the cold model

dimensions are one-quarter those of the Tidd PFBC. Note that the bed dimension chosen

for D is arbitrary since all dimensions are scaled down by a factor of four. The simplified

set of scaling parameters relaxes the requirement that the particle size also scale down by

the scale factor. The error associated with using the simplified set of scaling parameters

was evaluated in Section 3.2.1. The cold model particle size was chosen to match uJuti

between the hot bed and the cold model.

Table 2 compares the values of the simplified set of scaling parameters for the two beds.

l%: values of the simplified scaling parameters were closely matched between the cold
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model and the Tidd PFBC. The granular polyethylene used in the cold model matches the

hot-bed solid-to-gas density ratio within 8%, and it matches the particle sphericity ($,)

within 4910. In addition, the dimensionless particle size distribution (PSD) was matched

between the two beds (see Section 3.2).

A detailed discussion on calculating the cold-bed geometry and operating parameters

listed in Table 1 is given in Chapter 3, Section 3.2.

Table 2: Summary of Tidd PFBC and MIT Cold Model Simplified Scaling Parameters

Tidd PFBC MIT Cold

Model

p,/ pg I 898 I 835

U02 / g“D 0.025 0.025

Uo / Ud 3.8 3.8

I LID I geom. similar I geom. similar
1 1

t
$s 0.82 0.85

1 1

I PSD matched matched

The Tidd plant operates at a fixed volumetric flowrate. Due to seasonal changes in the

ambient air density, mass flowrate limitations prohibit the Tidd PFBC from operating at

full bed height during the summer months. The expanded bed height at fbll load coincides

approximately with the top of the tube bank (H). The data used in the following scaling

comparisons were taken at a single operating condition with reduced bed load and bed

height, The expanded bed height in the Tidd plant at the tested operating condition was

z/H=0,58, where H is the height of the tube bank relative to the distributor. Since the bed

was not operating at its full height, comparisons of the time-resolved pressure drop data

were only made at three bed elevations (measured midway between the pressure taps):
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I
I

z/I-I =0.22, 0.34,0.50. The four taps used to take the pressure drop data were located at:

z/H = 0.17,0.28,0.40, and 0,61 (see Figure 2 in Chapter 3).

4.5 Hydrodynamic Scaling Comparisons

4.5.1 Voidage Comparisons

4.5.1,1 Solid Fraction Profile Comparisons

Solid fraction can be calculated from differential pressure drop measurements using (l).

The solid fraction represents the fraction of the total volume between two pressure taps

that is solid. Or, alternatively, the solid fraction is one minus the voidage (the fraction of

the total volume that is gas), The local mean solid fraction is an important characteristic

of fluidized-bed hydrodynamics.

Figure 1 compares the cold model and the Tidd PFBC solid fraction profiles. The upper

dashed line denotes the location of the bed surface, and the lower dashed line identifies the

bottom of the tube bank, Two sets of data from the Tidd plant are plotted on Figure 1.

One set was taken using the experimental taps (“Expt. Taps”) used to obtain the time-

varying pressure drop data, and the other data set, designated “Plant Taps”, is plant

operating data from the POPS system. Figure 2 in Chapter 3 shows the relative location

of the two sets of taps. Data from the plant taps were used since, as discussed in Section

4.3.1, the lowest experimental tap was plugged. The POPS system only provides time-

averaged data.
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Figure 1: Comparison of Tidd PFBC and Cold Model Solid Fraction Profiles

Figure 1 shows that the agreement between the cold model and the Tidd Expt. Taps solid

fraction profiles is extremely good. Good agreement is also obtained in the bottom of the

bed between the plant-data solid fraction profile and the cold-model profile. The solid

fraction is lower (higher voidage) in the bottom of the bed most likely due to the presence

of many small, slow moving bubbles. As the bubbles coalesce, they rise faster causing an

increase in the solid fraction (reduced voidage). The tube bank tends to restrict further

bubble growth causing a flattening of the profile. The presence of the bed surface in the

uppermost pressure drop interval leads to a reduced solid fraction at the top bed location.

The numerical data used to generate Figure 1 m given in Appendix D.

4.5.1.2 Bed Expansion Comparisons

Figure 1 compares the local  soIid fractions, or alternatively voidages, between the Tidd

PFBC and the cold model. The bed expansion reflects the integrated, or overall, bed
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voidage. For the same scaled bed solid inventories (i.e., vsaki=vs.hrx/43)t  if the’cold model

is scaled properly, it should have the same dimensionless expanded bed height. The bed

expands to accommodate rising bubbles, and thus the expanded bed height reflects the

hydrodynamics of the bed. .

Although the solid inventories of the two beds were not measured, they can be deduced

from the expanded bed height (Ha) and the solid fraction profile, each determined from

,pressure-dmp  measurements. Since bed height and solid fiction are easier to measure

than bed solid volume, the particle inventory in the cold model was adjusted until the

measured expanded bed height matched the properly-scaled bed height (i.e., Ha< Old = HB.

hoi/4). The solid fraction is tbe solid volume per total volume (gas plus solid), In this case,

by setting the expanded bed height, the scaled total volume was matched since the

dimensions of the cross-section were scaled. The solid volume was then calculated using

the measured solid fractions. The objective was to show that if the scaled total volumes

were matched, the solid volumes would also scale properly. Since the total volume

consists of gas and solid, this is another way saying that the overall bed voidage should be

the same between the hot bed and the cold model.

The expanded bed heights were determined from the pressure profiles in the beds. The

pressure-drop data were plotted in the form (p(z)-pfi) versus distance from the distributor

(z), where pfi is the freeboard pressure. The expanded bed height was found by linearly

extrapolating the pressure profile to the elevation where (p-pfi)=O. The expanded bed

height (HB) is the distance from the distributor where the pressure (p) equals the freeboard

pressure (pm). The expanded bed height of the Tidd PFBC was estimated to be 2.13 m,

requiring the cold model bed inventory to be adjusted to achieve a bed height of 53 cm.

The Tidd bed total volume (VT-ho,) under consideration is 13.866 m3. This corresponds to

a cold bed tots] volume (VT~]d) of ().2 1’7 m3, such that

vT.h~
— = 43 = 6 4 .
VT+.ld

(lo)
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The bed total volumes were calculated by taking the product of the expanded bed height

and the area of the bed cross-section under consideration. Assuming that the solid

fraction in the bottom of the Tidd PFBC is that measured by the POPS system and using

the data from the experimental taps for the other levels in the bed, the volume of solids in

each pressure-drop interval can be calculated. Table 3 summarizes the local and total solid

volumes for the Tidd PFBC and the cold model. The volume of solids in an interval is the

product of the local solid fraction, determined from pressure drop measurements, and the

tO~ VOh311E (solids @gas) of the in@’vd ( VT* ).

Table 3: Solid Volume in Pressure Drop Interval

Z/H Tidd PFBC Tidd PFBC Cold Model Cold Model

(l-&)i vSi=(l-E)i”  vT-h~i (1-E)i v$=( l-&)i” vT+~]di

0.09 0.22 3.051 0.203 0.044

0.22 0.278 3.855 0.267 0.058

0.34 0,246 3.411 0.246 0.053

0,50 0.188 2.607 0.192 0.042

Vs~0,=12.924 m3 VscO1~=O. 197 m3 “

If the cold model perfectly simulates the Tidd combustor, Vs#Vscold would equal 64.

The actual ratio is 65,6 which is within 2.5% of the theoretical value. This is well within

the experimental uncertainty and reflects the overall agreement between the solid fraction

profiles shown in Figure 1.

4.5.2 Probability Density Function Comparisons

Figures 2 to 4 present the probability density functions of the solid fraction data for the

three bed elevations, The largest disagreement occurs between the standard deviations at
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z/H=O.22. But, in general, the figures show exceptional agreement between the mean (as

shown in Section 4.5.1.1) and the standard deviation of the time-varying solid fraction

measurements at all three bed levels. The figures show that the hydrodynamics (i.e., the

distribution of scaled bubble sizes at each elevation), as reflected in these comparisons, m

very similar.

12 I
~ $o~dB~~del

10-- f2wMmkL
mean=O.267

8- (J=O.042
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All I4

2
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-0,5 0 0.5 1
Solid Fraction, (l-E)

Figure 2: Probability Density Function Comparison at zM=O.22
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Figure 4: Probability Density Function Comparison at z/H=O.5
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Frequency Domain Comparisons

4.5.3,1 Power Spectral Density Comparisons

As discussed in Section 4.2.3.1, the dimensionless power spectral density is used to

compare the frequency content of the hotbed and the cold-scale model pressure

fluctuations. Figures 5 to 7 compare the dimensionless power spectral densities of the

Tidd PFBC and the cold model pressure data at z/I-I = 0.22,0.34, and 0.50, in general, the

agreement is poor.
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Figure 5: Power Spectral Density Comparison at z/H=O.22
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Figure 7: Power Spectral Density Comparison at zEI=O.50
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The Tidd power spectrum contains pronounced peaks while the cold model power

spectrum decays from a single dominant frequency. Based on prior experience (e.g.,

Nicastro and Glicksman, 1984), the cold model power spectra exhibit the anticipated

behavior; the Tidd power spectra are quite unusual. The Tidd power spectrum is most

likely higher than the cold model power spectrum at higher frequencies due to the

amplification of the pressure signal in the Tidd pressure lines. The analysis in Section

3.1.1.1 suggests that components of the pressure signal with frequencies above roughly 13

Hz will be amplifki by a resonance in the Tidd pressure lines.

Figure 8 shows the dimensional power spectrum estimates for two locations in the Tidd

PFBC over a broader frequency range than that shown in Figures 5 to 7. The z/H=O.22

power spectrum is from data taken within the fluidized portion of the combustor, while the

z5-1=1. 12 data were taken in the open freeboard region well above the surface of the bed.

(The bed surface coincides with z/H=O.58,) Both plots contain distinct peaks at the same

frequencies, suggesting that the source of the peaks is unrelated to the fluidization

characteristics, (The power spectral density of the pressure data at all levels in the Tidd

bed contain these peaks,) The power spectra have peaks at frequencies around 6, 17,30

and 42 Hz; the last three peaks are well above expected hydrodynamic frequencies.

(According to Gogolek and Grace (1995), the hydrodynamic fluctuations caused by the

passage of bubbles and the pressure waves produced by bubbles bursting at the bed

surface are between 1 and 10 Hz.) This suggests that structural vibration or other sources

are responsible for the peaks. The frequency content of the Tidd PFBC pressure drop

data appear to be contaminated.
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Figure 8: Illustration of Peaks in Tidd Power Spectra-Within and Above the Bed

4.5.3.2 Evaluation of Possible Source of Peaks in Power Spectra

The following discussion suggests that tube vibrations could be one possible source of the

contamination. The Tidd PFBC has not experienced excessive erosion or mechanical

failure rates, which implies that any vibration is structurally insignificant. One would

expect large amplitude vibrations to also affect the bed hydrodynamics. The exceptional

agreement in the solid fraction and probability density function comparisons shown in

Figures 1 to 4 suggest that any vibration must be small enough to have a minimal effect on

the hydrodynamics.

Turner et al. (1982) remark that the forces on an immersed tube bank decrease with

increasing distance from the distributor, with the lowest tubes experiencing the highest

forces. This is consistent with the deviations of the Tidd power spectra from those of the

cold model shown in Figures 5 and 6. Turner et rd.’s observations suggest that the forces

on the tube bank are higher at z/I-I = 0.22 (Figure 5) than for z./H = 0.34 (Figure 6),
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enhancing any tube vibration in the lower level. Figures 5 and 6 show that the deviation

between the magnitude of the Tidd power spectrum and that of the cold model is greatest

at the lowest level in the bed where the forces are highest.

As discussed by Ptidoussis  (1982), tightly-spaced tube arrays in dense fluids have been

shown to be susceptible to strong hydrodynamic coupling between tubes. The

acceleration of one tube can create a pressure wave that causes adjacent tubes to vibrate.

Therefore, it wouldmot be surprkhg ifpxmre wavesl?mm vNnt.ing lubes werenflected

in pressure measurements.

Vincent et al, (1987) concluded that tubes in a fluidized-bed with clamped supports

respond like a beam with fixed end conditions. The equation for the natural frequencies of

a uniform fixed-end beam of length /?, under a uniform load per unit length, w, is given by

(Barber, 1992)

(11)

where E is the modulus of elasticity and I is the moment of inertia. k~ is a constant for

each beam mode. In this case, kl, k2, k3, and h are equal to: 22.4,61.7, 121, and 200,

respectively. Equation (11 ) shows that the ratios of {he natural frequencies, for the same

beam, are constant and equal to the ratios of the values of k.. Table 4 shows that these

ratios for a uniform fixed-end beam closely agree with the ratios of the peak frequencies

shown in Figure 8. This suggests that a possible source of the peaks in the Tidd power

spectra could be the excitation of the natural frequencies of the tubes in the bed. The

exact values of the frequencies depend on the tube bank construction. The tubes in the

Tidd bed are supported in a complicated manner, which makes estimating 1 and the other

parameters in(11) extremely difficult. But using a very rough estimate of the parameters

in(11) indicates that the first natural frequency of the tube bank should be between 15 and

20 Hz. The value of the f~st peak frequency (6 Hz) is within the range of the natural

frequencies of fluidized-bed heat exchanger tubes quoted in the literature (e.g. Vincent et

al., 1987; Turner et al., 1982).



Table4: Comptison of Tidd P~CPe*Frequencies  mdFixed-End Bem Natural
.

Frequencies

i Fixed End Beam Tidd PFBC

fn(i+l)/f.(i) fP(i+l)/fP(i)

1 2.8 2.8

2 2.0 1.8

3 1.7 1.4

The cold-model tube bank would not exhibit any vibration that might be present in the hot

bed. No attempt was made to scale the structural/materials characteristics of the hot-bed

tube bank, Damping was added to the cold model tube bank to prevent vibrations from

affecting the hydrodynamics.

The natural frequencies of the tubes in the Tidd PFBC depend on the detailed geometry of

the tube bank and the characteristics of the fluidization. To accurately determine the

natural frequencies would require detailed measurements on the tubes while the bed was

running since the natural frequencies of the tubes are influenced by the presence of the bed

material due to added-mass effects (Vincent et al., 1987). Detailed hot in-bed

measurements were beyond the scope of the current study.

Babcock and Wilcox (B&W), the designers of the Tidd tube bank, suggested fluctuations

in the coal and limestone feed and fluctuations in the air flow as other possible

explanations for the peaks in the Tidd power spectra. The analysis presented in Section

3.1.1.1 also points to the Tidd pressure lines as a possible source of problems. This

analysis and Babcock & Wilcox’s data (Fuller, 1995) show that resonance is a possible

problem with the lines. Fuller (1995) has also expressed concerns over nonlinear behavior

distorting the pressure signal as it travels through the pressure lines. Their pressure line
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test data do not exhibit significant pressure-signal distortion, just amplification, but the

data were only taken for a single frequency.

Another hypothesis is that the flow past the pressure taps, which extend 46 cm into the

bed, sets up standing waves in the pressure lines. Treating the pressure line as a pipe that

is closed at one end, the natural frequencies are given by (Serway, 1983)

f“‘ nq+,. (12)

where only the odd harmonics are present (i.e., n=l ,3,5,7,...). 1 is the length of the

pressure lines and c is the speed of sound in the air in the pressure lines. The speed of

sound (c) is given by

c=~ (13)

where y is the ratio of specific heats, R is the ideal gas constant, and T is the absolute

temperature. For air, pl.4 and R=287 J/kg-K. The Tidd PFBC pressure lines are located

within the Tidd pressure vessel. During boiler operation, the temperature of air in the

pressure vessel is around 590 K. Assuming that the air in the pressure lines is in thermal

equilibrium with the air in the pressure vessel, and using ( 13) to calculate the speed of

sound in the pressure lines gives: c=487m/s. Fuller (1995) estimated that the Tidd

pressure lines were roughly 15 m long. It was neither possible to get an exact

measurement of the pressure line length, nor was it possible to know exactly what the

speed of sound is in the pressure lines. But if it is assumed that the lines were actually 20

m long (i.e., l=20m) and that the speed of sound in the lines (c) is 487rn/s, according to

(12) the f~st harmonic frequency is 6 Hz. This is equivalent to the first peak frequency in

the Tidd power spectrum. Since only the odd harmonics are present, the third, fifth and

seventh natural frequencies would be: 18, 30, and 42 Hz, respectively. These frequencies

are essentially the same as those found in the Tidd power spectrum. Hence, another

possible source of the peaks in the Tidd power spectrum is that the flow past the pressure

taps sets up standing waves in the pressure lines that manifest themselves in the frequency

content of the pressure signal. Note that for shorter line lengths the frequencies are
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higher, and thus pressure lines of more moderate length would have harmonic fr~quencies

at high enough frequencies that they would most likely go unnoticed.
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4.6 Nomenclature

c
D
dP
E
f
f“
fN
fp
f,
g
H
HB
I
Lhk
j
k.
K
1
/
L
n

N
N~
P
pfb
P,(f)
PDF
PSD
R
T
TT

t
Uo
Uti
v~
vT
w
w
x(t)
x(f)

speed of sound
bed width
surface-volume mean particle diameter
modulus of elasticity
frequency
natural frequency
Nyquist frequency
frequency of peaks in~idd~ower spectrum
sampling frequency
acceleration due to gravity, 9.807 m/s2
distance from the distributor to the top of the tube bank
expanded bed height
moment of inertia
index for constructing PDF
m
constant for each mode of a fixed-end beam
number of bins used to construct the PDF
pressure line length
fixed-end beam length
bed dimension
number of records of length T comprising the total record length TT ~r the
harmonic frequency number
number of discrete measurements
number of measurements that fall into bin k
pressure
freeboard pressure
one-sided power spectral density of x(t)
probability density function
dimensionless particle size distribution
perfect gas constant for air=287 J/kg-K
absolute temperature Q length of record for which the P.(f) is calculated
total record length
time
gas superficial veloeity
minimum fluidization velocity
volume of solids
total volume, gas plus solid
uniform load per unit length on a fixed-end beam
width of the bins used to construct the PDF
variation of x with time
Fourier transform of x(t)
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z distance above the distributor

Greek  Symbols

∆h distance between pressure taps
∆p differential pressure drop
∆t time between discrete data sampling
ε local voidage
(1-ε) solid fraction
(1-ε)lb lower solid fraction bound for the PDF
(1-ε)ub upper solid fraction bound for the PDF
φs particle sphericity
γ ratio of specific heats, cp/cv

µ gas viscosity
ρg gas density
ρs solid density
σ standard deviation of the time-varying solid fraction measurements
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5. Importance of the Solid-to-Gas Density Ratio for Scaling Bubbling

Fluidized-Bed  Hydrodynamics

5.1 Motivation for Study

h 1984, Glicksman (1984) developed, what were referred to in Chapter 2 as, the full set

of scaling parameters. The full set of scaiing relationships is given by

(1)

In the same paper, Glicksman ( 1984) proposed a reduced set of scaling parameters-the

viscous-limit scaling parameters-for use in the limit of low particle Reynolds number (Redp

less than roughly 4). Horio et al. (1986) later proposed what appeared to be a different

set of scaling parameters specifically for bubbling beds. But Glicksman (1988) showed

that Horio et ai.’s ( 1986) bubbling bed scaling parameters were a subset of the full set of

scaling parameters and equivalent to the viscous-limit scaling parameters, The viscous-

lirnit/Horio-bubbling-bed scaling parameters are given by

u: U. L
— – $, PSD.

= u.f D
(2)

Note that the solid-to-gas density ratio does not appear in the list of viscous-limit scaling

parameters.

In the late 1980s, interest grew in scaling the hydrodynamics of circulating fluidized beds

(CFBS). In response, Horio et id. (1989) developed a set of CFB scaling parameters. The

scaling parameters were based on Ishii et al.’s ( 1989) clustering annular flow model

(CA.FM), The CAFM views the flow in a CFB in terms of particle clusters moving

upward in the core and downward at the wall (annulus). In addition to the parameters

listed in (2), the nxulting set of scaiing parameters included the solid-to-gas density ratio

(p~p~). But Horio et d. (1989) argued that by sacrificing similarity in cluster size
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(seemingly a bold assumption considering the central role clusters play in the CAFM), it

was possible to neglect the solid-to-gas density ratio, leaving the original bubbling bed

scaling parameters (Equation (2)). Horio and his colleagues conducted several

experimental studies to veri& (2) for scaling CFBS (e.g., Horio et al., 1989 and Ishii and

Murakami, 1991). In the studies where the hydrodynamics of two scaled CFBS were

found to be similar, the density ratio was not varied. In Tsukada et al. (1991), the one

study where the solid-to-gas density ratio was varied, they found that the hydrodynamics

of the CFB changed as the density ratio changed

In Glicksman et al. (1993), attempts were made to veri~ the viscous-limit scaling

parameters (Equation (2)) for use with circulating fluidized beds. They found that it was

not possible to achieve hydrodynamic similarity without matching the solid-to-gas density

ratio between two scaled beds. In tests where the viscous-limit scaling parameters were

used, the agreement between the hydrodynamics of the two beds was poor. Glicksman et

al. (1993) proposed that the hydrodynamics of the beds were different because, based on

Yang’s (1983) choking correlation, one of the beds was choked and the other was not.

Interestingly, Yang’s (1983) choking correlation depends strongly on the solid-to-gas ‘

density ratio (- (p~/p$~”2 ). Hence, by not matching the density ratio, it was not possible

to simulate the flow regime transition. These observations led to the development of the

simplified set of scaling parameters, which are given by

~u:uOL— – $6 PSD.
Pg gD u~f D

(3)

The detailed development of these scaling parameters is presented in Chapter 2.

The results of Glicksman et al. (1993) and Tsukada et al. (1991) indicate that it is essential

to match the solid-to-gas density ratio when scaling circulating fluidized beds. But some

controversy remains as to whether Horio et A’s (1986) scaling parameters (Equation (2))

can be reliably used to scale the hydrodynamics of bubbling fluidized beds. Broadhurst

and Becker (1973) developed correlations for the superficial gas velocity and voidage at
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minimum bubbling conditions, and a criterion for the onset of slugging. Each of these

three phenomenon were found to depend on the solid-to-gas density ratio, suggesting that

it is also important to match this parameter when scaling bubbling fluidized beds. The

objective of the work presented in this chapter was to determine whether it was important

to match the density ratio when scaling bubbling beds. In addhion, ~e results from

previous studies on scaling CFBS and the Broadhurst and Becker (1973) study suggest

that the density ratio plays an important role in flow regime transitions. Therefore, the

effect of the density ratio on the bubbling-slugging transition is also considered.

5.2 Hydrodynamic Scaling Test Conditions

The approach taken here was to compare the hydrodynamics of two beds that have all the

simplified set of scaling parameters with the exception of the solid-to-gas density ratio

matched between them (i.e., match (2)). Scaling comparisons were made by fluidizing

two different density bed materials in the same bed. The experimental setups for the

bubbling bed comparisons and the evaluation of the bubbling-slugging transition am

described in Sections 5.4.1 and 5.4.2, respectively.

Limestone and polyethylene were chosen as the two bed materials. The density of the

limestone was measured to be 2670 kg/m3 using displacement methods. The polyethylene

is the same bed material as that used to scale the hydrodynamics of the Tidd PFBC and

has a density of 918 kg/m3. Tests were conducted using ambient air(p~=l.18 k#m3),

providing a mismatch in the density ratio between the two bed materials of 290%.

Since the hydrodynamics of the two bed materials were compared using the same bed (i.e.,

same D), in order to match the Froude number (uO*/gD), the bed materials had to be

fluidized at the same gas supertlcial velocity (u.). And if the beds operate at the same u.,

the bed materials must have the same minimum fluidization velocity (uti) to match the

ratio of the supertlcial-to-minimurn  fluidization velocities (uJuti). Hence, it was first
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necessary to sieve both the limestone and the polyethylene particles to construct particle

size distributions that provided both the same uti and the same dimensionless particle size

distributions (PSD) for the two materials. The limestone has a higher density than the

polyethylene and therefore must have a smaller mean particle diameter (dP) to provide the

same uti. The final particle size distributions for the two bed materials are given in

Appendix E. The mean particle size of the limestone was 379 ~m, while the mean particle

size for the polyethylene was 653 pm. Measurements of the tilmum fluidization

velocities of the~wo particle ~pes showed that tie polyethylene particles Ida Wof 0.23

rids, and the limestone particles had a Uti of 0.24 m/s. These minimum fluidization

velocities were sufficiently close that they were assumed to be equivalent in the scaling

calculations. The dimensionless particle size distributions are compared in Figure 1; the

PSDS matched closely.

; 0 , 2

“~ 0 , 1
L

o

+3----  Fdyethylene

-6- Limestone
, m
o 0 . 5 1 2 2 . 5 3

Sieve A~~flu.re/dp

Figure 1: Comparison of Particle Size Distributions

Particle sphericity (+J must also be matched between the two bed materials. The particle

spfiericity for the polyethylene and the Tidd PFBC bed material were measured for the
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work described in Chapters 3 and 4. (The sphericity measurements are described in

Appendix B.) The polyethylene particles used here were the same as those used in the

cold model of the Tidd PFBC; the sphericity of the polyethylene was measured to be 0.85.

Fluidized bed combustor sorbents typically have sphericities of around 0.8. The Tidd

PFBC bed material had a measured sphericity of 0.82. The sphericity of the limestone was

not measured, but, based on visual inspection, it appeared to be typical of fluidized-bed

combustor sorbents and was assumed to be approximately 0.82.

Particle-particle interactions are not accounted for in the full set of scaling relationships

(Equation (l)). The viscous-limit scaling relationships (Equation (2)) are a simplification

of the full set of scaling parameters and hence, also neglect particle-particle interactions.

These effects require further consideration when scaling slugging beds. Di Felice et al.

(1992) verified Glicksman’s (1984) set of scaling parameters (Equation (l)) for bubbling

fluidized beds, but found that these relationships failed to provide hydrodynamic similarity

between slugging fluidized beds. Chen et al. (1995) explained this by demonstrating that

the hydrodynamics of the slugging regime area function of the frictional characteristics of

the particles. They proposed characterizing the particle-particle friction effects using the

internal angle of friction (et). This approach is similar to that of Thiel and Potter (1977)

who found that the internal angle of friction influenced the characteristics of the slugs in

slugging fluidized beds. Since we are also interested in evaluating the bubbling-slugging

transition, an additional parameter must be matched between the two beds-the internal

angle of friction, a. It is necessary to match a to ensure that particle-particle friction

effects are not responsible for any differences in the behavior of the two beds. In this

study, an attempt was made to match a in addition to the parameters listed in (2). The

internal angle of friction was measured for the polyethylene and found to be 36°, and for

the limestone it was found to be 40°. Thus, the internal angles of friction agree within

11%. He et al. (1996) obtained good agreement between the hydrodynamics of two

spouted beds with internal angles of friction that agreed within 7.7~0. Particle-particle

interaction forces are important in the annulus of spouted beds. The measurements of the
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internal angle of friction for the materials used in this study are described in Appndix  F,

the measurement approach was the same as that used by He et al. (1996).

Table 1 summarizes the properties of the two bed materials used in this study.

Table 1: Summary of the Polyethylene and Limestone Particle Properties

I Property I Pc31yethylene I Lmstone 1

I p, (Wm3) I 918 I 2670 I

I dP (pm) I 653 I 379 I
I Ud (Ill/s) I 0.23 I 0.24 I

1 1

I $s 0.85 0.82 I

a(“) 36 40

The bubbling bed comparisons were conducted at three values of uJuti: 1.0, 1.2, and 2.4,

which correspond to gas supexflcial velocities (uo) OE 0,23,0.28, and 0.55 mk. The

simplified set of scaling parameters for the two bed materials are compared in Table 2.

Tests in the bubbling regime were conducted in a bed with a diameter (D) of 10.16 cm (4

in.); this value was used to calculate the Froude numbers (u02/gD) in Table 2. Note that

the only significant mismatch between the polyethylene and the limestone scaling

parameters is the solid-to-gas density ratio. The other scaling parameters are matched

closely between the two bed materials.
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Table 2: Comparison of Simplified Set of Scaling Parameters for Bubbling-Regime Tests

T----Scaling Parameter I Polyethylene I Limestone

PJPg 778 2263

u02/gD o.053,0.079,&o.304 0.053,0.079,8L0.304
1 I

I uJufi 1.0,1.2, & 2.4 1.0,1.2, & 2.4

I I matched I matched

$s 0.85 X3.82
1 I

I PSD matched matched

I a(“) I 36 I 40

5.3 Experimental Data Acquisition and Analysis

As was done in Chapter 4, the bubbling-regime hydrodynamics of the two bed materials

were compared based on the characteristics of time-varying differential pressure

fluctuations. A different approach was taken to evaluate the bubbling-slugging transition;

this approach is described in Sections 5.4,2 and 5.5.3. The bubbling bed data were taken
.

over three differential elevations. A single-channel low-pass analog filter was used to

prevent aliasing’. This made it necessary for the data at each level in the bed to be taken

sequentially, using a single pressure transducer, rather than simultaneously. The data

acquisition system described in Section 3.3.2 was used to sample the pressure transducer

output. Several sampling rates and sample lengths were considered; a rate of 300 Hz for

13.6 seconds (4096 points) was found to be sufficient,

The time-varying pressure drop measurements for the bubbling-bed comparisons were

analyzed using the same methods described in Section 4.2. The pressure-drop

measurements were first nondimensionalized, expressing them in terms of a solid fraction,

‘ Frequency Devices Inc., model D6L8B-1OOHZ
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(1-e). The mean, standard deviation, and probability density function (PDF) were then

calculated for the solid fraction values. Finally, the power spectral density of the solid

fraction values was determined to evaluate the frequency content of the measurements.

5.4 Experimental Setup

5.4.1 BubblingBedExperimentxd Setup

Figure 2 illustrates the bubbling bed experimental setup. The bed was constructed of a

10,16 cm (4 in,) diameter clear PVC pipe. A mock tube bank was inserted in the bed to

break up the bubbles to prevent slugging. The mock tube bank was constructed of four

rows of 0.6 cm ( 1/4 in.) diameter dowels spaced ve~ically 2.54 cm apart. Each row

included two dowels, laterally spaced 2,54 cm apart, that spanned the width of the bed.

Shop air was used to fluidize the bed material, The air flowrate was measured using one

of two rotameters-400 cfh or 30 cfm-depending on the superficial velocity of the run. A

bed inventory of 1000 ml was used for both bed materials.

—

The experimental rig was equipped with four pressure taps, their relative position is shown

in Figure 2. As discussed in Section 5.3, the pressure drops between the taps were

measured one at a time; the unused taps were sealed while these data were taken, For

example, Figure 2 shows the apparatus configured to measure AP3.4; taps 1 and 2 would

be sealed while these measurements were made, A O-5 in. HZO fast-response pressure

transducer was used to measure the pressure drop for the bubbling bed comparisons,

2 AutoTran, Inc., Model 600
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Figure 2: Bubbling Bed Experimental Setup
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5,4.2 Bubbling-Slugging Transition Experimental Setup

Figure 3 illustrates the experimental apparatus used to evaluate the effects of the solid-to-

gas density ratio on the bubbling-slugging transition. The experimental apparatus is a

1:6.5 scale cold modeI of a Foster Wheeler CFB pilot pkmt. Due to its high aspect ratio, it

was suitable for operating in both the bubb~ing and slugging regimes of fluidization. The

bed is constructed of a 5.08 cm (2 in.)dia.meter  clear PVC pipe. Sho~ air was used to

fluidize the bed material, and the air flowrate was measured using a 15 cfm rotameter. A

bed inventory of 1000 ml was used for both bed materials.

Horio et al. (1992) proposed a method for evaluating flow regime transitions that uses the

root-mean-square (RMS) of the gage pressure fluctuations (i.e., p’~wc = p~~~~ (t) - ~~~~~ )

from a single pressure point located within the dense region of a fluidized bed. Hence, as

shown in Figure 3, the high-pressure-side of a pressure transducer was connected to a

singIe pressure point within the bed, with the low-pressure side open to the atmosphere.

A 0-10 in. HzO fast-response pressure transducer was used in the bubbling-slugging

transition experiments,
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Figure 3: Bubbling-Slugging Transition Experimental Setup

5.5 Hydrodynamic Sealing Comparisons

5.5.1 Bed Expansion Comparison-uJu~l.2

Figure 4 presents the pressure profiles in the bubbling bed apparatus (F@re 2) for both

the polyethylene and the limestone when uJu~l .2. By linearly extmpoladng the pressure

profile to the point where the pressure (p) is equal to the freeboard pressure (M), it is

possible to estimate the expanded bed height (H). As shown on the figure, the limestone

expands 14% more than the polyethylene the expanded bed heights for the limestone

(HI*) and the polyethylene (H-Y) are 22.7cm and 19.9crm respectively. Hence, the

overall voidage in the bed of limestone bed is higher than it is in the bed of polyethylene.

This shown more clearly in Section 5.5.2 where the solid fraction profdes for this case are

compared. This isrdlcates that the hydrodynamics of the bed materials with different

density ratios are not similar.
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Figure 4: Bed Expansion Comparisons for Two Bed Materials-uJuti= l.2

5.5.2 Bubbling Bed Scaling Comparisons

Differential pressure drop data were taken over the three measurement intervals shown in

Figure 2 (i.e., taps 1-2, taps 2-3, and taps 3-4). Figures 5 through 10 show the probability

density functions (PDF) and power spectral densities of the dimensionless time-varying

pressure drop (solid fraction) data taken from taps 2-3 for uJu~l .0, 1.2, and 2.4. These

plots are provided to present a representative sampling of the PDF and power spectral

density comparisons over a range of conditions. The power spectral densities are

compared in dimensional form because the length and velocity scales are the same for both

materials. Hence, nondimensionalizing the power spectral densities and frequencies for

the two materials will not change thek’nAative values. For example, the power spectral

!

density results presented in Chapter 4 were nondimensjonalized by (D/uO); this factor is the

same for both of the tested bed materials. The behavior at the other levels in the bed are

illustrated through comparisons of the mean solid fraction profiles and the profiles of the



standard deviation (u) of the solid fraction. The mean and the standard deviation

characterize the position and width of the PDF. Hence, these comparisons summarize

how the PDF varies with elevation in the bed. Figures 11-16 present profiles of the mean

solid fraction and the standard deviation of the solid fraction for uJu~l .0, 1.2, and 2.4.

Differences in the behavior of the two bed materials are apparent in Figunx 5 and 6,

where uJu~ 1.0. The limestone has a broader PDF than the plastic, while the plastic has

a higher mean solid fraction (lower voidage). In additiom & peakin the~ower spectrum

occurs at a higher frequency for the limestone than for the polyethylene. Figure 11 shows

that for uJu~l .0, the overall mean solid fraction in the bed of polyethylene is higher than

in the bed of limestone; although they are equivalent at the top of the bed. Figure 12

shows that for UJUW 1.0, the standard deviation of the solid fraction measurements is

higher in the bed of limestone than in the bed of polyethylene, except at the bottom of the

bed where they are the same.

Figures 11 and 12 show that, for the same operating condition, it is possible for the mean

solid fractions to agree at a location where the standard deviation of the solid fraction

disagree, and vice versa. For example, in Figure 11 the mean solid fractions for the

limestone and the polyethylene are equivalent at the top of the bed. But as shown in -

Figure 12, the standard deviation of the solid fractions are different for the two bed

materials in the top pressure-drop measurement interval. The converse is true in the

bottom of the bed. If the density ratio were not important, these curves would lie on top

of each other. Therefore, these results indicate that the solid-to-gas density ratio is

important for scahg  bubbling fluidized beds.

The behavior shown in Figures 7-8 and 13-14 for uJu~l.2 is similar to that for

uJu~l .0. However, the standard deviation of the solid fraction (Figure 14) is no longer

equivalent for the two bed materials in the bottom of the bed as it was in Figure 12. The

bed expansion comparison presented in Section 5.5.1 (Figure 4) corresponds to the solid

fraction profiles compared in Figure 13. This comparison indicated that the polyethylene
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had a lower bed expansion than the limestone, and this was attributed to the polyethylene

having a lower voidage (higher solid fraction) than the limestone. Figure 13 shows that

the overall bed solid fraction for the polyethylene is higher than that of the limestone.

Again, this implies that the hydrodynamics of the two materials are different.

Finally, for uJu~2.4, Figure 10 shows that the power spectral densities for the two bed

materials agree well at taps 2-3. But Figure 9 shows that PDFs do not exhibit the same

level of agreement at tie same positioning ihe bed.

Differences in the mean and the standard deviation of the solid fraction, and the power

spectral densities reflect potentially important differences in the hydrodynamics of the two

beds. For example, the standard deviation of the solid fraction is thought to be related to

the distribution of bubble si~s in the bed, and the power spectral density reflects the

bubble frequency. The bubble size and bubble frequency significantly affect important

hydrodynamic characteristics of the bed such as solids mixing and the split of gas between

the bubble and dense phases. Hence, by failing to match the solid-to-gas density ratio

between two beds, important hydrodynamic quantities could potentially be different

between them.
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Figure 8: Power Spectrum of (l-E) Data Taken From Taps 2-3–uJuti=l.2
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Figure 10: Power Speetrum of (l-E) Data Taken From Taps 2-3-uJu~2.4
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5.5.3 Effect of Mismatched p, / p~ on Bubbling-Slugging Transition

As discussed in Section 5.4.2, Horio et al.’s (1992) approach to identi~ing flow regime

transitions is used hereto evaluate the effect of not matching the solid-to-gas density ratio

on the flow regime boundaries. Horio et al. (1992) plotted the RMS of gage pressure

fluctuations ( p’gwe ) versus gas superficial velocity and used changes in the slope of the

awe to identify flow regime transitions. Figure174s a plot of the RMS of P’g= versus

uJuti taken from the apparatus shown in Figure 3 for the two bed materials. Lkes have

been added to the figure to identi@ the flow regime boundaries based on Horio et al.’s

(1992) method and visual observations of the bed. As indicated on Figure 17, the bed

appears to begin fully slugging at approximately the same uJuti, and both the limestone

and the polyethylene are bubbling at low uJuti. But the nature of the transition between

the flow regimes appears to be different, The limestone remains in the bubbling regime up

to uJuti of 2.1, Whereas the polyethylene begins the transition from bubbling to slugging

at UJU+ 1.7. Hence the results in Figure 17 imply that the polyethylene transitions

between the two flow regimes over a broader range of uJuti than the limestone.
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5.6 Nomenclature

D
dp

Z*i

g
H
L
P
pnl

pgiige

P’gag?
PDF
PSD
Ufi
U.
X¡
Z

Greek
a
&

(l-&)
$s
v
Pg
p,

(s

bed diameter
surface-volume mean particle diameter = ~Z rxi dpi

i

mean aperture of adjacent sieves defining interval i

acceleration due to gravity, 9.807m/s2
expanded bed height
bed dimension
pressl.m?
freeboard pressure
‘gage pressure measured at a point within the bed, p(t)-p~~
Pgage  (t) – Pgage
probability density function
dimensionless particle size distribution
minimum fluidization veloeity
gas superficial veloeity
fraction of particle sample’s mass residing in interval i
distance above the distributor

Symbols
internal angle of friction
voidage
solid fraction
particle sphericity
gas dynamic viscosity
gas density
particle solid density
standard deviation of ( 1−ε) measurements
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6.1 Introduction

6. Review of Solids Mixing in Bubbling I?luidized Beds

In Chapter 4, a cold model was shown to have similar hydrodynamics to the Tidd PFBC.

This makes the cold model a convenient platform for performing detailed solids mixing

studies; studies that could not be conducted in the hostile environment of a PFBC.

This chapter provides an overview of the more germane experimental and theoretical work

done on solids mixing. The discussion highlights the important role bubbles play in the

solids mixing process. This motivated the measurement of the bubble characteristics in the

cold model; this work is described in Chapter 7. A thermal tracer technique was used to

study solids mixing in the cold model. The experimental setup for the mixing studies is

provided in Chapter 8, and Chapter 9 discusses the results of the studies. Finally, Chapter

10 presents the development of a mechanistic model of solids mixing in bubbling fluidized

beds.

6.2 Basic Mechanisms of Solids Mixing in Bubbling Fluidized Beds

Several nxearchers have conducted experiments to identify the mechanisms of solids

mixing in bubbling fluidized beds. These studies clearly show the central role that bubbles

play in the mixing of solids within a bubbling fluidized bed.

In these studies, the researchers typically formed a bed of two particle layers, where the

particles in each layer were distinguishable from those in the other (e.g., by color or X-ray

attenuation characteristics). Then while passing air through the bed at a velocity just

below that required to form bubbles, they injected a single bubble from an orifice in the

distributor. The mixing of the two particle layers was then evaluated, often by dissecting
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the bed into thin layers to determine particle dkplacement produced by the bubble. The

studies described in Section 6.2.1 generally followed this approach, except where

otherwise noted.

Before proceeding with a detailed discussion of the relationship between bubbles and

solids mixing, it is important to differentiate between axial and lateral mixing. Axial, or

vertical, mixing takes place along the vertical axis of the bed. Lateral, or horizontal,

mixing takes #ace in the dkction normal to the vefical axis of the bed. Distinctions will

be made in the following discussion between these two types of mixing, and their

mechanisms will be examined.

6.2.1 Importance of Bubbles to Solids Mixing

. One of the earliest studies on the mechanisms of solids mixing in bubbling fluidized beds

was conducted by Rowe et al. (1965). Experiments were conducted with particles ranging

in size from less than 53 ~m up to 460 ~m to evaluate the effect of particle size on the

mixing mechanisms, They identified three solids mixing mechanisms.

● The first is often referred to as bubble-induced “drift” due to the similar appearance of

the particle displacement profile to that derived by Llghthill (1956) for the passage of a

sphere through an inviscid fluid.

. The second mechanism is the vertical solids transport in the wake of the bubble. The

bubble wake sheds particles and is continuously replenished as the bubble rises through

the bed. Particles from different locations in the bed mix in the wake and are then shed

after rising with the bubble for some distance. When the bubble erupts at the bed

surface, the material above the bubble and in the wake is dispersed, contributing to the

lateral solids mixing.

. Finally, they observed that particles smaller than 60 pm in diameter experience an

additional mixing mechanism that they describe as “eddy-diffusive mixing”.
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Rowe et al. (1965) conclude that bubbles alone are responsible for solids mixing in

bubbling fluidized beds of all but the smallest particles. They also show results that refute

the idea that mixing is caused by inter-particle diffusion. They describe the mixing induced

by the bubbles as a convection process, where upward convection is observed along the

bubble path and downward convection is produced in the area surrounding the bubble.

Woollard and Potter (1968) conducted similar experiments to those of Rowe et al, (1965)$

using 380 p.mglass spheres. Theirpimary objective wasl.obetter4uanti@ the particle

motion produced by a bubble’s motion. In particular, they measured the volume of

particles displaced by a bubble as it crosses a level in the bed. Comparisons were made

between their measurements and the theoretical displacement produced by a sphere

moving through an inviscid fluid (Lighthill, 1956). According to inviscid flow theory, as a

sphere moves through an unbounded ideal fluid, it displaces a volume equal to 50% of the

volume of the sphere. (This estimate does not account for wake transport). WooHard and

Potter’s (1968) measurements suggest that the actual displaced volume is approximately

30-40% of the bubble’s volume, including both wake and drift transport.

Abrahami and Resnick ( 1974) also considered the particle displacement produced by a

single bubble using particles ranging in size from 420 to 707 pm. Their measurements

indicate that a bubble displaces a volume of particles (wake plus drift) approximately equal

to one bubble volume. They found that a bubble must rise a distance of roughly 2.0

bubble diameters after forming to achieve a fully developed wake. This suggests that

bubble-induced mixing would be less in shallow beds (i.e., when H-dJ. They also

concluded that the height of the particle drijl profile was aIways approximately 1.7 bubble

diameters.

The previous studies were conducted with particle diameters ranging from less than 53pm

up to 707 pm. Cranfield (1978) measured particle displacements using much larger

particles with mean diameters between 1520 and 1760 pm. Based on bed dissection and

video measurements, he concluded that the only mechanism of vertical solids transport in
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large-particle beds is bubble-induced drift. His experiments showed no signs o} the wake

transport observed with smaller particles. Larger particles typically fall into the Geldart

(1973) group D particle classification, which characteristically produce bubbles with very

small wakes. Hence, for large particles drift is the dominant solids-mixing mechanism. By

measuring the drift profile in a two-dimensional bed, he estimated the average upward

particle displacement to be approximately one bubbIe diameter and the average downward

displacement of the surrounding particles to be approximately one-eighth of a bubble

dimetcr.  These areavemge displacements, mot the peak height of the &if@rdile

measured by Abrahami and Resnick ( 1974). Based orI a sketch of the drift profile in

Cranfield’s (1978) paper, his drift-profile height appears to be consistent with that

measured by Abrahami and Resnick (1974). He also found that bubbles in large-particle

beds displace a volume of particles approximately equal to one bubble volume.

Valenzuela and Glicksman (1984) developed a unique approach to studying particle

motion in freely-bubbling fluidized beds, They conducted experiments in a two-

dimensional bed making it possible to observe the bubble motion. Particle motion was

followed by thermally tagging bed particles and then tracking their motion using

thermistor probes attached to light emitting diodes (LEDs). A LED was energized when

thermal tracers were sensed by its associated thermistor. This experimental setup made it

possible to relate the bubble motion to the particle motion in a freely-bubbling fluidized

bed. They found that vertical solids transport is due to both bubble-induced drift and

wake transport. In addition, they concluded that significant lateraI particle motion is

produced by the horizontal motion of bubbles as they move to coalesce with surrounding

bubbles, Lateral mixing due to bubble coalescence acts in addition to the lateral wake-

mixing mechanism postulated by Kunii and Levenspiel (1969). Valenzuela and Glicksman

(1984) also estimated that in their two-dimensional be@, bubbles displace a volume of

particles (wake plus drift) equal to approximately one-third of the bubble’s volume.
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6.2.2 Summary of Solids Mixing Mechanisms

The studies described in Section 6.2.1 highlight the central role that bubbles play in the

mixing of solids in bubbling fluidlzed beds. They show that the volume of particles and

the distance they are displaced is governed by bubble size. Since particle motion is

induced by the bubble motion, the mixing rates in bubbling fluidized beds should be

controlled by the bubble frequency. Bubble coalescence is a function of the distance

between bubbles which &pends on the bubble fraction and the bubble size.

The studies discussed in Section 6.2.1 identify mechanisms of both axial and lateral solids

mixing, F]gure 1 illustrates several of these mechanisms.

Figure 1: Mechanisms of Solids Mixing

As Figure 1 shows, axial mixing is produced by bubble-induced drift and wake transport.

Solids mix laterally as bubbles move to coalescence with neighboring bubbles. And

additional mixing takes place within the wake of the bubble. Significant lateral mixing is

also produced when a bubble erupts at the surface of the fluidlzed bed, dispersing the
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contents of its wake across the surface of the bed. In general, inter-particle diffusion

contributes negligibly to the solids mixing process.

Particles that are less than approximately 60pm in diameter appear to experience an

additional mixing mechanism that is analogous to turbulent eddy diffi.nion. This eddy

mixing is not present in bubbling fluidized beds of particles larger than approximately 100

pm in diameter. Solids mixing in larger-particle beds is caused only by the motion of

bubbles.

Due to the preferential upward motion of the bubbles, axial mixing is anisotropic. Upward

mixing rates are significantly higher than downward and lateral mixing rates, Upward

mixing is controlled by the length and time scales of the bubbles. According to Valenzuela

and Glicksman (1984), the downward particle motion proceeds at a lower velocity and

consists of “a uniform flow of a more cohesive particle group.” This suggests that it is

futile to attempt to develop a general diffusion/dispersion model of the mixing process,

mixing model based on the mechanisms described above is developed in Chapter 10.

6.3 Solids Mixing Models

A

There are two common approaches to modeling solids mixing in bubbling fluidized beds-

the diffusion and counter-current backmixing models, Both models require empirical input

coefficients.

Verloop et al. (1968/1969) found that diffusion coefficient measurements were difficult to

compare, Most experimental studies that used a diffusion coefficient to describe their data

were conducted in small-diameter beds without internals, causing the diffusion coefficient

to be a function of the bed diameter. This dependence would not be expected in a bed of

large particles with a tube bank as long as the bed diameter is several times larger than the

tube pitch. In this case, Glicksrrmn et al. (1987) found that the bubbles are distributed
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randomly across the bed cross-section and the bubble size is controlled by the tube pitch.

When Sitnai (1981) tried to calculate a diffusion coefficient for his data, he found that it

was necessary to vary the coefficient by a factor of 7 between two levels in the bed.

Jinescu et al. (1966) found that measured diffusion coefficients varied both in space and

time. In addition, no attention has been paid to hydrodynamic scaling in these studies.

For example, Sitnai (1981) conducted mixing studies in an experimental rig, which

operated at ambient conditions, that was geometrically representative of a fluidized bed

combustor.  Sand was used as the bed snaterial, which has roughly the same density as

typical combustor  bed materials. Nicastro and Glicksman (1984) showed that when actual

combustor bed material is fluidized in a geometrically similar cold model, the cold-model

hydrodynamics are different from those of the hot combustor. All these issues raise

serious doubts over the applicability of using coefficients measured in previous studies for

predicting solids mixing in PFBCS.

The diffusion and counter-current backmixing models and their assumptions are

summarized below, These models are also described in reviews by Potter (1971) and van

Deemter (1985),

6.3.1 Diffusion Model

The diffusion model has found widespread use as a solids mixing model in bubbling

fluidimd beds. The diffusion model in cylindrical coordinates for both lateral (radial) and

axial mixing is given by

(1)

Ci is the concentration of species i, and D= and D= represent the axial and radial diffbsion

coefficients, respectively.
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The problem with using the diffusion model as a model of solids mixing in bubbling beds is

that solids mixing is not a diffusion process. The following are some of the assumptions

inherent in the diffusion model. Each assumption is followed by a brief description of the

inconsistencies between the assumption and the behavior of bubbling fluidi=d beds.

1.

2 .

3.

Z7te system is homogeneous. But, for example, the cold model solid fraction

measu~ments  exhibit significant voidage variations along the vertical axis of the bed.

And bubbles represent a local nonhomogeneity.

Due 10 their~tochastic nature, di@.sionprocesses assume that the tieraction

distance is small with respect to the dimensions of the system. As shown by

investigators such as: Rowe et al. (1965), Woollard and Potter ( 1968), and Abrahami

and Resnick ( 1974), particles are displaced a distance on the order of the bubble

diameter. Hence, for shallow beds the diffusion model will be particularly poor. But

even with the deeper beds found in PFBCS, the number of interactions before a particle

would reach the boundaries of the bed should be relatively small.

The par/icle motion is random. Rowe et al.’s (1965) “experiments show that the

particle movement is not random but that mixing is a result of a definite pattern of

displacement accompanying each bubble as it passes through the bed.”

The previous discussion suggests that a diffusion model is generally inappropriate for

modeling solids mixing, and particularly axial solids mixing, in bubbling fluidized beds.

Verloop et al, (1968/1969) tabulated the experimental results from studies that attempted

to describe their experiments in terms of a diffusion coefficient. They found that the

measured diffusion coefficients varied between studies by up to five orders of magnitude,

and described the results as “difficult to compare” and “contradictory”. Many

investigators such as: Morris et al. (1964), Fitzgerald et al. (1977), Sitnai (1981),

Valenzuela and Glicksman (1984), Avidan and Yerushahni, (1985), among others, have

highlighted the inadequacy of modeling solids mixing in bubbling fluidized beds as a

diffusion process. Morris et al. (1964) concluded that solids mixing in “fluidised beds

cannot be described by a simple diffusional mechanism.”
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6.3.2 Counter-Current Backmixing  Model
-L.

The counter-current backrnixing model was f~st developed by van Deemter (1967), and

was subsequently enhanced by researchers such as Gwyn et al. (1970) and $itnai (1981).

In its simplest form, the model treats the axial flow in a bed in three layers-two counter-

current flowing solid streams and a single gas flow layer. Figure 2 illustrates the model’s

layers (Kunii and Levenspiel,1991).

IBubble, Wake, ~
and Emulsion
Gas

K,i=solids
exchange
coefficient

Figure 2: Counter-Current Backmixing Model

The two layers of solids move in plug flow; the upflow velocity is Uw and the downflow

velocity is Uti. fu and fd are the fraction of the bed volume in the upflow and downflow

layers. The upflowing solids layer represents the solids displaced vertically in the wakes of

bubbles and by bubble-induced drift. To satisfy the requirement that there be zero net

mass flux at any level in the bed, a downflowing layer of solids must be present, and

f.”us.  =fd”usd. (2)

Species i is exchanged between the two layers through a solids exchange coefficient,

K% (m3Jm3-s). Conservation of species i requires that

ac,di kd~— + fd u~d
‘d at )—+ K% (c$~i _ csui = Oaz (3)

and
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ac,.i ac,ui
–+ fuus.x+Ksi(csui-cs’i)o‘“ at (4)

c~’i and C,ui are the concentrations of species i (m3i/m3) in the downflow and upflow

layers, respectively. This model has five input parameters:  f“, ‘d, usw US’, and K%. only

four of these parameters are independent due to the additional constraint imposed by (2).

Sitnai (1981) extended the counter-current backmixing model by including an additional

downflowing solids layer to account for the faster solids downflow frequently present at

the boundaries of bubbling fluidized beds. This layer is assigned a unique velocity and

volume fraction. This model has 9 independent parameters that were chosen to fit axial

mixing data taken from a model of an atmospheric fluidized bed combustor.

More recently, Shen et al, (1995) added lateral mixing effects to the counter-current

backmixing model by discretizing the width of bed and introducing a lateral diffusion

model for the solids exchange between the downflowing layers in adjacent elements.

The physical assumptions of the counter-current baclcmixing model make it more

appropriate for modeling solids mixing in high aspect ratio beds, where distinct upflowing

and downflowing layers are more clearly defined. Aside from a thin layer flowing down at

the walls, the hydrodynamics of the larger, shallower beds found in combustors do not

exhibit this layered behavior. Extensions of the counter-current backmixing model, such

as those proposed by Shen et al. (1995), should enhance the predictive ability of the model

for low aspect ratio beds.

6.4 Solids Mixing Experimental Studies

Solids mixing has been studied for many decades (e.g., Gilliland and Mason, 1949; May,

1959). But these early

&d chemical reactors.

and most subsequent studies focused on solids mixing in fluidized

This is reflected in the small particles (dP- 100 pm) and large
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height-to-diameter ratios used in these investigations. Bubbling fluidized bed combustors

typically have large particles (dP- 1000pm) and height-to-diameter ratios of 1 or less. An

additional, and critical, feature of fluidized bed combustors is the presence of a horizontal

tube bank. The presence of even a sparse tube bank has been found to significantly retard

solids motion in bubbling beds (Highley and Merrick,1971; Chen et al.,1984). The tube

bank geometry, in many ways, governs the bed hydrodynamics. In particular, it limits

bubble growth, making the bubble properties a strong function of the tube bank geometry

and independent of the overall bed dimensions. Rowe et aL (1965) showed that bubbles

pIay a central role in the mixing of solids in fluidized beds. ‘Ilk is supported by Mori and

Nakamura’s (1966) finding that their diffusion coefficients were proportional to bubble

diameter squared (i.e., D-dB*). Many of the mixing studies related to chemical reactors

show a strong influence of bed diameter on the mixing; this would not be expected in a

bed where the bubble properties are independent of the overall bed dimensions.

As mentioned previously, there is’an additional concern over whether the hydrodynamics

measured in experiments represent those found in a hot combustor, Many of the mixing

studies related to fluidized-bed combustion used bed materials similar to those found in

combustors but were fluidized using ambient air. Nicastro and Glicksman (1984) found

significant disagreements between the hydrodynamics of a combustor and those of a cold--

scale model using the hot-bed material, So although many solids mixing studies have been

conducted, their relevance to solids mixing in PFBCS is tenuous at best,

Potter (197 1) provides a comprehensive review of the experimental studies through the

late 1960s. A more recent review, emphasizing solids mixing developments since 1976, is

given by Fan et al. (1990). This review discusses developments in solids mixing related to

abroad range of disciplines, including fluidization. A recent review by Llm et al. (1995)

also provides an overview of recent developments in solids mixing related to gas-solid

fluidization. Some of the more relevant experimental studies will be briefly reviewed here,
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Highley and Merrick (197 1) studied lateral solids mixing in a 1.52 m diameter fluidized

bed. The bed had a small aspect ratio, with bed heights of 0.3 and 0.6 m. Lateral solids

mixing was studied by introducing a radioactive tracer into the bed. Samples were drawn

from 12 locations in the bed; a sample was taken from each probe every 2 seconds for 30

seconds after the tracer was introduced into the bed. Tracer concentrations were

determined by analyzing the samples in a scintillation counter, providing tracer

concentration data as a function of time at the 12 sampling locations in the bed. Eighteen

tests were conducted to evaluate -the effects of: fiacer particle size and density, superficial

velocity, bed height, and the presence of a tube bank, on the lateral solids mixing in their

bed. They quantified their data by determining the lateral diffusion coefficient that best fit

a diffusion model, assuming perfect mixing in the axial direction (i.e., one-dimensional

diffusion). They concluded that for these low tracer concentrations, particle size and the

particle density had no effect on the lateral diffusion coefficient. The lateral diffusion

coefficient was found to increase in proportion to an increase in the gas superficial

velocity. And without tubes in the bed, doubling the bed height produced a small increase

in the lateral mixing. The presence of tubes in the bed reduced the lateral diffusion

coefficient by a factor of 2.

Fitzgerald et al. (1977) studied three-dimensional solids mixing in 1 m square fluidized bed

containing an array of horizontal tubes. Ferrite was used as a tracer, and its movement

was followed using 64 inductance probes. The inductance probes were integrated into the

the tube bank, eliminating non-prototypic disruptions of the flow. They found that for the

same operating conditions, the tracer did not always spread in the same way, supporting a

view of solids mixing as a stochastic phenomenon. Their results also suggest that the

tracer moves from the injection point in clumps, rather than spreading smoothly as would

be predicted by a diffhsion model. Not surprisingly, they found that mixing rates were

higher for higher superficial velocities. Kunii and Levenspiel (1991) show that in studies

conducted in beds without tube bundles, the lateral diffusion coefficient is roughly an

order of magnitude lower than axial diffusion coefficients. In contrast, Fitzgerald et al.
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(1977) found that in their bed, which had a tube bank, the mixing rate was approximately

the same in all directions-vertically, and laterally both normal and parallel to the tubes.

Sitnai (1981) studied axial mixing in a 1 m square bed with a horizontal tube bank.

Mixing was measured by distributing an iron-ore tracer across the surface of the bed and

then continuously drawing samples from 7 locations in the bed. The average tracer

concentrations were determined over 5 second intervals, providing tracer concentration as

a function of time ateachaf  the Ampling baths. Sitnai <1981] init.idly tried to fit the

data to a diffusion model, but found that the diffusion coefficient varied by a factor of

seven between two elevations in the bed. He then developed a three-layer counter-cunent

backmixing model. The model had nine independent parametem; the axial mixing data

were used to help establish values for these parameters.

Chen et al. (1984) tracked the motion of a radioactive tracer particle in a 19 cm diameter

fluidized bed, both with and without a tube bank. They found that even sparse tube

bundles can significantly reduce solids velocities and hence solids mixing. For example, at

uJuti=6 the average axial solids velocity was reduced from 26 cmk with no tube bank

(100% open cross-section) to 15 cm/s with a sparse tube bank (85% open cross-section)

to 2 crnh with a dense tube bank (67% open cross-section). Thus, as found by Fitzgerald

et al, (1977) and Highley andMerrick(1971), the presence of the tube bank has a

significant effect on the motion of the solids in the bed.
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6.5 Nomenclature

c,
%dj

%ui

dB
dP
D=
D.
f“
fu

K,i

r
Uti
Uo
u~d
Ubv
z

concentration of species i
concentration of speeies i in the solids downflow region

concentration of species i in the solids upflow region

bubble diameter
particle diameter
axial solids diffusion coefficient.xadmlMeral solids diffusionmeflicient
fraction of the bed volume in the downflow region
fraction of the bed volume in the upflow region
solids exchange coefficient for species I
radial coordinate
minimum fluidization velocity
gas superficial velocity
velocity of the solids downflow region
velocity of the solids upflow region
axial coordinate
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7. PFBC Bubble Characteristics

7.1 Techniques for Measuring Bubble Characteristics

Bubbles play a central role in the hydrodynamics of bubbling fluidized beds; in particular,

they supply the motive force for the mixing of solids. So to begin to understand how

solids mix in fluidized beds, it is essential to start by determining the characteristics of the

bubbles. Of particular interest are the bubble diameter and the bubble frequency since

these two variables dictate the length and time scales of the mixing within the bed. The

bubble fraction is also important; the bubble size and the bubble fraction control the

spacing between bubbles. Bubble coalescence rates, and thus lateral mixing, depend

strongly on the bubble spacing. The two most common techniques for measuring bubble

characteristics in fluidized beds are capacitance and optical probes. Both types of

measurement devices will be briefly discussed. Yates and Simons (1994) provide a more

detailed description of these and other experimental methods in fluidization.

7.1.1 Capacitance Probes

If a pair of conductive surfaces at different voltages are placed adjacent to each other in a

gas-solid mixture, charges will accumulate on the two surfaces. The total charge is equal

to the voltage difference times the capacitance of the intervening mixture. The

capacitance of a gas-solid mixture is a function of the mixture’s solids concentration.

Capacitance probes measure bubble properties by responding to the change in capacitance

between the probe’s surfaces caused by the passage of a gas bubble. Riley and Louge

(1989) provide a detailed discussion of capacitance probes and their application to

measuring solids concentration in gas-solid flows.
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Capacitance probes have been used to study fluidization back as early as 1951 (Morse and

Ballou, 1951). Geldart and Kelsey (1972) highlighted the difficulty in interpreting

capacitance probe output and the importance of calibration. Werther and Molerus

(1973a,b) made detailed bubble measurements using a miniature needle capacitance probe.

The probe’s small size minimized its disturbance of the bed hydrodynamics, but their

approach to identifying passing bubbles is suspect.

‘7.1.2 Optical Probes

Optical probes represent a relatively simple approach to measuring bubble characteristics.

The two basic elements of an optical probe area light source and a photodetector. When

the light source is positioned opposite the photodetector, the detector’s output will vary in

response to changes in the attenuation provided by the medium between the two elements.

In a fluidized bed, the output of the photodetector will vary depending on whether a

bubble or the particle emulsion is present in the intervening region.

Optical probes also have a long history of use in fluidization research. Yasui and Johanson

(1958) used optical probes as early as the late 1950s. Many other researchers have used

optical bubble probes. Glicksman et al, (1987) used two fiber-optic probes to measure the

bubble properties in a large-particle fluidized bed. The first probe consisted of two

vertically aligned emitter-detector pairs for measuring bubble rise velocities. The second

probe was an elaborate three-dimensional array of light sensors surrounding a single light

source; they used the probe to measure bubble shape, Mainland and Welty (1995) provide

a more detailed discussion of studies using optical probes to characterize bubble behavior.

They also describe an optical probe suitable for use in high-temperature combustor

applications.

Both optical and capacitance probes require methods of interpreting their output.

Fluctuations in the voidage surrounding the probe produce fluctuations of varying
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magnitude in the probe output. The objective of methods of interpreting the out~ut is to

rationally identi& a threshold beyond which a change in output is classified as being

produced by the passage of a bubble.

7.2 Optical Bubble Probe Development

Capacitance probes were considered for use in this study, but~unique  @sxtl probe was

devised that made it possible to measure the bubble properties less intrusively and at lower

cost,

7.2.1 Optical Bubble Probe Construction

A set of four optical probes were constructed to measure the bubble characteristics in the

cold-scale model of the Tidd PFBC. The four probes were positioned different vertical

distances from the distributor (2=13.3, 20.6,27.6, and 31.4 cm), to provide detailed

information on the bubble characteristics at several elevations in the bed.

The probe design takes advantage of the fact that the cold model requires an array of rods

to simulate the boiler tubes of the hot combustor. The tight proximity of the rods in the

cold model makes it possible to replace two adjacent rods with a light probe constructed

to maintain geometric similarity with the combustor tube bank. Figure 1 illustrates the

optical probe design used in the cold model.
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Figure 1: Top View of Optical Bubble Probe

An infrared emitting diode (IRED) serves as the probe’s “light” source. The gallium

aluminum arsenide (GaAIAs) diode’ emits over a narrow band of wavelengths in the

infrared spectrum, with peak emission at a wavelength of 880 nm. The IRED emits

outside the visible spectrum, thus the term “light” is somewhat of a misnomer. A planar

silicon phototransistor2 acts as the probe’s photodetector. Silicon phototransistors are

highly sensitive to the emission wavelength of GaAIAs emitting diodes, providing an

efficient coupling between the emitter and the detector. The sensitivity of the

phototransistor to the emission from the IRED is sufficiently high that changes in the

visible background lighting had a negligible effect on its output.

Pairs of rods in the cold-model tube bank were replaced with hollow copper tubing of the

same diameter, which, as shown in Figure 1, accommodates the necessary optoelectronic

devices and their wiring. The IRED and the phototransistor were epoxied into the tubing

opposite each other, with just their lenses exposed through holes milled into the tube wall.

The wiring runs along the inside of the tubes, leaving the tubing through holes milled into

the top of the tube ends. The wires for each of the four probes were bound together, run

up the wall of the bed, and then run out of the bed through a single fitting in each of the

side walls. This unique design made it possible to measure the characteristics of the

bubbles with minimal intrusion into the flow.

‘ Quality ~ezhnologies  F5D3 GaAIAs infrared emitting diode
‘“MotorolaMDR-310 planar silicon phototransistor
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The probe positioned 13.3 cm above the distributor required a modified design since it

was located below the bottom of the tube bank. (The bottom of the tube bank is 17.2 cm

above the distributor.) A side view of the modified probe design is shown in Figure 2. A

pair of dowels in the bottom row of the tube bank were replaced with hollow copper

tubing of the same diameter. But rather than installing the phototransistor/lRED pair in

the tubing as shown in Figure 1, holes where milled in the bottom of the tubing and a

vertical section was attached that extended into the region below the tube bank. The

phototransistor/IRED pair were installed in these vertical segments of tubing. The wiring

for the optoelectronic components was run up through the hole in bottom of the

horizontal section and then routed in the same manner as the other probes.

Figure 2: Side View of Probe Positioned Below Tube Bank at z= 13.3cm  -

7.2.2 Bubble Probe Electronics

7.2.2.1 Phototransistor Electronics
Phototransistors behave like ordinary transistors. A transistor is shown schematically in

Figure 3.
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Figure3: Transistor Schematic

Light incident on a phototransistor creates a photocurrent in the base-collector junction.

This photocurrent supplies the base current of the transistor (ib). A transistor can be

thought of, in simple terms, as a current amplifier (Horowitz and Hill, 1989) where the

collector current (i.) is equal to the base current (iI)) times a gain. The relationship

between i, and ib is given by

ic=~”it), (1)

where ~ is the current gain, which typically has a value of around 100. Hence, a change in

the intensity of the light incident on the transistor will alter the base current (ib), producing

a change in the much larger collector current (iJ.

The phototransistor requires power input to operate (P=iCwu, where v.. is the collector-

emitter voltage difference), and also current is not typically a convenient quantity to

measure. So additional electronics must accompany the phototransistor. Figure 4

presents the optical probe’s phototransistor circuit.

.
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Figure 4: Phototransistor Circuit

A 12 VW power supply powers the phototransistor circuit. A differential-voltage

operational amplifier circuit (see for example, Beckwith et al., 1993) reduced the 12 VW

power supply to provide the 6 VK collector voltage (vC). One-percent resistors were used

in the differential amplifier to provide precise resistor matching to achieve a high common-

mode rejection ratio,

The phototransistor circuit, shown in Figure 4, uses a general-purposeLF411 operational

amplifier (op-amp) manufactured by National Semiconductor. The op-amp serves two

purposes,

. The op-amp maintains the emitter voltage (vJ equal to ground, and hence the

collector-emitter voltage (VCC=VC-VJ equal to 6 Vm. Horowitz and Hill’s (1989) first

“golden rule” of op-amp behavior is: “The output attempts to do whatever is

necessary to make the voltage difference between the inputs zero.” Since the positive

input terminal of the op-amp is grounded, the op-amp will attempt to maintain the

negative terminal at ground. The voltage of the negative terminal is equivalent to the

emitter terminal voltage (vJ on the phototransistor, so that v.. will be maintained at 6

Vm. A collector-emitter voltage (vCC) of 6 VM was chosen because the

phototransistor base current (ib) is independent of v.. in the vicinity of this voltage.

This simplifies the relationship between the intensity of the light incident on the
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phototransistor and the light current generated. This will be discussed further in

Section 7.2.3.

. The second purpose of the op-amp in the phototransistor circuit is to convert the

collector current (iC) to a voltage. Current is typically not a convenient quantity to

measure; data acquisition systems are commonly configured to measure voltage.

Therefore, it is necessary to convert the current leaving the phototransistor (Q to an

output voltage (VOUJ that varies as the current varies. Horowitz and Hill’s (1989)

second “goldennde” fomp+mps  istiat “theinputs drawmo &urmnt.” The LF41 1‘s

input current is approximately 0.2 nA (Horowitz and Hill (1989)). Hence, as

illustrated in Figure 4, the negative terminal draws no current causing all the current

leaving the phototransistor (iC) to flow through the resistor RF. Using Ohm’s law,

VW=-RF.L,  providing a simple relationship between the current from the transistor and

the op-amp voltage output, The value of RF was set individually for each probe to

achieve a broad range of output; RF typically ranged from 6-10 I&L

7.2.2.2 Infrared Emitting Diode (IRED) Electronics

Figure 5 shows the circuit for the IRED.

r A

iLED
R=50M2 vR=12-1 .5=10.5  Vm

y,= 12 VDC v ,~

IRED vLED= 1.5 VDC
w

Figure 5: Infrared Emitting Diode Circuit
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Diodes operate at approximately a constant forward voltage. For a typical operating

current (iLED) of 20 mA, the forward voltage (vLH)) of the Qualhy Technologies F5D3

IRED is roughly 1.5 VDC. (At a maximum continuous current of 100 mA, the forward

voltage is 1.7 Vm.) The circuit is powered by a 12 VDC power supply. In the voltage

divider circuit configuration shown in Figure 5, the voltage drop across the resistor (vR)

must be equal to the difference between the supplied voltage (vi) and the voltage drop

across the RED (vLED). The resistance R is specified such that the current through the

circuit (iW) is roughly 20 mA. Ohxn’S law gives: R = vJJii=500S2.

7.2.3 Evaluation of Bubble Probe Performance

7.2.3.1 Relationship Between Output Voltage and Solid Concentration

The functional relationship between the output voltage from the phototransistor circuit

(v..,) and the solid fraction (1-e) can be determined from the circuit design and the

phototransistor specifications, This functional form can then be used with calibration data

to obtain a better understanding of the optical probe’s performance.

As mentioned in Section 7.2.2.1, if the collector-emitter voltage (vC,) is maintained at 6

VW, based on the phototransistor specifications, the phototransistor base current (ib) is

independent of VCC. In this instance, according to the phototransistor specifications, the

relationship between the base current and the irradi~ce (EJ is given by

ib=CIE~, (2)

where Cl and m are constants. Combining (1) and (2) gives

i,=~.CIE&. (3)

The output voltage from the thermistor circuit is related to the collector current (i.) by

Vout = ‘RF”ic. (4)
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The minus sign appears in (4) because the op-amp shown in Figure 4 is wired & an

inverting configuration. Combining equations (3) and (4) provides a relationship between

the output voltage (VOUJ and the irradiance (E,),

v~~ = -RF”~o CIE&. (5)

Finally, the Beer-Lambert Law will be used to relate the irradiance incident on me

phototransistor to the solid fraction, i.e.,

Ec = C-a(l-e) . (6)

a is a constant that indicates the attenuation characteristics of the intervening medium.

Finally, substituting (6) into (5) gives

v~”[ = _B . C-A(I-E)
* (7)

where B=(RF@C1 ) and A=(a,m). A and B are constants that are determined from

calibration data. Equation (7) is used with the calibration method described in the

following section to characterize the optical probe performance,

7.2,3.2 Calibration Method

To assess the performance of the optical probes, they were immersed in a homogeneous

gas-particle mixture of known solid concentration ( 1-8). The difficulty lies in generating

gas-particle mixtures over a range of known solid concentration. This was accomplished

using the drop-tube apparatus illustrated in Figure 6. The drop-tube was constructed of a

2.4 m long piece of 5.08 cm diameter clear PVC pipe. The drop-tube had a particle

reservoir at its top, with a valve to regulate the particle flow, and a collection bucket at its

base. A coarse screen was placed in the tube at the exit of the upper particle reservoir to

create a homogeneous mixture. The optical probe was installed in the base of the tube,

where the particles flowed over it as they exited the drop-tube into the collection bucket.

. .
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Figure 6: Optical Probe Calibration Apparatus

To estimate the solid concentration of the gas-particle mixture, the mass flowrate of the

particles was measured using a stopwatch to determine the time that particles flow

through the tube. By weighing the particles that accumulate in the collection bucket, it

was possible to estimate the particle mass flowrate. From mass conservation, the average

solid concentration of the mixture flowing through the tube is given by

(1-E)= M

t“p~”ufml”AX/
(8)

I

where:
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M=the mass of particles collected in the collection bucket during time, t;

t=collection time;

p~=article solid density;

uf~l=the fall velocity of the particles; and

Ax=the cross-sectional area of the drop tube.

The falling velocity of the particles (uc~l) past the optical probe was measured using high-

speed video system and found on average to be 5.7 rds.

Hence, by determining the mean optical probe output voltage (vO.,) during the time that

the particles were flowing over the probe, and using (8) to estimate the solid fraction, a set

of calibration points can be obtained to speci& A and B in (7). Figure 7 is atypical plot of

VOUI versus solid fraction. The “Curvefit” line represents (7) with the best-fit values for A

and B. The data and the curve show that the optical probes are very sensitive to changes

in solid concentration up to solid fractions of approximately 3% (i.e., d vOut/d(l - &) is

large for ( l-&)cO.03). For solid fractions above 3%, much of the intensity of the light

from the LED is attenuated, reducing the sensitivity of the probe.

o 0.01 0.02 0.03
Solid Fmction

.

Figure 7: Typical Optical-Pr~be Voltage Output as a Function of Solid Concentration . m
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7.3 Optical Bubble Probe Data Analysis

7.3.1 Bubble Rise Velocity Determination

The mean bubble rise velocity is measured using the output of two vertically aligned

probes. The two probes will respond similarly to the passage of a bubble, but the response

of the bigher probe will lag behind the lower probe’s response due to the finite rise

velocity of the bubble. Figure 8 shows a bubble rising between two vertically aligned

probes. As iIhsstrated in the figure, there will be a delay between when the leading edge of

the bubble passes the lower probe and when it reaches the upper probe.

Figure 8: Illustration of Bubble Rising Between Vertically ‘Mlgned Probes

By measuring the distance separating the leading edges of the two probes (Ah) and

estimating the mean time lag (TJ, it is possible to calculate tbe mean bubble rise velocity

using

Ah,
Ub.—.

~b
(9)

The instantaneous bubble rise velocity depends on many factors; the size and position of

neighboring bubbles are two examples. So it is more useful to measure the 10CSI mean

bubble rise velocity, rather than individusd bubble velocities. The time lag between tbe



two probe outputs (~b)$ or equivalently the time it takes the bubble to rise a distance Ah,

can be estimated using correlation methods. The cross-correlation function RXY (~) for the

two stationmy random processes x(t) and y(t) is given by (Bendat and Piersol, 1986)

RXY(@ = T1:~;~x(t) . y(t + %)dt . (lo)

The cross-correlation function characterizes the correlation between two variables at

different values of%. Equation (10) defines the cross-comelation function, but it must be

modifkd to accommodate discrete valuesofx(t] and y(t) anda finite sampling time(T).

The procedure described below was used to estimate the most highly correlated time lag

from the digital output of two optical probes (Bendat and Piersol, 1986). Let ui and vi

represent discrete values of two data series, where i= 1,N and N is the number of samples

taken over a finite sampling time, T.

1. Least squares procedures were used to remove any trend in the data, A trend is a

frequency component of the data that has a period longer than the sampling time.

2. The mean values of the two data records were computed using

~“i~ui and V=~.~vi.li=—
E

3. The data were transformed to have a zero mean value. Define

Xi =  Ui -ii and yi=vi_V,

such that Yand ~&e zero.

(11)

(12)

4. The cross-correlation function is commonly normalized such that its value lies between

+1 (perfect positive correlation) and -1 (perfect negative correlation). The normalized

sample cross-correlation function is referred to as the sample cross-correlation

coefficient [ ~XY (@ ]. (A cross-comelation  coefficient of zero indicates an absence of ,

correlation,) For the two discrete data sets, the cross-correlation coefficient was

calculated using

&Y(r o At)
6X. (r o At) =

m“J’”
(13)
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where r is the lag number which ranges from O to m, Higher lag numbers correspond

to higher time lags (~=~At). (The A over each of the terms represents that they were

calculated for finite sample times, T.) For discrete data, the sample cross-correlation

function is given by

R,Y(r o At) = +“ ~!rxi “ Yi+~ .=

~~ ad ~~m.estimatesof therootmeansquaeof xi~dyi~dwere

calculated using

1. $(xi)* ~d ~Y(0) =ix(o) = ~ i=, *“ ~(Yj)2 .

(14)

(15)

The sample cross-correlation coefficient, ~XY (’t), was calculated from the voltage output

of two adjacent probes in the bed. The outputs from the four optical bubble probes were

used to estimate three values of the mean time lag (’@, one for each interval between the

probes. The mean time lag was determined by plotting the cross-correlation coefficient

versus time lag (’t) to graphically show the most highly correlated lag time (i,e, %b). Figure

9 presents a sample cross-correlation coefficient versus time lag plot. In this particular

example, the output of the two probes have a correlation coefficient of 0.46 at a time lag

(~b) of 0.4s. Figure 9 also shows a periodicity in the signals. The probe outputs are

strongly correlated not just for a single time lag corresponding to the passage of the same

bubble, but also with what appears to be the subsequent bubble passing approximately

O. 19s later. This corresponds to a bubble frequency of roughly 5.3 Hz. This is consistent

with the bubble frequency measurements described in Section 7.4.3. The average of the

bubble frequencies measured by the two probes whose output was used to generate Figure

9 is 5.1 Hz. The correlation of the two signals is not always as strong as that shown in

Figure 9 making this an unreliable approach to determining bubble frequency.
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Figure9: Sample Cross-Cone]ation of Light pro~Output to Detedne7b

Setting Bubble Threshold

As mentioned in Section 7.1.2, it is essential to rationally establish a threshold beyond

which variations in the optical probe output are interpreted as resulting from the passage

of a bubble. One method, used in previous studies (Glicksman et al., 1987), is to calibrate

the probe in a two-dimensional bed where variations in the probe’s output are directly

related to visual observations of the bubble motion in the bed. A different technique has

been developed for this study. The approach is to independently estimate the bubble

fraction (8) from pressure drop measu&?.ments and the dense phase voidage; this will be

described in detail in the following section. The optical probe threshold can then be set

such that the bubble fraction measured by the probe matches the bubble fraction

determined from the pressure-drop measurements. With the threshold established, it is

possible to determine other bubble characteristics such as bubble size and frequency.

.

192

. .



7.3.2.1 Relationship Between Voidage mdBubble Fraction

Differential pressure drop (Ap) is one of the few quantities that can be measured relatively

easily and accurately in fluidized beds. Assuming that the weight of the particles between

two pressure taps, say taps 1 and 2, is the sole contributor to the pressure drop (i.e.,

negligible contributions from friction or acceleration), it is possible to estimate the mean

voidage between the taps using

P~ A P1.2

)
. (16)‘1-2=~-(p,-p~ “g” AhI-z

Gravity dominates the pressure drop in bubbling fluidized beds, and for gas fluidized beds,

where p~ ~~ pg, (16) can be simplified by neglecting p~ with respect to p~.

To estimate the mean bubble fraction using the mean voidage (i21_2 ), several modeling

assumptions are necessary (Kunii and Levenspiel, 1968).

1.

2.

3.

At any level in the bed, the cross-section consists of either a bubble or the particle

emulsion,

The particle emulsion has a uniform and constant voidage (Q throughout the bed.

The voidage within the bubble (E?J is approximately unity. —

Figure 10 illustrates the model of a segment of a bubbling fluidized bed cross-section.

Fraction of segment

‘1

A
containing the
bubble phase =6

Bubble voidage = ~ ~

/ Fraction of segment
containing the
emulsion = 1-5

Figure 10: Model of a segment of bubbling bed cross-section
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From the model of the bubbling fluidized bed cross-section shown in Figure 10, the mean

voidage of the cross-section can be related to the local bubble fraction using

El+(z)  = 61-2 (z) “ Q + (1 - 6]+? (z)) “ &. . (17)

Solving (17) for the bubble fraction and assuming that %*1 gives

(18)

7.3.2.2 Es Won of lhe Emulsion Voidage, &

Using equation (18) to calculate the bubble fraction requires an estimate for the emulsion

voidage, G. Typically the emulsion voidage is assumed to be the voidage at minimum

fluidization conditions (%). The minimum-fluidization voidage is roughly equivalent to

the loose-packed voidage (&lP) of the bed material, Hence, it is common to assume that

the emulsion voidage (EJ is approximately equivalent to the minimum-fluidization voidage

(EN), which in turn can be estimated by measuring the loose-packed voidage (&lP). In the

approach described below, the minimum-fluidization-voidage estimate begins with the

measured loose-packed voidage. The loose-packed voidage is then corrected for the bed

expansion that occurs as the superficial gas velocity is increased from the loose-packed

condition (no air flow) to the minimum-fluidization condition. This estimate of %

provides a good estimate of the emulsion voidage for supetilcial gas velocities greater than

that required to fluidize the bed (i.e., u. > Uti), Additional expansion of the particle

emulsion beyond w is negligible for the range of particle sizes found in combustion

systems (Gogolek and Grace, 1995).

As discussed in Section 7.3.2.1, a model is required to estimate the local 6(z) from Ap(z)

measurements (model illustrated in Figure 10). As shown in ( 18), the model depends not

only on a measured estimate of the local voidage, E(z), but also on the emulsion voidage,

G. The local bubble fractions should integrate to give the overall bed-average bubble

fraction (6), which can be determined from the bed expansion. Although, as discussed in

the previous paragraph, the emulsion voidage is approximately equal to the voidage at
*
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minimum fluidization, when the bubble fractions calculated using ( 18) are integrated over

the bed volume using the measured ~ for G, they may deviate slightly from the measumd

~. This could be due to limitations in the assumptions inherent in (16), such as small

errors associated with neglecting friction or acceleration effects when using Ap(z) to

estimate E(z): Since we are interested in getting the best estimate of the local bubble

fraction (6(z)) from the local voidage measurements, the value of G will be specified such

that when the bubble fractions from the model are integrated, the calculated overall bed-

average bubble fraction (~) matches that from bed-expansion measurements. G is

effectively being used to fit the 6 model (Equation ( 18)) to match the overall bed-average

bubble fraction. The measured value of%, from bed-expansion measurements, serves as

a basis of comparison with the values of G required to match ~. Individual values for G

were obtained for each uJuti condition tested, but due to the idealization of the model

used to derive (18), it is difficult to justify using a variable G. Hence, a single average

value for G was used to calculate the bubble-fraction profiles for all of the uJuti

conditions tested. The details of these calculations are provided in the following two

sections.

● Determination of w

The loose-packed voidage (&lP) can be calculated by dividing the mass of a particle sample

by its loosely-packed volume to obtain the bulk density (i.e., p~= mflb). The loose-

packed voidage is then given by

P~
Elp= l-—.

P,
(19)

The loose-packed voidage of the polyethylene particles used in the cold model of the Tidd

PFBC was measured outside the cold model using a flask and a balance. The loose-

packed voidage was found to be elP=0.55.
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A more accurate estimate for the voidage at minimum fluidization (%) would be a

corrected loose-packed voidage that accounts for the expansion of the emulsion that

occurs between the loose-packed and minimum-bubbling conditions. Tlis correction was

estimated empirically, using the cold model, by measuring the bed level with no air flow

(loose-packed condition) and the level at the point just before bubbles begin tQ form

(minimum-bubbling condition). The minimum-bubbling point was detern$ned from visual

observations of the first appearance of bubbles at the front wall or the surface of the bed.

The particles in the cold model are Geldart GroupB (G&h@ 1973). BulMes form at or
#

only slightly above the minimum-fluidization velocity (uti) for particles in this category.

The loose-packed voidage is related to the loose-packed height (HIP) according to the

following relationship.

(Vs/Axs)
&lp=l- = 055.

[H.F.+(HIP - H.w.) “ (1 - 6T)] .
(20)

HOW. is the height of the open region below the tube bank and&is the fraction of the

cross-sectional area filled by tubes in the tube bank. The region from HoPn to HIP is fill~

with tubes, VJAM, the ratio of the volume of solids to the bed cross-sectional area, is

constant regardless of the air flow through the bed and can be calculated using (20) and a

measured HIP. The rninimum-fluidization voidage can then estimated by measuring the bed

height at minimum-bubbling conditions (Hti) and using the value for VJAM calculated

from (20) in the following expression.

(%/Axs)&mf=l -
[FLpm+(Hmb  - H.Fn) o (1 - 

6T)] “
(21)

“ Using(21) to evaluate the rninimum-fluidization voidage for the cold-model bed material

gives: wO.58. This value of % provides a good estimate of the true emulsion voidage

(G) and serves as a basis of comparison with the emulsion voidages calculated below. a

These emulsion voidages, which were calculated such that the local bubble fractions given

by ( 18) when integrated over the bed volume match the measured o~erall bed-average

bubble fraction, are expected to be close to the measured w.
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. Estimation of G Required to Match the Overall Bed-Average Bubble Fraction

If it is assumed that bubbles are responsible for any bed expansion beyond the minimum

bubbling point (i.e., G is a constant), the bed-average bubble fraction (~) can be

calculated from bed-expansion measurements. For the special case where the bed height

at minimum bubbling is greater than the height of the open area below the tube bank (i.e.,

H*> HOP), there are three contributions to the expanded bed volume (V~.P).

v.W = v~b + Vmk + Vb~ . (22)
I

Equation (22) shows that the expanded bed volume consists of the original volume of the

bed at the minimum-bubbling condition (Vti), the volume of the tubes between H and Hfi

(Vtuk,), and the bubble volume (Vb”~). Dividing (22) by V.XP and relating the bed volume

to the bed height using relationships of the form VC,P=H “AM gives

(23)

where, again, &is the fraction of the bed volume consisting of tubes for H>Hfi. The tube

fraction (&) for the cold model is 0.12. Solving (23) for $ gives

()S=(l-6J. 1-* . (24)

Equation (24) relates ~ to H and Hfi measurements. Hfi was measured by visually

identifying and measuring the bed height at minimum-bubbling conditions. Due to the

vigorous bubbling of the bed, it is not possible to measure H in the same manner. H is

typically determined from the pressure profile in the bed. Figure 11 presents the pressure

profile for one of the five conditions tested. As the figure demonstrates, the expanded bed

height can be measured by linearly extrapolating the pressure profile to the height where

the pressure equals the freeboard pressure (i.e., where p-pfi=O).
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Figure 11: Sample Bed-Expansion Measurement

Bubble-property measurements were made at five different gas superficial velocities

(uJuM=2.5, 2.8,3.1,3.4, and 3.83). The H/Hti measurements and the values of ~,

calculated using (24), are summarized in the Table 1. The bed-height measurements for all

five test conditions are given in Appendix H.

Table 1: Summary of Overall Bubble Fractions for Test Conditions

I Uo / u~
I

H / Hti I s I
I 1I 2,5 1.48 0.285 I
I II 2.8 1.53 0.304 I

3.1 1.60 0.329

3.4 1.66 0.351

3.83 1.78 0.387

. .



The emulsion voidage is calculated by determining the value of G such that when

5(G,E(z))  is integrated over the expanded particle volume (VUPJ, it equals the average

bed bubble fraction from bed-expansion measurements (~ given in Table 1). E(Z) is

obtained from local pressure-drop measurements using (16). This integration can be

accomplished by substituting ( 18) into

s=+. ~6(E+(z))  OA(Z)C!Z
Cxp-s  o

and deter.mining & such that the right hand side of (25) integrates to be equal to the

measured ~ listed in Table 1. The following example should clarify the procedure,

Again, consider the same case shown in Figure 11, where uJuti=2,5. As shown in Figure

12, the voidage is assumed to be constant over the intervals between pressure taps. The

(25)

integral in (25) can then be evaluated using (18). The resulting expression is

s= 1
HoFn + (H - H.Fn) . (1 - 6T) “

(~)+z,+[~)(HoFn-z,)i

(-)(Z2-H%.)(1-6,)+
(-)~ (H-2,)41-+)

.

The presence of the tubes alters the cross-sectional area with height (A(z)); the tube

. (26)

fraction (&) is used to account for the area change.
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Figure 12: Sample Voidage Distribution to Illustrate Evaluation of&

For this particular case, a valueofG=O.611 matches the overall bed bubble fraction of

~=0.285.  Table 2 lists the emulsion voidages, calculated in the same manner as in the

previous example, for all the conditions under consideration,

.-

Table 2: Emulsion Voidages For Each Condition Under Consideration

1

I 2.5 0.611

2.8 0.618

3.1 0,625

3.4 0.636

3.83 0.647

.
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The average of the emulsion voidages is G=O.63. As expected, this number is close to the

estimated minimum-fluidization voidage of X.58. The values for G approach M as

uJuti is decreased, Rather than use a different emulsion voidage to calculate the local

bubble fractions for each operating condition, the average value of 0.63 was used, As

mentioned previously, idealizations in the model illustrated in Figure 10 make it difficult to

justi~ varying G for each condition. Also, there is more uncertainty for the G values at

higher uyu~ since the highest pressure tap located within the bed is positioned at z=30.9

cm. Hence, the voidage measured between this !apand ?he me below it (23) will be

weighted over a larger section of the bed as it expands (i.e., (H-z2) will increase in (26)).

This increased uncertainty also makes it difficult to justify using a variable G. Using 0.63

for the emulsion voidage rather than 0.58, which is closer to the true emulsion voidage,

should provide a better estimate of 3(z) since it provides better agreement with the

independently-measured overall bed-average bubble fraction.

Finally, it is now possible to determine the bubble fraction profile (6(z)) that is used to set

the bubble-probe threshold. For consistency, the uJuti=2.5 test condition will continue to

serve as an illustrative example, Table 3 presents the calculated bubble-fraction profile.

The &(z) values in Table 3 were calculated from pressure-drop measurements interpolated

to correspond to the elevations of the optical probes. The detailed results of the bubble-

fraction calculations are presented in Appendix G.

Table 3: Calculation of 6(z) Profile for uJu~2.5 Case Using G=O.63

Probe Elevation Interpolated &(z)-&e
6(Z) = qy

z (cm) &(z) - e

1 I

I 13.3 I 0.713 I 0.226

20.6 0.698 0.187
1 I

I 27.6 0.724 0.258
I II 31.4 0.739 0.296
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The procedure described in the preceding paragraphs demonstrates how the bubble

fraction can be estimated from pressure-drop, measurements.

. Using 6(z) from Pressure-Drop Measurements to Set the Optical-Probe Threshold

The bubble fraction measured using the optical probe should be the same as that from

pmssum-drop  measurements. The local bubble fraction can be calculated from the optical

probe output using

6 =~”~bi. (27)

Nb is the total number of bubbles detected during the sampling time, T, and bi is the

duration bubble i is present at the probe. The threshold, or cutoff, on the output is varied

until the bubble fraction measured using the optical probe matches that determined using

pressure-drop measurements (e.g., 6(z)s listed in Table 3). Figure 13 illustrates the

threshold, The figure shows a segment of the optical probe output, where again

uJu+2.5. The output has been converted to solid fraction using the calibration

procedure described in Section 7.2.3. The threshold line shown on the figure represents

the solid-fraction cutoff such that the bubble-fraction target, set using pressure-drop data,

is matched by the optical-probe output.

In addition, Figure 13 highlights the need to define a threshold. The are many fluctuations

in the signal at high solid fractions. The threshold defines the magnitude of the fluctuation

considered to be due to the passage of a bubble.

202



. .\

0.5 ~
Optical Probe Output - 2=13.3 cm

I

0.4

0.3
(l-&)

0.2

0.1

0 .U, l,.,,,,.w

u
uo/umf=2.5 1~

E5Ea ‘ ‘ime(s)  2 3

Figure 13: Sample Optical Probe Output with Threshold Shown

Figure 14 shows how the solid fraction threshold, which is used to specify the bubble

mean pierced length and frequency, varies with the specified bubble fraction. The data

used to generate Figure 14 is the same as that shown in Figure 13. The sensitivity of the

bubble-probe measurements to the specified threshold (i.e., sensitivity of the measured

bubble characteristics to the local bubble fraction estimates) is addressed in Section 7.4.4.
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7.3.2,3 Summary of Procedure for Setting Optical Probe Threshold

The procedure for setting the optical probe threshold described in the previous sections is

potentially confusing and so it seems appropriate to briefly summarize the procedure. This

summary is provided in the form of two figures, Figure 15 is a flowchart describing the

steps of the procedure in words. The description provided in Figure 15 is then quantified

in Figure 16, where the equations used in the procedure are summarized.

1

,
1

,
1

!

I
1
1

1

1
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Local AP measurements give
the local E and the overall
bed expansion (H)

After measuring Hti and H I
determine the overall bed
bubble fraction, &

I
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integrated 8 profile
equals 6 established from
H and Hti

1

Figure 15: Flowchart of Procedure to Set Optical Probe Threshold
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Figure 16: Flowchart Summarizing Expressions Used to Set Optical Probe Threshold

7.3.3 Bubble Size Determination

The bubble rise velocity (ub) is a prerequisite to calculating the bubble size. Optical probes

provide data to calculate what is commonly referred to as the mean pierced (or mean
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chord) length, lb. The mean pierced length is calculated from the optical probe output

using

(28)

where Nb is the number of bubbles detected and bi is the time it takes bubble i to rise past

the probe.

Mostmodekmdxmzrelalionsare basedn bubble d.iamekr,.notmean pierced length.

Bubble diameter (d~) can be estimated from mean pierced length measurements ( ;b ) by

assuming that the bubble has no preferred path and is spherically shaped. This relationship

is obtained by integrating the equation for a circle of radius dB/2 over its diameter, i.e.,

Evaluating (29) gives

(29)

(30)

which is a simple expression for estimating bubble diameter from mean pierced length

measurements.

7.3.4 Bubble Frequency Determination

In addition to bubble size, bubble frequency is also important to solids mixing. Once a

threshold is established, calculating the bubble frequency is straightforward, The bubble

frequency is the number of bubbles which interact with the probe per unit time. The

frequency can be calculated using

(31)

where, again, Nb is the number of bubbles that interact with the probe during a total

sampling time, T.
,
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7.4 Optical Probe Results

Bubble characteristics were measured in the cold model at five superficial gas velocities

(uJu+2.5, 2.8,3.1,3.4, and 3.83). The uJu~3.83 condition corresponds to the

operating condition at which the scaling comparisons described in Chapter 4 were

amducled. The intent was to measure the characteristics of the bubbles over a range of

superficial velocities and then to develop a mixing model using both mixing and bubble

data at a single supertlcial gas velocity, By developing a mechanistic model of the solids

mixing process, based on the characteristics of the bubbles, it should then be possible to

use the bubble properties at other superilcial velocities to characterize the mixing at these

conditions.

The optical probe data were acquired using the same PC-based digital data acquisition

system described in Chapter 3. As mentioned in Werther and Molerus ( 1973a), the

correlation between two bubble probe signals depends highly on the shape of the bubble

pulses. The outputs of the optical probes were sampled every 0.002s (f,~Pl,=500 Hz).

Based on measurements of the bubble mean pierced lengths and rise velocities, the bubble

takes an average of roughly 0.07s to pass the probe. Hence, the sampling rate is

sufficient to provide, on average, over 30 data points to resolve the shape of the bubble

pulses. Each run lasted 24 seconds (i.e., T=24.O s), giving a total of 12000 points per run.

The data were digitally low-pass filtered to eliminate high frequency noise. Filtering the

data increased the correlation coefficients used to estimate the time lags for the bubble rise

velocity measurements, The digital filter is illustrated in Figure 17.
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Figure 17: Graphical Illustration of Digital Filter Applied to Bubble Data

~ebubble frequencies measured intMsstudy  rmgefrom4-7~. These frequencies are

within the O-10 Hz pass band of the digital filter shown in Figure 17, maintaining the

hydrodynamic frequencies while attenuating noise in the signal. The width of the

attenuation ramp is dictated by the sampling rate. The filter cutoff frequency of 23 Hz,

corresponds to the midpoint of the ramp. The value of the cutoff frequency was specified

so that for the 25 Hz attenuation ramp, there would be no attenuation of frequencies

below 10 Hz.

In general, the bubble properties were determined from five 24s runs. The highest uJuti

case was the exception, where the bubble properties were determined from seven 24s

runs. Four additional runs were made for the four lowest uJuti cases to provide

additional bubble-rise velocity data. Not all runs gave meaningful cross-correlation results

at every level in the bed. The supplemental data were necessary to reduce the

precisiordrandom error in the bubble velocity measurements. When considering the

quality of correlation between two probes, the two criterion were applied. The first was

that the cross-correlation coefficient have a distinct peak, and the second was that the

cross-correlation coefficient preferably be greater than 0.10.

The error bars shown on the plots in Sections 7.4.1 -7.4.3 represent 95% confidence levels.

These error bars reflect both bias and precision error where possible. A detailed

discussion of the uncertainty analysis performed for each of the measurements is presented
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in Appendix J. The results presented in graphical form in Sections 7.4.1 -7.4.3 are

tabulated in Appendix I.

7.4. I Bubble Rise velocity, ub

Figure 18 presents the bubble rise velocity data, for all five test conditions, as a function of

elevationabtwe  the distributor. The superficialgas velocity [L@ ranges from 0.3 to 0.46

m/s for the five test conditions, and uo-u~ ranges from 0.18 to 0,34 mls. The vertical

dashed line represents location of the bottom of the tube bank. A single error bar,

representing 95% confidence limits, is shown on the plot to provide an estimate of the

uncertainty in the data. Figure 18 shows that the bubbles accelerate as they rise through

the bed. As will be shown in Section 7.4.2, the larger bubbles rise faster. One would

expect bubbles of the same size to rise faster the higher the gas supetilcial velocity. But in

this case, the bubbles at the u~ufi3.  1 condition rise the fastest. The higher supetilcial

velocities appear to impede bubble growth, most likely due to increased bubble splitting,

reducing the bubble rise velocity. In general, the bubble rise velocity data do not show a

strong dependence on u~uti.
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Figure 18: Bubble Rise Velocity Measurements as a Function of Position in the Bed

Figures 19-23 present the bubble rise velocity data as a function of distance from the

distributor for each individual u~u~ test condition. The figures include 95% confidence

levels on the data. The details of the uncertainty analysis performed to arrive at these

error estimates are described in Appendix J. Previous studies have shown that the average

bubble rise velocity in a vigorously bubbling bed can be reasonably estimated using the

following relationship.

ub=u~- umf+o.711.  Jm. (32)

Davidson and Harrison (1963) first proposed using this expression for bubbles in fluidized

beds. The predictions of (32) are plotted against the data in Figures 19-23. The

predictions use the measured mean pierced lengths adjusted using (30) to estimate db. The

predictions also account for the increased u, in the upper part of the bed caused by the

flow constriction created by the tubes (12% of the cross-sectional area). Also plotted on

Figures 19-23, for comparison, is the single bubble form of (32), which does not include

the excess gas velocity contribution (uO-uti) (i.e., ub =0.71 l~gdb ). In general, (32)

satisfactorily predicts the bubble rise data, but it predicts a much greater dependence on

u~uti than the data show. This will become clear from the comparisons presented in
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Section 7.4.2. Thesingle  bubble fisevelwi~  expression doesnot depend upon(uo-uti),

but it clearly underpmdicts the bubble rise velocity in the cold model.
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Figure 19: Bubble Velocity as a Function of Vertical Position: uJu+2.5
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Figure 20 Bubble Veloeity as a Function of Vertical Position: uJu#2.8
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Figure 21: Bubble Velocity as a Function of Vertical Position uJu+3.I
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Figure 22: Bubble Velocity as a Function of Vertical Position: uJu~3.4
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7.4.2 Bubble Mean Pierced Length, ~~

Figure 24 presents the mean pierced length data, for all five test conditions, as a function

of elevation above the distributor. The vertical dashed line represents location of the

bottom of the tube bank. A single error bar, representing 95%I confidence limits, is shown

on the plot to provide an estimate of the uncertainty in the data. Figure 24 shows that the

bubbles appearm grow as they rise through the bed. It is also possible that the bubbles

deform as they rise through the tube bank giving them a larger mean pierced length

without an actual increase in bubble volume. As mentioned in Section 7.4.1, the largest

bubbles, which correspond to uJu~3. 1, have the highest rise velocity. The presence of

tubes in the bed tend to limit bubble growth, producing bubbles whose size is proportional

to the tube spacing. The bubble size measured in the cold model is closely related to the

spacing between the tubes. As with the bubble rise velocity, the bubble size measurements

do not show a strong dependence on uJuti.
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Figure 24: Bubble Size Measurements as a Function of Position in the Bed
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Figure 25 is a plot of bubble rise velocity versus bubble diameter. According to (32), the

bubble velocity should depend on the bubble diameter to the one-half power (i.e.,

‘b ‘(UO - urnr) a ~ ). me bubble vel~ity  ~nus tie excess g~ velocity (Ub-(%-hf)) is

plotted on the ordinate of Figure 25 to evaluate the dependence of ut, on d~ for all five test

conditions. Figure 25 also includes the dependence predicted by (32). The data exhibit

the expeeted dependence on bubble diameter, within a rather large uncertainty band,

lending support to the use of (32) 10 prulict bubble wekity  in PFBCS.

Figure 25: Dependence of Bubble Velocity on Bubble Dkrneter

Although (32) provides reasonable predictions of the bubble velocity as a function of

bubble size, as mentioned in Seetion 7.4.1, the data do not show the same dependence on

excess gas velocity (u.-uM) as (32). ‘Ilk is apparent in Figure 26. Equation (32) suggests

that the bubble rise vebeity should increase with increasing U.-uti, but as shown in Figure

26, the data show no dependence on excess gas velocity. Interestingly, the single-bubble
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roughly a fixed amount.
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Figure 26: Dependence of Bubble Rise Velocity on Bubble Size

Figures 27-31 present the mean pierced length data as a function of distance from the

distributor for each individual u~uti test condition. The figures include 95% confidence

levels on the data. The details of the uncertainty analysis performed to arrive at these

error estimates are described in Appendix J.
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Figure 31: Bubble Size as a Function of Vertical Position: uJu~3.83

7.4.3 Bubble Frequency, fb

Figure 32 presents the bubble frequency data, for all five test conditions, as a fi.mction of

elevation above the distributor. The vertical dashed line represents location of the bottom

of the tube bank. A single error bar, representing 95% confidence limits, is shown on the

plot to provide an estimate of the uncertainty in the data,

In contrast to the bubble velocity and bubble size data the bubble frequency shows a

strong dependence on U&uti. Vertically aligned chains of bubbles can produce very high

local gas flows when the bubbles erupt at the bed surface. This gas through-flow reduces

the number of bubbles required to carry the gas through the bed. The existence of bubble

chains was evaluated by considering the cross-correlation coefficient of adjacent probe

outputs at a time lag of O. If bubbles were simultaneously present at both probes, the

correlation of the two signals at zero time lag would be high, The data were found to
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have no significant correlation at zero time lag. This suggests that bubble chaiiis are not

present in the bed, thus requiring an increasing number of bubbles to accommodate

increasing excess gas velocities. This explains the strong dependence of the measured

bubble frequencies on the gas supefilcial velocity. Gas through-flow is discussed further

in Section 7.5.
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Figure 32: Bubble Frequency Measurements as a Function of Position in the Bed

The bubble mean pierced length increases with elevation from the distributor (see Figure

24). Assuming this implies that the bubbles grow due to coalescence, one would expect

the bubble frequency to decrease in the upper portion of the bed. The bubble frequency

data shown in Figure 32 do not exhibit this behavior. The dependence of the bubble

frequency with height is similar to that of the bubble fraction (Appendix G), which is based

on voidage estimates from pressure drop measurements. And the shape of the voidage

profile was shown to be similar to the Tidd PFBC in Chapter 4. One possible explanation

is that the bubbles coalesce in the bottom of the bed below the tube bank causing the initial

reduction in fb. But once the bubbles enter the tube bank, they split and deform due to the
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tight tube spacing. This would produce bubbles with a higher height-to-width aspect

ratio, giving them a larger mean pierced length with a smaller bubble volume. This would

produce an increased bubble frequency in the top of the bed.

Figures 33-37 present the bubble frequency data as a function of distance from the

distributor for each individual u~ufi test condition. The figures include 95% conildence

levels on the data. The details of the uncertainty analysis performed to arrive at these

aror estimates are described in Appendix J.
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7.4.4 Sensitivity of Bubble Probe Results to Threshold

The idealization inherent in the model used to derive (18) introduces some uncertainty in

the bubble fractions calculated from the pressure-drop measurements. Since these

measurements set the threshold that forms the basis for interpreting the optical probe

output, it is important to understand how sensitive the bubble probe results are to the

estimated bubble fractions.

The sensitivity of the bubble probe results to the bubble fraction estimate was evaluated

for a representative sample of the data. The mean pierced length (lb) and the bubble

frequency (fJ are the two measurements that depend on value of the bubble fraction. The

threshold illustrated in Figure 13 was adjusted to provide a 109o higher local bubble

fraction (b). The effect of this change in 6 on five & and fb measurements was then

evaluated, One point was chosen from each of the five uJufi test conditions, and all four

probe elevations (z) are represented in the sample. The bubble fraction was increased by

10% to raise the threshold, illustrated in Figure 13, to a higher solid fraction. This causes

the smaller amplitude fluctuations in the probe output to contribute to the number of

bubbles measured (Nb) and the mean bubble duration time (~). The results of the

sensitivity study are summarized in Table 4.

Table 4: Sensitivity of Bubble Characteristics to a 10% Increase in Bubble Threshold

uJumr ZP (cm) lb(b) Lb(l. 106) &(@ / fb(~) fb(l. 106) fb(~) /

(cm) (cm) Zb(l.l”tj (Hz) (Hz) fb(l.l”b)

2.5 31.4 4.80 4.91 0.98 5.56 5.93 0.94

2.8 27.6 4.96 4.80 1.03 5.21 5.91 0.88

3.1 13.3 2.91 3.00 0.97 5.70 6.09 0.94

3.4 20.6 3.25 3.42 0.95 6.02 6.43 0.94

3.83 20.6 4.37 4,58 0.95 5.54 5.76 0.96
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Table 4 gives the values of the mean pierced length (lb) and bubble frequency (fb~based on

a threshold set to match the true bubble fraction estimate (6) and a 10% higher bubble

fraction (i.e., 1.1.6). The mean pierced length is less sensitive than the bubble frequency

to the value of the bubble fraction. The largest effect on the mean pierced length was 5%.

The largest change in the bubble frequency is 12%, but four of the five points experience a

change of 6% or less. Based on the results of this study, it does not appear that the bubble

probe results are excessively sensitive to the bubble fraction estimate.

7.5 Gas Flow Balance and Prediction of Bed Expansion

The gas flow through a fluidized bed is typically divided into three components: the flow

through the particle emulsion, the visible bubble flow, and the gas flow through the bubble

(Valenzuela and Glicksman, 1985). Mass conservation requires that

u.=(1-5)ue+Q’’~ +5uti, (33)

where:

uc=superficial gas velocity through the particle emulsion,

Q“~ =visible bubble flow rate per unit cross-sectional area, and

u,f=supetilcial gas through-flow velocity.

Typically, u. is assumed to be equal to Uti, and the gas through-flow is accounted for in

terms of a through-flow coefficient, K, where K is defined as

U O  
-  Q“bKE . (34)

Umf

Substituting (34) into (33), assuming U,=uti$ and solving for Uti gives

()K-1+6
Uf =

8
Umf . (35)

K=l (i.e., LM=Uti) corresponds to Toomey and Johnstone’s (1952) original two-phase

theory of fluidization, which assumes that all of the gas flow in excess of that required to

fluidize the bed (i.e., (uo-uti)AJ passes through the bed in the form of bubbles.

Alternatively, Davidson’s (1961) model for an isolated bubble rising in an infinite bed
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predicts that UF3Ue, which assuming U.=uti corresponds to K=l+2& More recently,

Glicksman et al. (1991) proposed an expression for K that accounted for the low-

resistance path for the gas flow that exists when large bubbles erupt at the surface of the

bed.

The visible bubble flow ( Q“~ ) can be calculated using

Q“b = 6ub ,

such that (34) can be rewritten in the form

‘sub
K=””

Umf “

(36)

(37)

Equation (37) implies that K can be estimated from experimental measurements of UO, &

ub, and Uti. But Ks determined based on (37) are sensitive to the uncertainty associated

with the assumption that UC=UM, the associated uncertainty in the value of Uti, along with

the considerable uncertainty associated with measurements of 6 and ub. Hence, it is

difficult to accurately estimate K based on experimental measurements. The uncertainty in

K can be calculated by evaluating how the uncertainty in each of these measurements

propagates. Using the approach presented by Beckwith et al. (1993), the uncertainty in K

(U~) is given by

‘k=, (%”.”J+(%u’r+(%uubr+(%uumfJo

Evaluating (38) by differentiating (37) gives

(38)

‘k=J(:uu”J+(-:u’Y+(-3uubJ+(-(uO::b)uumfJo  ‘3’)
As an example, consider the uJuti test condition where UO=0.46 m/s, u#.12 mls, u@.9

rrh, and ~ =0.39. If it is assumed that there is 5% uncertainty in UO and 20% uncertainty

in 6, ub, and Uti, which are reasonable assumptions, (39) gives that the uncertainty in K is

0.87. The bed average through-flow coefficient for this case is approximately 1.35, which

corresponds to 64% uncertainty in K. The error in each of the quantities propagates,

producing significant variability in the estimates of K from the optical probe data
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presented in this chapter. Estimates of the local values of K for the five u~uti tested range

from approximately O to 2.

If the four local “measured” Ks are averaged by integrating over the bed height, for a

particular value of WUM, these bed average through-flow coefficients are more well-

behaved. Figure 38 is a plot of these average through-flow coefficients as a Iimction of

u~uti. The through-flow coefficients predicted by Davidson’s (1961) isolated bubble

model (i.e., K=1+28) are included on the plot for comparison; K was evaluated using

overall bed average bubble fractions (~ given in Appendix H). The plot shows that the

through-flow coefficients increase with increasing u~uti. Higher bubble fractions were

observed in the cold model for higher UO, which increases the opportunity for the gas to

bypass the bed, It also seems reasonable to anticipate that the bubbles would tend to take

on more ellipsoidal shapes as u. is increased. Grace and Harrison (1969) showed that,

theoretically, the bubble through-flow velocity increases with increasing bubble height-to-

width aspect ratio. The values of the through-flow coefficients suggest that Toomey and

Johnstone’s (1952) two-phase theory of fluidization may be useful for analyzing the gas

flow in PFBCS since K is close to 1. Glicksman et aL (1991) show that the two-phase

theory overpredicts the bed expansion (i.e., underpredicts K) for atmospheric fluidized

beds, But atmospheric fluidized bed combustors  (AFBC) have shallower beds and sparse;

tube banks (larger bubbles) than PFBCS, This permits large amounts of gas to bypass the

bed in the form of flow through the bubbles as they erupt at the bed surface. PFBCS, due

to their high power densities and modest Ap~pW, have deeper beds and tight tube banks,

Their tighter tube banks keep bubbles small, reducing the gas through-flow.
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Figure 38: Bed Average Through-Flow Coefficient as a Function of uJuti

Bed expansion is closely related to the gas through-flow. Higher gas through-flow rates

produce lower bed expansion since the bed has to expand less to accommodate the excess

air flow. To evaluate the potential for using K= 1 to analyze PFBC hydrodynamics, the

measured bed expansions were compared against those predicted by the model of

Glicksman et al. (1991) using K=l. The model requires an assumption for the bubble

diameter in the tube bank. Based on the optical probe measurements, a value of 5.5 cm

was assumed. Also, (24) was used, assuming H/Hti was equivalent to H/Hti, to calculate

the expansion ratio (H/&-J since it accounts for the presence of the tubes. Figure 39

compares the dimensionless bed expansion measurements versus uJu~ against predictions

from Glicksman et al.’s (1991) bed expansion model assuming K=l. The agreement

between the model and the data is very good, providing support for using K=l to analyze

PFBC hydrodynamics.

. .
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Comparison of Data With Bubble Growth Models

Glicksman and McAndrews (1985) showed that bubbles are distributed uniformly across

the cross-section of large-particle fluidized beds with horizontal tube banks. This

uniformity permits the use of a one-dimensional bubble coalescence model, which is

necessary to predict bubble growth. Glicksman et al. (1987) relate the bubble frequency

to the coalescence rate using

d(f ~/A)—=.LW
(IZ 2A~’

(40)

which states that if every bubble participates in one coalescence over a distance &-the

average distance a bubble rises between coalescences-the number of bubbles will be

halved. Nondimensionalizing (40) gives

(41)
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C(5) represents the dimensionless bubble coalescence rate, which has been found to be a

function of the bubble fraction (6). Severrd models have been proposed for C(5). Using

the Clift and Grace (1970) model, which has been found to be more appropriate for small

particles, and assuming that the bubbles arc dktributed  in a uniform cubic array

(Glicksmrm et id., 1987) gives

(42)

Glicksman et il. {1987) fosrnd that (42) under-predicted 4remmleacence  ratern iarge-

parricle beds under conditions representative of atmospheric fluidized beds. They

proposed a statistical model whose results were closely approximated by

C(5) = 12(57/ 4. (43)

The coalescence models given by (42) and (43) can be used to compare predicted bubble

growth against the bubble-size measurements made beneath the tube bank. Although, in

order to evaluate d~(z) using (41), an expression for (fJA) as a function of d~ is necessary.

The bubble frequency per unit area is related to the visible bubble flow ( Q“~ ) through

Q“b  = (ftJA).  Vlj.lj , (44)

where Vk~ is the bubble volume. Assuming that the bubbles arc sphericrd, substituting

(44) into (34), and solving for (fJA) gives

(45)

In addition, since (42) and (43) area function of the bubble fraction (8), an expression for

the dependence of the bubble fraction on the bubble dkuneter is also necessaq.

Substituting (32) into (37) and then solving for 6 gives

ii=
uo - K u.f (46)

u. - U.f + 0.7 l= “

Substituting (45) into (41 ) and integrating gives the following expression for calculating

the bubble growth, db(z);

*
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~

d~ Z) 3
—d(d~)=]dz.

& C(b(db)) O
(47)

dbO is the bubble size at the distributor (i.e., z==); Glicksman et al. (1991) recommend

= 3.69
(u.-Ku~#

dbO
g

(48)

for the case where the predicted initial bubble size exceeds the average distributor orifice

spacing. Hence, db(z) can be calculated, in this case numerically, using (47) and either

<42) or(43)in  conjuctionwith (46) and (48).

Figure 40 presents a comparison of the measured and predicted bubble size 13.3 cm above

the distributor over a range of uJu@. Both the Clift and Grace (1970) (Eqn. (42)) and

Glicksman et al. (1987) (Eqn, (43)) coalescence models are compared against the bubble-

size measurements. Based on the results presented in Figure 39, a through-flow

coefficient (K) of unity was used in the bubble-growth calculations. As shown in the

figure, the Glicksman et al. (1987) coalescence model significantly overpredicts the

measured bubble growth. In contrast, the Clift and Grace ( 1970) model does a reasonable

job predicting the bubble growth, even though Glicksman et al. (1987) found that it

underpredicted bubble growth in large-particle fluidized beds. ,

The Glicksman et al. (1987) model was developed from data taken with much lower

bubble fractions and higher solid-to-gas density ratios than were present in the cold model.

These conditions are more representative of atmospheric fluidized bed combustors

(AFBC) rather than PFBCS. Hence, the bubble-coalescence model that was found to

predict bubble growth under conditions representative of AFBCS overpredicts bubble

growth under PFBC conditions. This suggests that bubbles grow more slowly in PFBCS

due to either lower coalescence rates or higher bubble splitting rates or some combination

of the two. This is consistent with the experimental observations of many researchers on

the effects of pressure on bubble size (e.g., see Chan et al., 1987). Yates (1996) recently
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published a review article on the effects of temperature and pressure on gas-solid

fluidization.
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Figure 40: Comparison of Bubble-Size Measurements with Bubble-Growth Models
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7.7 Nomenclature

A optical probe calibration constant
Axs corss-sectional area
B optical probe calibration constant

mean time bubble is present at the optical probe
bi time bubble i is present the optical probe
C(δ) dimensionless bubble coalescence rate
dB bubble diameter

initial bubble size at the distributor

Ee irradiance
fb bubble frequency
fsample sampling frequency
g acceleration due to gravity=9.807 m/s2

H bed height
Hlp height of bed under loose-packed conditions
Hmb height of bed under minimum-bubbling conditions
Hopen height of open region below the tube bank
ib phototransistor base current
ic phototransistor collector current
iLED current flowing through the LED
K through-flow coefficient
lb bubble mean pierced length
M mass collected in optical probe calibration exercise
N number of samples taken over time T
Nb number of bubbles detected during time T
p pressure
p bed pressure
P power input
pbed bed pressure
P power input
pfb freeboard pressure
Q"b visible bubble flowrate
r lag number
R LED circuit resistance
RF feedback resistor in the phototransistor circuit

sample mean square of x

sample mean square of y

cross-correlation function
t collection time
T sample record length
Uδ uncertainty in δ
Uk uncertainty in K
Uub uncertainty in ub
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u.
Umf
Ub

Ue
Ufdl
Ufi
Uo
Uti
Vc
Vce
Ve
~mD
Vi~
Vout
vR
Vhb
vexp

v,
v,u~
z
Zp

uncertainty in uO
uncertainty in ufi
bubble rise velocity
superficial gas velocity through dense particle emulsion
fall velocity of particles in drop-tube apparatus
minimum fluidization velocity
superilcial gas velocity
supetilcial gas through-flow velocity
phototransistor collector voltage
phototransistor collector-emitter voltage=v.-ve
phototransistor emitter voltage
voltage drop across the IZD
input supply voltage
output voltage from the phototransistor circuit
voltage drop across LED-circuit resistor
bubble volume
expanded bed volume
volume of solids
volume of tubes between H and Hfi
distance above the distributor
distance of optical probe from the distributor

Greek Svmbols
transistor current gain
bubble fraction
overall bed bubble fraction
tube fraction
distance between pressure taps
differential pressure drop
pressure drop across the bed
time between samples
average distance bubble rises between coalescence
voidage
bubble voidage
emulsion voidage
loose-packed voidage
minimum fluidization voidage
solid fraction
bulk density
fluidizing gas density
particle solid density
sample cross-correlation coefficient

time lag = rAt
most highly correlated time lag between optical probe output
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8. Experimental Setup for Solids Mixing Studies

8.1 Thermal Tracer Technique

The thermal tracer teehnique involves using thermally-tagged bed particles as a tracer and

following their motion by making temperature measurements at many locations in the bed.

This technique was fmt used by Valenzuela (1982) in atwo-dimensionil%uibling  bed, it

has subsequently been employed by Westphalen (1993) to study lateral solids mixing in

circulating fluidized beds. In both cases, the bed particles were heated to a temperature

above the surrounding bed temperature. A similar technique was used by Bellgardt and

Werther (1986), except that sublimating dry ice particles, rather than bed particles, were

used as a tracer.

In the current study, a thermal tracer technique was used to investigate the solids mixing

in the cold-scale model of the Tidd PFBC, In order to match the solid-to-gas density

ratio, to satis& the hydrodynamic scaling relationships, a granular polyethylene plastic was

chosen as the cold-model bed material. Due to the low melting temperature of the plastic,

it was not possible to heat the particles. Instead, the particles were cooled well below the

bed temperature in a bath of liquid nitrogen. This approach, in addition to preserving the

integrity of the particles, provides tracer particles with a larger temperature difference

between themselves and the bed than was possible in pnwious studies.

Valenzuela (1982) identified several advantages of the thermal tracer technique over other

approaches to studying solids mixing. Some of those advantages are discussed here.

1.

2.

The tracer particles are the bed particles, and henee their hydrodynamic behavior will

reflect the true solids movement in the bed.

Thermal tracers come to thermal equilibrium with the bed within a few minutes after

injection, This avoids the problem of elevated tracer background levels, and the need
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to separate the tracer and the bed material. This is particularly important in the cold

model, where the bed has a large particle inventory that has been carefidly customized

to scale the dimensionless particle size distribution of the Tidd PFBC. Solids mixing in

fluidized beds is a stochastic phenomenon; as found by Fitzgerald et al. (1977), the

solids do not mix exactly the same way each time an experiment is conducted. Hence,

to properly characterize the mixing, experiments must be repeated many times.

Changing the bed inventory between many experiments would require an unacceptable

amount nf.rime andxffort.

3. The technique provides information on the transient characteristics of the mixing by

following the motion of the tracer particles in time. An alternate approach to studying

solids mixing is to introduce a tracer into the bed and after fluidizing the bed for a

period of time the fluidization air is stopped suddenly. The distribution of the tracer

concentration at that point in time is then determined by excavating the bed layer-by-

layer. This tedious process would have to be repeated for many fluidization times to

evaluate the transient characteristics of the mixing. Also, several measurements should

be made for each time to characterize the average mixing behavior at that point in the

transient. There is also the opportunity for additional solids motion to occur as the

bed slumps.

4. Relatively small thermistor probes can be constructed to minimize their disturbance of

the flow.

The one difficulty with the thermal tracer technique is that the temperature distribution

measurements provided by the method can only be used to infer a rough estimate of the

local tracer concentration.

8.1.1 Thermistor Probes
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Thermistors are ceramic semiconductor devices whose resistance rises as their

temperature drops (for negative-temperatum-coefficient thermistors). Thermometric



thermistor model AB6B2-GC16KA143L-37C was used in the thermistor probes. These

thermistors have a resistance of approximately 30kQat370 C. The thermistors were

chosen because their small size provides a fast time response. Thermistors were used

instead of thermocouples because thermocouples have a small electrical resistance and

voltage output. This makes them susceptible to,interference from static electricity in the

bed and hence, unsuitable for use in this study. The thermistors consist of a 0.4 mm

diameter bead sealed in a 2.5 mm long and 0.5 mm diameter cylindrical polyimide sleeve.

The thermistor response time is discussed in Section M.L3.

The thermistor probe design is the same as that used by Westphalen (1993); some of

Westphalen’s probes were used in this study. Figure 1 illustrates the thermistor probe

design, As shown in the figure, a single thermistor was first inserted into 20-gauge tubing

and then epoxied into 3.2 mm steel tubing for additional support. A small amount of

silicon sealant was used at the thermistor-tubing junction to prevent air and particle

leakage. Care was taken to minimize the sealant in contact with the thermistor sleeve to

prevent a reduction in response time. The 38-gauge nickel-alloy thermistor leads were run

along the inside of the tubing and connected to a terminal block attached to the bottom of

the probe, The terminal block served as a convenient, non-permanent way of connecting

the thermistor probe to the supporting electrical bridge circuit described in Section -

8.1.1.1.

The thermistor probes were installed in the polycarbonate front wall of the cold model.

Compression fittings were used to hold the probes in position. Sixteen probes were

installed in the cold model; the layout of the thermistor probe array is discussed in Section

8.1.1.4.
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8.1.1.1 Thermistor Circuits

A thermistor is a temperature-sensitive resistor. An external circuit is necessary to convert

a thermistor’s change in resistance to a voltage, which is a more convenient quantity to

measure. The Wheatstone bridge circuit is a common choice for making resistance

measurements. Figure 2 illustrates the Wheatstone bridge circuit. RT represents the

thermistor resistancty Rl, R2, and R3 are known resistances. The voltage measured by the

meter shown in Figure 2 varies as RT varies. If the meter draws no current, the voltage

measured by the meter (ehI) has the following dependence on the resistances and the input

voltage (ein) (Beckwith et al., 1993).

( R2 _ R3eM = ei””
)R~+R2 R1+R3 “

R~

R2
1

(1)

wi3-
Figure 2: Wheatstone Bridge Circuit

Resistors R2 and R3 must be specified to minimize i2 R heating of the thermistor.

Horowitz and Hill (1989) recommend that i2 RT be kept below 1 mW to keep readings

accurate within 1“ C. R2 and R3 were set to be 2,2 M$2. For ein~ 12 Vm and Rz=2.2 MQ,

the current through the thermistor is approximately 5.5 LA. The thermistors used in this

study have a resistance (RT) of around 30 kQ at 370 C. At this resistance, the value of
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i2 RT is roughly 1 pW, three orders of magnitude below Horowitz and Hill’s (1989)

recommendation. RI was set to be approximately 30 kf2 to be of comparable magnitude.
to the thermistor resistance.

The one problem with keeping the current through the resistor small is that the voltage

drop across the thermistor is small. A differential amplifier was used to amplify the

voltage output from the bridge circuit, The amplification circuit is shown in Figure 3.

The two leads fmm tie Whetstone bridge circuit<shown going tb the meter in Figum2)

provide the input to the amplification circuit (eil and en). In Figure 3, RI=Rz and Rs=R.4.

One-percent precision resistors were used to closely match the resistances. This was

necessary to achieve a high common-mode rejection ratio. ALF411 operational amplifier

(National Semiconductor) was used in the amplification circuit. For RI=Rz and R3=IU, the

output voltage (eJ is related to the input voltage difference by (Beckwith et al., 1993)

uR3

( )eO= —  o eil-~z ,
R1

(2)

where (RJR1) is the amplifier gain, R] was set to be 100 l@ and R3 was chosen to be 1

Mfl, giving an amplifier gain of 10.

Hk--l--
>

LF411
+

1

t

3 eO to DAQ

Figure 3: Differential Voltage Amplifier
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Beyond amplifying the output from the bridge circuit, the differential amplifier serves two

additional purposes. First, it increased the number of thermistor measurements that could

be made. The data acquisition board used to record the voltage measurements from the

bridge circuits has the capacity to measure up to 8 double-ended inputs or 16 single-ended

inputs. The differential amplifier converts the double-ended output from the bridge circuit

(voltage difference) to a single-ended output from the amplifier (voltage relative to

common). This doubled the number of temperature measurements that could be made.

Second it served to isolate the data acquisition board from any static electricity generatd

in the bed.

8.1.1.2 Thermistor Calibration

The thermistor probes were calibrated by submersing them in a water bath. The

temperature of the bath was measured using a mercury thermometer accurate to O. 1“ C. A

temperature versus voltage calibration curve was constructed by varying the water bath

temperature. This method was used to calibrate the probes over a temperature range of 5

to450 C. This was a sufficient calibration range for all the thermistor probes except

thermistor 1; the thermistor positioned at the exit of the injector. The method for

expanding the calibration range for thermistor 1 is described later in this section. Over this

limited temperature range, a calibration curve of the form:

T(eO)=A .e~+B”e~+C”eO+D (3)

was found to accurately fit the calibration data, where eO is the output voltage from the

thermistor circuit. The values of the calibration constants-A,B,C,  and D-are given in

Appendix K

Thermistor 1 was used to identi~ the time of injection and the temperature of the injected

particles. The tracer particles were cooled to roughly 1000 C below their initial

temperature, requiring that the calibration of thermistor 1 be extended below 5” C. The

calibration range for thermistor 1 was extended using the setup shown in Figure 4.
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Figure 4: Calibration Setup for Tc5” C

A small pool of mercury was formed on the hollowed-out end of an aluminum rod. The

rod was supported in a piece of foam that fit inside a Dewar flask partially filled with

liquid nitrogen, The temperature of the mercury was measured using a thermocouple

connected to a thermocouple meter. The calibration for thermistor 1 was extended down

to -40” C by immersing it in the mercury pool and changing the length of the rod immersed

in the liquid nitrogen.

8,1.1.3 Thermistor Probe Time Response

Because of the finite thermal capacitance of the thermistor, a time lag exists between a

change in the input to the thermistor and its response to that change. The thermistors

used in this study are quite smrdl and for typical heat transfer conditions can be treated as

a lumped system (i.e., BicO. 1). Thermal capacitance is the only a mode of storing energy

in a lumped system. Systems with a single mode of energy storage are fust-order systems

whose time response can be characterimd by a time constant, %.

Westphalen (1993) conducted tests to evaluate the thermistor time constant under heat

transfer conditions similar to those found in a circulating fluidized bed. He found that the
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measured time constant was approximately 0.4s. This result was shown to be relatively
1

insensitive to solids flux. The experimental method was evaluated by constructing an
!
I

analytical model of the thermistor-circuit system. The predicted time constants were I

consistent with the measured time constants and relatively insensitive to the assumed heat
!I

1
transfer coefficient (predicted time constants varied from approximately 0.3-0.5 s). The

small sensitivity of the results to mass flux and heat transfer coefficient suggest that the

time constant would not be significantly different under bubbling bed heat transfer

conditioiw

The time constant represents the amount of time it takes for a step-excited first-order

system to proceed 63.2% of the way from its initial to its final state. The change in the

temperature of a lumped body originally at a temperature of TO, in response to a step

change in the environment temperature (Te) after a time%, is given by (Mills, 1992)

T(7) - T. = e.:
= 0.368.

TO -T. t=t
(4)

With the level of noise in the thermistor circuitry, detectable changes in temperature are

limited to around O. 1“ C. If it is assumed that the thermistor boundary condition changes

every time a bubble passes and the maximum bubble frequency is 7 Hz, the thermistor

needs to exhibit a detectable change in temperature in approximately O. 14s (1/7 s). Using

(4) with ~=0.4s,  the system will proceed 30% of the way from its initial to its final state in

0. 14s. For T(O. 14)-TC=0. 1“ C, TO-T. must be 0.140 C. Fitzgerald et al. (1977) found that

injected tracer tends to remain in a clump. This would slow the rate at which the particles

warm to the bed temperature. Considering the heat transfer to a single particle should

provide a conservative estimate of the time it takes for the particles to return to the bed

temperature. Assuming the particle is initially 1000 C below the bed temperature, a simple

analysis gives that the temperature of the particles remti,ns at least 10” C below the bed

temperature for over 11 seconds after injection. Particles with such a large temperature

difference between themselves and the thermistor should have little difficulty producing a

0.14” C change in the thermistor temperature during time scales of interest.
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8.1.1.4 Thermistor Array Configuration

Sixteen thermistor probes were installed in compression fittings in the cold model’s clear

polycarbonate front wall, Figure 5 shows the position of the thermistor probes relative to

the bed wall and the distributor. Thermistor number 11 appears twice in the array, both in

the row furthest above the distributor (as 11) and near the injector (as 1 l*). Tests were

conducted with the probe in both positions to provide additional information on the

mixing within the bed. The thermistor probes were inserted 10 cm into the bed, forming a

two-dimensional measurement plane in vertical alignment with the injector.

I=&+#=l

Httttttttttt
Figure 5: Thermistor Probe Layout

stor

~Particles Cooled -

in Liquid N2 Bath

,
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8.1.2 Thermal Tracer Injection

8.1.2.1 Injector Configuration

Figure 6 presents a side view of the tracer injector setup. The injector is positioned 8.5

cm above the distributor and, as shown in Figure 5, 14 cm in from the bed side wall, The

rnjector isxzessed  10 cmliwmthefiuntpnel ofthe%ed,xwrtically  aiigned withthe

thermistors at the end of the probes. The injector is positioned and supported in the side

wall by a compression fitting.
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The cooling trough is constructed of 3 mm thick polycarbonate plastic; the outside of the

trough was covered with a spray foam insulation. The trough is 14 cm long, and the

opening at its top is 6 cm across.

A 14 mm hole was drilled in each end of the trough to accommodate apiece of 10 mm ID

flexible Tygon tubing. The tubing-trough interface was sealed with silicone sealht. A

small amount of slack was lefi in the tubing to prevent cracking from shrinkage during its

exposure to the liquid-nitrogen bath. Other types of rigid ~lastic tubing, such as

polycarbonate,  were found to fail when exposed to liquid nitrogen.

Particles are drawn from the bed into the cooling trough through a length of 10 mm OD

copper tubing. The copper tubing fit snugly inside the plastic tubing in the cooling

trough. By applying suction to the opposite end of the tubing, particles could be drawn

through the copper tube into the tubing in the trough. The plastic tubing provided a way

of cooling the bed particles without bringing them into direct contact with the liquid

nitrogen. The particles were prevented fi-om moving beyond the end of the tubing by

covering it with a piece of 325 mesh screen. This permitted the suction/supply air but not

the particles to pass through the end of the tubing.

The tubing supplying the injector air is a 14 mm ID flexible plastic tubing that fit snugly

over the tubing in the trough. The screen was first placed on the end of the trough tubing

and then held in place by inserting it inside the injector air supply line.

The injector air supply and suction setup is shown in Figure 7. In the configuration

shown in the figure, when the valve is closed a suction is generated when air is forced

through the top of the aspirator and out the nozzle. This suction was used to draw

particles into the cooling trough. Once the particles were sufficiently cold, the valve was

opened, and the loose end of the tubing connected to the valve (see Figure 7) was placed

over the nozzle of the aspirator. In this configuration, air was supplied to the injector,

forcing the chilled particles back into the bed.
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Figure 7: Injector Air-Suction and Supply Setup

8.1.2.2 Injection Procedure

The injector setup illustrated in Figures 6 and 7 serves three purposes: drawing particles

from within the bed into the cooling trough, cooling the tracer particles well below the

bed temperature, and injecting the chilled tracer particles back into the bed. The details

of these three steps are summarized as follows.

1.

2.

With the bed running and the valve shown in Figure 7 closed, shop air is forced

through the aspirator to draw particles into the cooling trough.

The cooling trough is filled with liquid nitrogen. The liquid level in the trough is kept

high enough to keep the tube in the trough submerged. The particles are chilled in the

liquid nitrogen for 5 minutes, providing tracer particles that are roughly 100• C below

the bed temperature. (It was estimated that the particles had to be immersed in the
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liquid nitrogen for approximately 5 minutes in order for their temperature to drop by

1000 C’; measurements support this estimate.)

3. The valve in Figure 7 is opened and the loose end of the tubing connected to the valve

is inserted over the nozzle of the aspirator. Air is then forced through the aspirator at

. a velocity just sufficient to force the particles back into the bed. The injection

velocity is miniiized to eliminate the apparent lateral mixing produced by the

injection process. The tracer particles did not appear to penetrate to thermistor 11“ as

a result of the particle momentum at injection (when thermistor 11“ was positioned

opposite the injector-see Figure 5). High-speed video measurements of the injection

process showed that the injection velocity is approximately 0.3 m/s.

Tests were also conducted to estimate the maximum tracer particle injection velocity.

High-speed video measurements showed that the maximum injection velocity was

approximately 0.9 m/s.

1 Gelperin and Einstein’s (1971) expression for the thermal conductivity of a particle emulsion was used to
estimate the thermal conductivity of the polyethylene particle-gas mixture. The thermal conductivity of the
emulsion is low-~ =0.028  W/m-K. The high boiling heat transfer coefficient on the outside of the tubing,
in conjunction with the low effective thermal conductivity produce a very highBiot number (- 104),
Modeling the particles as a connectively cooled cylinder with an ambient temperature of 77 K (Liq. Nz Tw
at atm. pressure) indicates that after roughly 5 minutes tie centerline temperature of the “cylinder” is 100’ C
below its initial temperature,
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8.2 Nomenclature

Bi

ql

eiz
e,”
eM
.eo
i
k
R
RT

t
T
T,
To

Biot number-ratio of the conduction thermal resistance to the convection thermal
resistance
voltage input 1 from bridge circuit to differential amplifier
voltage input 2 from bridge circuit to differential amplifier
bridge circuit input voltage
voltage measured by across the bridge circuit
oM.put voltage
Unrent
thermal conductivity of particle-gas emulsion
resistor resistance
thermistor resistance
time
temperature
environment temperature
initial temperature

Greek Symbols
‘t thermistor time constant

.
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9*1

Solids Mixing in Pressurized Bubbling Fluidized Bed Combustors

Thermal Tracer Data Analysis

The experimental setup described in Chapter 8 provides transient temperature

measurements at 16 locations surrounding the thermal-tracer injection point. These

temperature @aces help*s tsvoquestions:  How quickly do the traeerprticles

disperse from the injeetion point? and, more importantly, What is the tracer concentration

distribution as a function of time? The individual temperature traces for each thermistor

probe can be evaluated to estimate the time it takes for the tracer particles to migrate to

different positions in the bed. The magnitude of the temperature change experienced by a

thermistor is shown to indicate the local tracer concentration.

9.1.1 Temperature Normalization

As discussed in Chapter 8, for two identical mixing experiments the solids will not mix in

exactly the same way due to the stochastic nature of the bubble motion. For example, if a

bubble passes by just as the tracer particles are injected into the bed, they will be quickly

displaced upward. Whereas, if no bubble is present at the time of injection there will be a

lag between the injection time and when the tracer begins to disperse. Similarly, if a

bubble transporting tracer particles is in close proximity to a neighboring bubble they may

coalesce, displacing the tracer laterally. But if the bubble transporting the tracer is far

from other bubbles coalescence will not occur, producing primarily axial tracer motion.

Essentially an infinite number of scenarios are possible, with each leading to the tracer

being dispersed in a slightly different way. Hence, it is desirable to conduct several “

experiments and average the results to get a better estimate of the average mixing

behavior. But variations in the bed and tracer temperatures between experiments makes

direct averaging of the dimensional temperatures inappropriate. The dimensional
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thermistor temperatures must be normalized to account for variations in the ex~erimental

test conditions.

As is typically done in heat transfer, the thermistor output are expressed in the form of a

dimensionless temperature, @, given by

T(t)- ~
@(t)=T ~,..-

UIJ

(1)

Wkxzx

~ =the average bed temperature measured by the thermistor prior to injection;

T(t)=the time-varying temperature measured by the thermisto~ and

Tinj=the temperature of the thermal tracer particles at the time they are injected

into the bed.

So, for example, at t=O$ Cl= 1 at the injector and @=O in regions away from the injector

where no tracer is present. Expressing the thermistor output in terms of@ normalizes the

data to account for variations in the injection temperature (Tinj) and the bed temperature

(~) between experiments. In addition, as will be shown in the next section, @ provides a

crude estimate of the tracer concentration for short times after injection.

9.1.1.1 Relationship Between @ and the Tracer Concentration

The thermal tracer technique provides a convenient way of evaluating the effects of

changing operating conditions and bed geometry on solids mixing. For these types of

studies, @ can be averaged from several mixing transients, for each configuration or

condition tested, and then compared directly. But comparing thermal tracer data with the

predictions from a mixing model requires a relationship between@ and the tracer

concentration.

Relating the dimensionless temperature (~), given by ( 1), to the local tracer concentration

requires two assumptions,
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1.

2.

The thermistor measures a local mixture temperature. The temperature measured by

the thermistor will reflect an average temperature of the particles that surround it, both

warm and cold. (The heat capacity (mcP) of the air is much less than that of the

particles causing it to quickly approach the local particle temperature.) But how

closely this average temperature is to the thermodynamic mixture temperature is less

clear. This is a rough approximation that introduces significant uncertainty in the

relationship between @ and the local tracer concentration.

The energy transfer to the trxzcerparticles hfiom the surrounding bedparticles and

not the air. Cod devolatilizes in approximately 6 seconds in fluidized beds (Andrei et

al., 1985); this corresponds to 3 seconds in the cold model (i.e., &ld=thO~/2 from

scaling). For the first 3 seconds after injection, the temperature change of the particles

due to energy transfer from the air should be modest,]. If the tracer particles are

initially 100°C Mow the bed temperature and their temperature increases by 20°C

after 3 seconds due to heating by the air, the error in @ at the end of the 3 seconds is

20%. The error associated with this assumption is, most likely, much smaller than that

associated with assumption 1.

Let ml and mz be the local mass fraction of tracer and the bed material, respectively. By

mass conservation,

ml+mz=l. (2)

From conservation of energy,

Umix =mlul+mzuz, (3)

where:

uti=the local specific internal energy corresponding to the temperature measured

by the thermistor, T(t);

ul=the  specific internal energy of the tracer particles at Thj; ~d

‘Consider a volume of pol yethylene tracer particles that are initially 100” C below the bed temperature.
Further, assume that the dimensions of this particle volume are roughly equivalent to those of particles in
the cooling trough (see Chapter 8). For an air flowrate through the particles corresponding to Uti, where
the air enters the paxticle  volume at the bed temperature and leaves at the tracer injection temperature
(i.e., 100  ● C colder), the particle temperature would rise6“C after 3 seconds.
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u2=the specific internal energy of the bed particles at ~.

Substituting (2) into (3) gives

u~~ = mlul+(l-ml)uz. (4)

The temperature of the particles can be Aated to their internal energy by modeling them

as a perfect incompressible substance. Under these assumptions, the specific internal

energy is related to temperature by (Gyfiopoulos  and Beretta, 1990)

u(T) - u~f = c(T - To) , (5)

where u~f refers to the arbitrary reference state atTO. “Substituting (5) into {4) and soiving

for ml, noting in this case that the tracer and the bed material have the same specific heat

gives

T(t)-~
ml =

T -~ “
(6)

lnJ

Comparing (6) and (1) shows that, within the limitations of the previously discussed

assumptions,

ml=~. (7)

Hence @ can be used as a proxy for ml, However, considering the assumptions required

to arrive at (7), it is important to understand that this is only a crude approximation. _

Neglecting the thermal inertia of the thermistors adds additional uncertainty to (7)

Technically, it is not necessary neglect thermistor thermal inertia since the time-response

of the thermistor is known (see Chapter 8). However to correct for the lag in the response

of the thermistor to a change in temperature requires that the rate of change of the

thermistor temperature (i.e., dT/dt) be determined. It is virtually impossible to

differentiate discrete data since small amounts of noise in the data cause the derivative to

behave erratically. To alleviate this problem requires the construction of analytic fits of

the data that can subsequently be differentiated. This approach is used to determine the

injection temperature and is described further in Section 9.1.3. But to do this for all the

thermistor output for all the runs would require a tremendous amount of effort to provide

a slight improvement to a crude approximation.

.
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9.1.2 Injection Time, tO

The injection time is needed to identify the beginning of the mixing transient, As shown in

Chapter 8, thermistor 1 was positioned at the exit of the injector. The injection time (b)

was determined from the thermistor 1 temperature trace. Figure 1 gives a sample

temperature trace from thermistor 1.

40

20

-40

-60

uo/umf=3.83

o 2
Tim% (s)

6 8

Figure 1: Sample Temperature Measured by Thermistor at Injector Exit

Figure 1 shows that thermistor 1 experiences a precipitous drop in temperature when the

particles are injected, The dashed line in the figure marks the injection time, in this case,

of b=2.08 seconds. The temperature trace flattens at approximately -50” C because the

data acquisition board saturates at~10volts;-500 C corresponds to the -10 volt limit.

Due to the thermal inertia of the thermistor, the temperature measured by the thermistor

will lag behind the temperature of the surroundings. Hence, the minimum temperature
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measured by the thermistor, which is lost due to the saturation of the data acquisition

board, is not an accurate measure of the temperature of the injected particles. The

determination of the tracer-particle injection temperature is discussed in Section 9.1.3.

9.1.3 Injection Temperature, Thj

As mentioned in Sections 9.1.1.1 and 9.1.2, the thermal inertia of the thermistors causes

their response to a change in temperature to lag behind the actual change in the

temperature of the surroundings, Chapter 8, Section 8,1.1.3, discusses the time response

of the thermistors. The thermistor is modeled as a first-order system whose time response

is characterized by a time constant, %. The time constant represents the time it takes for a

step-excited first-order system to proceed 63.2% of the way from its initial to its final

state. Westphalen (1993) measured the time constant of the thermistors used in this study,

under~heat transfer conditions typical of fluidized-beds, and found that %=0,4s.

The differential equation governing the response of the thermistor (T(t)) to a time-varying

environment temperature (T.(t)) is given by

$+:. [T(t) -T,(t)]=O.

Solving (8) for T.(t) gives

T,(t) = T(t)+ #$.

(8)

(9)

Equation (9) shows that the measured temperature (T(t)) can be corrected using the

thermistor time constant (z) and the rate of change of the thermistor temperature (dT/dt),

to infer the actual environment temperature (T.(t)). Where, in thk case, we are interested

in correcting the thermistor output to estimate the tracer particle injection temperature

(Tinj).
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The following procedure was used to estimate the tracer particle injection temperature

(Tinj).

1.

2.

3.

Plot the output from thermistor 1 in the form shown in Figure 1.

Determine the slope of the thermistor response as the temperature drops past T=O” C.

The slope is determined by fitting a line through the temperature data from+10 C to -

1“ C. The slope of this line gives an estimate of dT/dt at T=O 0 C.

Substituting T=O” C and dT/dt from step 2, along with 7=0.4s from the

measurements mentioned previously, into (9) gives an estimate of T= atlhe time when

T=O 0 C. As shown in Figure 1, thk corresponds to approximately 0.2s after the tracer

particle injection commences. High-speed video measurements indicate that the

injection velocity is approximately 0.3 rnk, and the length of the cylindrical volume of

tracer particles in the cooling trough is 14 cm. Therefore, it should take roughly 0.4s

for all the tracer particles to enter the bed. Hence, at the time when the thermistor is

registering O” C it will still be responding to the injected tracer particles and Te~Tinj.

Measurements indicate that typical tracer particle injection temperatures are more than

1000 C below the bed temperature.

9.1.4 Delay Time, td

The time delay, ~, is determined by inspecting a thermistor probe’s temperature trace.

This makes it somewhat subjective, but it provides away of making qualitative

comparisons of the axial and lateral particle dispersion rates as well as evaluating the

effects of changing operating conditions.

I

I

1

Once the injection time (tJ is known, and the tracer-particle arrival time (tm) is estimated

from the probe output, the delay time is given by

td=t~-to. (lo)
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Figure 2 shows typical dimensionless temperature traces from thermistor probes 6 and 8;

Thermistor 6 is positioned 5.5 cm directly above the injector and thermistor 8 is 7.5 cm

above Thermistor 6. The time scale has been shifted by to, such that O on the abscissa of

Figure 2 is the injection time. The vertical dashed lines identi~ the delay times for

thermistors 6 and 8, for this particular run; the legend gives the numerical values of the

delay times in case. The thermistor temperatures used to calculate @ have not been

corrected for the thermal inertia of the thermistors.
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Figure 2: Dimensionless Temperature Traces With the Delay Time Shown

The delay time for an individual thermistor probe can vary between runs with the same

operating condition. Probes that are distant from the injector do not always register the

presence of tracer particles. These variations are due to random factors such as whether a

bubble is present at the injector when the tracers are injected and the coalescence history

of a bubble transporting tracer particles. Hence several runs are required to determine an

average delay time.
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9.2 Thermal Tracer Data

The personal-computer-based data acquisition system described in Chapter 3, Section

3.3.2, was used to sample the output of the sixteen thermistor probes. The thermistor

output was sampled every 0.005s (f~Plc=200 Hz). This is much faster than either the

hydrodynamic or thermistor-response time scales and hence, provided sufficient resolution

of the thermistor output.

9.2,1 Time Delay Data

In this section, particle motion is referred to as particle dispersion rather than particle

mixing. This distinction is made to distinguish between the maximum distance any

particles move in a period of time, which is reflected by the time delay data, and the

amount of particles that move different distances over a period of time. The latter is

reflected by ~, which was described in Section 9.1.1, and is used as the basis for the

comparisons shown in Section 9.2.2.

The spatial distribution of time delays helps to answer the previously posed question of -

how quickly the tracer particles disperse from the injection point. More specifically, they

provide some qualitative information on the relative axial and lateral tracer particle

dispersion rates, as well as a way of assessing the effects of varying the gas superficial

velocity on particle dispersion, A series of time delay measurements were made at two

operating conditions-uJu~2.5 and 3.83. These two conditions correspond to the

minimum and maximum uJuti at which the bubble characteristics were measured (see

Chapter 7). The uJuw-3.83 condhion  is the scaled Tidd PFBC operating condition.

Figures 3 and 4 show time delay contours for uJu~2.5 and 3.83, respectively. The

origin of the contour plots corresponds to the injector location, The arrow on the plots
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identifies the injection location and direction. The contours in Figure 3 are the average of

the time-delay results from 12 injections; Figure 4 is based on the average of 18 injections.

Figures 3 and 4 are plotted with the same spatial and time-delay scales. This permits a

comparison between, not only the lateral and axial particle dispersion rates at a particular

operating condition, but also the dispersion rates at two different superilcial velocities.

For short times, the relative particle dispersion rates (axial vs. lateral) are distorted due to

tiJini!elateral penetration Df.the tiacer.particles atinjection. In the cooling trough (see

Chapter 8), the volume of tracer particles takes a 14 cm long cylindrical shape, When the

particles are injected back into the bed, depending on how rapidly they are carried away

from the injector exit relative to the injection rate, the tracer particles will be displaced

laterally to make room for the particles behind them. In addition, high-speed video

measurements indicate that the particles are introduced into the bed with an average

velocity of 0.3 rnh. Hence the particle momentum also contributes to the lateral

penetration distance of the tracer particles. This finite penetration creates a false lateral

mixing in the vicinity of the injector. This is particularly apparent near the origin of Figure\
3 where for short times the lateral mixing rate appears to be higher than the axial mixing

rate. It is worse for the lower uJuticase because the frequency of bubbles passing the

injector is lower, causing the tracer particles to be carried away from the exit of the

injector at a lower rate. This is also the most likely cause of the peculiar behavior of the

0.6-0.8s contour on Figure 3.

By comparing Figures 3 and 4, it is clear that increasing the supefilcial velocity increases

the particle dispersion. As seen in Figure 4, for uJu~3.83,  after 1.2s the tracer particles

have dispersed throughout the measurement domain. However, as shown in Figure 3, it

takes over 1.6s to achieve comparable particle dispersion with uJu~2.5. Based on the

measurements presented in Chapter 7, the higher uJuti case has both higher bubble

frequency and bubble, fraction than the case with uJu~2.5.  Bubbles provide the primary

motive force for solids mixing. Higher bubble frequency corresponds to a larger number

of interactions between bubbles and the tracer particles producing greater axial particle
o .

264

I

,
I
!



dispersion, Higher bubble fraction indicates that the bubbles are in closer proximity,

making coalescence more likely, which increases lateral particle dispersion.
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Figure 4: Time Delay Distribution for uJu+3.83
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Both Figures 3 and 4 show that the vertical particle dispersion rate is higher than the

lateral dispersion rate. The measurement domain is 50% longer in the axial d~ection than

it is in the lateral direction. Yet it takes the particles as long or longer to disperse to the

lateral edge of the measurement domain (x=8 cm) than it does for them to reach the upper

axial edge of the measurement domain (2=12 cm). The lateral particle dispersion shown in

Figures 3 and 4 is also artificially enhanced by the finite lateral distance the particles travel

when injected into the bed.

9.2.2 l%erm~l Tracer Mixing Data

The time delay measurements illustrate some important features of the solids mixing

within the bed, For example, higher uJufi produces higher mixing rates, and axial mixing

rates are higher than lateral mixing rates. But the time-delay measurements do not address

the other more important question of What is the tracer concentration distribution as a

function of time? The dimensionless thermistor output (~) was shown in Section 9.1.1.1

to provide an approximate estimate for the local tracer concentration, making@ useful for

answering this question. Whereas in the previous section the emphasis was on the

maximum distance particles move in a period of time, in the current section the interest is

in evaluating the amount of particles that move different distances over a period of time.

Since the tracer distribution is of primary interest, contour plots of @ over the

measurement domain are used to illustrate the distribution at a point in time. The

thermistors can credibly resolve changes in temperature as low as O. 1°C; tempkature

changes smaller than this begin to be obscured by noise in the electronics. Assuming that

the tracer particles are 100”C below the bed temperature when they are injected (i.e.,

(TV~)= -100 “C), a temperature change of O. 1°C (i.e., (T-~)= -0.1 ‘C) corresponds

to @-+.001. Measurements of @c0,001 are shown on the contour plots in white,

indicating that the tracer concentration is either zero or too small to measure.
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Figures 5-10 present contour plots of@ for uAI~3.83.  The plots are based on the

average of the results from five mixing transients. The aKOW in the figures indicates the

injection location and direction, and the dashed line identifies the location of the bottom of

the tube bank. The spatial and @ scales are the same for all the plots to ease comparison

of the results. Results out to approximately 3 seconds are presented since this

corresponds to 6 seconds in the hotbed, which is roughly the time it takes for the coal to

devdatilk.

Figures 5-10 present snapshots of the evolution of the tracer distribution as a function of

time. In the previous section, the finite lateral penetration of the tracer particles at

injection was discussed. This penetration is evident in Figure 6 where the first thermal

tracer particles entering the bed were displaced laterally due to their momentum at

injection and to make room for the tracer particles behind them, forming a “plume” of

tracer at x=4 cm rather than dhectly above the injection point. Figure 6 shows that after a

relatively short period of time (0.73 s), the particles have been displaced from the injector

up to the base of the tube bank. Figure 7 shows the tracer particles from the injection

feeding the center of the measurement domain, and the additional lateral mixing that takes

place relative to Figure 6. Considering Figure 8, it is interesting that although the high

concentration region in the center of the domain shown in Figure 7 has mixed laterally

throughout the measurement domain, little additional axial mixing of the tracer is

observed, Comparing Figures 6 and 8 shows that in the first 0.73 s the tracer dispersed

very quickly axially up to the base of the tube bank (z=8 cm), but in more than double the

amount time (after 1.6s) little additional axial mixing of the tracer into the tube bank is

evident. The tube bank appears to present a significant resistance to particle mixing. This

is further supported by considering Figures 9 and 10 where the concentration of the tracer

in the tube bank remains small. The flattening of the time-delay contours shown in Figure

4 at the base of the tube bank (z=9 cm) may also be a manifestation of the resistance the

tube bank offers to the motion of the solids.
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Highley and Merrick (1971) and Chen et al. (1984) found that the presence of even a

sparse tube bank significa.ntly retmds solids motion. Thetube bankinthe cold model of

the Tidd PFBC is very tight, and therefore, based on the results of these previous studies,

different mixing behavior would be expected within the tube bank than in the open region

below the tube bank.

The Tidd PFBC experienced problems achieving adequate mixing near the fuel feed

points, requiring the installation of baffles to irnpmve the lateral fuel distribution I

(McDonald, 1992). The potential for problems such as this are highlighted by the mixing

data from the cold-scale model.
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It is also illuminating to compare the output from the thermistors at the same tim~s in the

mixing transient, but with different supetilcial velocities. Figures 11-13 are based on the

average of five mixing transients with uJufi2.5.  Again, the spatial and@ scales in these

two figures are the same as those in Figures 5-10. The results in Figures 11-13 can be

compared directly with the results shown in Figures 6,8 and 9.

Comparing Figures 11-13 with Figures 6,8 and 9, respectively, it is clear, for short times,

that the tracer mixes much inom&My,  at least below tie tube Ix@ when uJu~2.5

than it does when uJu~3.83. However, as was the case with uJuK-3.83,  once the

tracer reaches the tube bank its motion appears to be impaired.
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9.3 Nomenclature

Cp
fsmj)le
m
ml
m2

t
tm

td
k

T
T
T,
Tinj

T.
Umf

ll~i~

U1

U2

Ud

ILJ

x

z

specific heat
data acquisition sampling frequency
mass
local tracer mass fraction
local bed material mass fraction
time
tracer arrival time, time after tracer injection that the tracer mwhesa thermistor
relative to when the data acquisition system was activated
delay time, time after tracer injection that the tracer reaches a thermistor
time after the data acquisition system is activated that the tracer particles are
introduced into the bed
temperature measured by the thermistor
average bed temperature measured by a thermistor prior to injection
temperature of the thermistor’s environment
temperature of the injected tracer particles
reference temperature
reference specific internal energy corresponding to TO
specific internal energy of tracedbed material mixture
specific internal energy of the tracer particles at Tinj
specific internal energy of the bed material at ~
minimum fluidization velocity
gas supetilcial velocity
lateral distance from injector
axial distance above the injector

Greek Svmbols
@ dimensionless temperature measured by the thermistor
T thermistor time constant

a
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10. Modeling Solids Mixing in Bubbling Fluidized Beds

I

)

10.1 Solids Mbdng Mechanisms

As discussed in Chapter 6, bubbles play a central role in the mixing of solids in bubbling

fluidized beds. A detailed discussion of solids mixing mechanisms was presented in

Section 6.2.ilo~tidefiemtivatim &sWd@g%tible charact&Wcs. These solids

mixing mechanisms will be briefly reviewed to frame the mixing model development

presented in Sections 10.2.1-10.2.3.

Figure 1 shows how particles, initially segregated into two layers, are displaced by the

motion of a bubble. The figure illustrates the primary mechanisms of axial and lateral

solids mixing within larger-particle ( dP2 100 pm) bubbling fluidized beds. Note that

bubble motion is solely responsible for both axial and lateral solids mixing.

!

I
I

I

Figure 1: Mechanisms of Solids Mixing

279

—



As Figure 1 shows, axial mixing is produced by bubble-induced drift and wake’transport,

Solids mix laterally as bubbles move to coalescence with neighboring bubbles. And

additional mixing takes place within the wake of the bubble. In general, inter-particle

diffusion contributes negligibly to the solids mixing process.

According to inviscid flow theory (LightMU, 1956), as a sphere moves through an

unbounded ideal fluid, it displaces a volume equal to 50% of the volume of the sphere

&ighthill, 1956; ”Woollardand Potter, 1%8). Boti”Woollard and Potter{W68)  and

Valenzuela and Glicksman (1983) estimated that the actual displaced volume is 30-40% of

the bubble’s volume, In contrast, Abrahami and Resnick (1974) and Cranfield (1978)

measured a displaced volume that was approximately equal to the passing bubble’s

volume. Glicksman and McAndrews (1985) found that the combined wake and drift

fraction varied between 0.55 and 1.10 for a large-particle fluidized bed with a bank of

horizontal tubes.

Abrahami and Resnick (1974) concluded that the maximum height of the particle drift

profile was always roughly 1.7 bubble diameters. Cranfield (1978) estimated the average

upward particle displacement to be approximately one bubble diameter and the average

downward displacement of the surrounding particlestto be approximately one-eighth of a

bubble diameter. These are average displacements, not the maximum height measured by

Abrahami and Resnick (1974). Based on a sketch of the drift profile in Cranfield’s (1978)

paper, his drift-profile height appears to be consistent with that measured by Abrahami and

Resnick (1974).

The mixing mechanisms illustrated in Figure 1, quantified using the experimental

observations discussed in the previous two paragraphs, provide the physical foundation for

the mixing model developed in Sections 10.2.1-10.2.3.

0
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10.2 Solids Mixing Model

10.2.1 A&d Mixing Model

The model developed in this section is first described in words and figures to help clarify

the physical assumptions of the model, This is then followed by the subsequent

mathematical development of the model.

Figure 2 presents a side view of a model of the axial solids displacement produced by the

passage of a single bubble. It is intended to represent the particle displacement due to

bubble-induced drift and wake transport shown in Figure 1. The model assumes the

particles are displaced upward a distance z.. Bubbling fluidized beds experience no

(significant) solids mass inflows or outflows. This imposes the requirement that there be

no net mass flux across any level in the bed. To satisfy this requirement, particles

displaced upward must be replaced by a downward flow of particles. Cranfield (1978)

and Woollard and Potter (1968) found that the particles are displaced downward a

distance zd, which is much less than the upward displacement distance z.. The difference

in the magnitudes of z. and zd is illustrated in Figure 2. The approach to analyzing the

axial mixing is to discretize the bed axially into Az intervals of height zd and then evaluate

the concentration within that axial interval of the bed. But to evaluate the concentration

within the interval requires consideration of how the bubble affects the contents of the

interval. This is better visualized by considering a plan view of the model.
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Figure 2: Model of Axial Solids Displacement Due to the Passage of a Single Bubble -

Side View

Figure 3 presents the plan view (a view looking down on the surface of the bed) of the

model illustrated in Figure 2. The area A, which is the entire area shown in F]gure 3,

represents the average cross-sectional area of the bed that contains a S&&S bubble. (At -

this point only axial mixing is considered, therefore lateral variations are not modeled.

Lateral mixing effects will be introduced in Section 10.2.2) This area is calculated from

the bubble fraction, which represents the fraction of the cross-sectional area that is filled

by bubbles, and the bubble diameter, which defines the cross sectional area of the bubble

(i.e.. A=AdS). After a bubble rises through this area (A), it is assumed that the bubble can

influence concentration of an axial interval (Az=zJ in three ways. FirsL the bubble can

exchange solids from its wake with the contents of the interval. The volume of this

exchange is equal to AX.zd, where AX is the area witbin A that is affect by an exchange with

a bubble. Note that AX is less than the cross-sectional area of the bubble. Second, the

interval can receive ~ownflow from the interval dkectly above it, where&is the area

within A that is affected by the downflow.” And finally, the bubble can have no influence
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on part of the interval, leaving it stagnant. A, is the area within A that remains unchanged

by the passage of a bubble. Hence, the area A consists of three sub-areas: A,, Ad, and

A..

A

Figure 3: Model of Axial Solids Displacement Due to the Passage of a Single Bubble -

Plan View

Figure 4 illustrates how a bubble is assumed to affect an axial interval of thickness zd.

Note that intervals will also be referred to as elements. Based on the model, an axial

interval consists of three regions: exchange, downflow, and stagnant; the plan area for

each of these regions corresponds to: AX, & and A,, respectively. As a bubble rises

through an interval, it picks up a volume of material (AX@ and drops off an equal volume

of material from a distance z. below. The interval receives a downflow from the interval

above it, while supplying the interval below it with a downflow of equal volume. The

volume of the downflow is equal to the volume of material carried in the wake of the

bubble. When the bubble reaches the surface of the bed, the contents of its wake provide

the downflow into the axial interval at the bed surface. Similarly, the downflow from the

interval at the bottom of the bed forms the w ake of the bubble as it begins its rise through
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the bed. Also, as shown in Figure 4, part of the interval can remain unaffected or stagnant

due to the passage of the bubble, ‘Ilk process of bubbles rising through the bed,

producing solids exchange between different intervals of the,bed, repeats itself on a time

step equal to the reciprocal of the bubble frequency (i.e., At=l/fb). After the bubble

passes, but prior to the passage of the subsequent bubble, the contents of each interval are

assumed to mix perfectly. This model of axial solids mixing does not account for gross

circulation of the solids in the bed, for example, due to a downflowing layer near the walls

Qf the bed.

&

t# 8

r
I

!
8 \

----------  -. --d.-

H
Addition to displaced

Deposit to level z from
(Z-?J A. volume from level z

Figure 4: Effect of a Bubble on an Axial Interval

With this physical picture of the axial mixing model in mind, it is possible to proceed with

the mathematical development of the model.

Assuming incompressibility, at any interval in the bed the volume of particles moving

upward with the bubble (Vu) must be equal to the volume particles displaced downward

into the interval (Vd), i.e.,

V~=Vd=&z& (1)
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This is because no particles leave the bed, and as mentioned previously, the volume of

particles moving with the bubble when it reaches the surface of the bed supply the

downflow region of the interval at the bed surface to satis~ mass conservation. (i.e., the

downflow from the element “above” the surface interval is supplied by the volume of

solids carried by the bubble.) As shown in Figure 4, the bubble picks up an exchange

volume (AX”ZJ from each interval and deposits it in the axial interval a distance ZU above,

hence

(3

The ratio (z~zd) is equal to the number of exchange volumes (VX=AX.ZJ that are carried

upward by the bubble. Equating the right hand sides of(1) and (2) gives

Ad Zu—=—

Ax zd “
(3)

Hence, at any level in the bed, the area affected by the downflowing region (&) is larger

than that affected by the upflowing region (AX) since zu>z& as shown in Figure 2.

Assuming bubbles are uniformly distributed across the bed cross-section, a repeating area

can be defined that characterizes the axial mixing behavior of the entire bed. This area is

given by

A Ab n“d;
6 ‘ZX’

(4)

where 6 is the bubble fraction, and db is the bubble diameter. This A is the average cross-

sectional area of the bed containing exactly one bubble. As shown in Figure 3, this

repeating area (A) can be divided into three sub-areas: an exchange area, AX; a downflow

area, &; and a stagnant area, A,, such that

A= AX+ Ad+ A,. (5)

Dividing (5) by A provides the following area-ratio relationship

~~+ad+a~=l,

where
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AX Ad A,
axE—

A ’
~*~—

A ’
and cx~=-.

A
(7)

The area ratios given in (7) are important for calculating the mixture mass fraction at a

level in the bed. This will be discussed fhther shortly.

The areas A. and& depend on the volume of solids displaced by a bubble. Assuming the

bubbles are spherical, their volume is given by

Define kvOl to be the volume of solids displaced upward by a bubble (VJ divided by the

bubble’s volume, Hence,

vu
kv.l = —

vb “

(8)

(9)

Similarly, define kZU to be the average distance particles are displaced upward by a bubble

(z.) divided by the bubble’s diameter. And define k,~ to be the average distance particles

are displaced downward by a bubble (zd) divided by the bubble’s diameter. Hence, kZu and

kZ~ are given by

kw=~ andkti=q,
db

(lo)

respectively. The requirement that there be no net mass flux at any level in the bed

requires that the volume displaced upward equal the volume displaced downward (i.e.,

VU=VJ. Considering Figure 2, the areas AX and & required to calculate w and w in (7)

can be expressed in terms of kv.l, kZu, and k,d, which are inputs to the model, using ( 1), (2),

(9), and (10) to give:

vu kvO1 - vb
A. =—=—

z“ kn “ db

and

v. k,O1 - vb
Ad

‘ — =  k~”db’a

respectively. u can then be calculated using (6).
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The lower limit for w is zero. This imposes a restriction on the maximum value of k,,] for

specified k~u, kzd, and & The expression  for kvol‘U is found by setting GO and substituting

(4), (7), (11), and (12) into (6). The resulting expression is

3“kW”ktik?’ =
2&(kZu+kti)”

(13)

This expression is included to highlight that mass conservation limits the upper value of

k,Ol input to the model; for specified values of & k,. and k,d; the value of kvol input to the

model must not exceed that given by (13).

As discussed previously, the approach to modeling the axial mixing process is to break the

bed into discrete axial elements of height zd (i.e., &zd). Bubble passage causes each

element to receive particle volume of VX=AXOAZ from an element a distance Zu below, and

to have an equal volume of its particles displaced upward a distance z“. Each element also

has a Whine, Vd=&”&, of its particles displaced downward a distance zd while receiving

an equal volume of particles from a distance zd above. The two regions-exchange and

downflow-supply each other at the bed bottom and surface to conserve mass. After the

“passage” of a bubble, the contents of each axial element are perfectly mixed according to

their contribution to the volume of the element (V=AZ”A). Since Az is the same for each

of the three regions comprising the volume, (i.e., exchange, downflow, and stagnant) the

mixture mass fraction of the volume is the sum of the mass fractions for each region

weighted by their respective area ratio (i.e., Q, W, and cQ. Bubble passage occurs on a

time step of At=l/fb, where fb is the frequency at which bubbles pass through area A. The

process is best illustrated by a simple example.

Consider a fluidized bed which is 3db deep, and where, for simplicity, z.=db and Zd=d~3.

Hence, (3) requires that AJAF3. Figure 5 shows the contents of the each axial element

prior to the passage of a bubble. Each element is broken into the three regions+ichange,

~ownflow, and Stagnant; subscripts on the interval numbers denote their region of origin.
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Figure 6: Contents of Bed Intervals After Bubble Passage

After the bubble passes, the contents of each interval are assumed to mix perfectly prior to

the passage of the next bubble. Let mf’ represent the mass fraction of species 1 at the

current time step p, the mixture mass fraction in each interval is given by the following

expressions. Define

(14)

which, based on (3) and (7), is equal to zJzd. For elements i~nkl,

m~i = %” m~l-’ + (%rj. m~i~l + (%5. mf’i-’, (15)

where m~i-’ is the mass fraction of species 1 in interval i, at the previous time step, p- 1.

Note that in Figure 6, the first 3 ,elements in the exchange region have a mass fraction of

-3 in this example (i.e., the bubble distributes the initial contents of its wakem~l-’ since nkt-

over the first nM elements). For the element at the surface of the bed, i=n,

(16)

Finally, for the intermediate elements where nbtcicn,
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These expressions should become clear by comparing the terms in each expression with

the contents of each axial element shown in Figure 6. These expressions relate the mass

fractions after the passage of a bubble (state shown in Figure 6) to a new state (shown in

Figure 5) prior to the passage of the next bubble. This process repeats itself every At=l/f~

seconds.

h the previous examp]e, z~z.d was chosen to be 3 for simplicity. Based on the discussion

in Section 10.1, zuxdb and z@d#8 are more realistic choices.

10,2,1,1 Comparison of Axial Mixing Model Against Sitnai (1981) Data

Sitnai (1981) conducted solids mixing tests in a bubbling bed that conveniently isolated

axial mixing effects. Most mixing studies have been conducted in high aspect-ratio beds

with small particles and no tube bundle. The data from this study were obtained in an

experimental rig that was representative of fluidized-bed combustors. Mixing data were

taken in a 1.2 m x 1.2 m square bed with an array of tubes on approximately 10 cm

centers. Silica sand with a mean particle size of 700 ~m was used as the bed material, and

670 pm iron ore was used as a tracer. The size of the iron ore tracer was slightly smaller

than the sand to provide approximately the same minimum fluidization velocity.

Experiments were conducted by quickly distributing the iron ore tracer across the surface

of the bed and then continuously drawing samples from different locations within the bed.

The average sample composition was determined over 5 second intervals, providing the

tracer concentration distribution as a function of time.

The Sitnai (1981) reference either provides, or makes it possible to roughly estimate, the

input parameters for the axial mixing model. The model inputs and how they were

specified are discussed below.
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● J3ubble Diameter. db

Glicksman et al. (1987) found that the presence of a horizontal tube array in a large-

particle fluidized bed tends to restrict bubble diameters to approximately the tube

spacing. The tubes in Sitnai’s (1981) experimental setup were arranged in a triangular

arrangement on 10 cm centers, and thus, a bubble diameter of 10 cm was assumed.

● J3ed Height, H

Sitnai {1981) &ated that &e&d height foriheeqwiments  was 1.3-1A m. Abed

height of 1.35 m was assumed.

. Bubble Fraction. 6

The bubble fraction was given by Sitnai (198 1) to be 0.12 and 0.18 for gas superficial

velocities (uO) of 0.6 m.ls and 0.91 rids, respectively. Presumably these estimates are

based on bed expansion measurements.

● Bubble Freuuencv, f~

The bubble frequency can be estimated from predictions of the visible bubble flow.

The visible bubble flow per unit area is given by

Q“~=u O- K.u~f, (18)

where K is the gas through-flow coefficient, Glicksman et al. (1991) proposed the

following expression for K.

K=exp[&(L4+~)]Z=~. (19)

The bubble frequency, fb, is the number of bubbles passing through the area A (Figure

3) per unit time. This is expressed by

fb = Q’fb - A
vb ‘

(20)

where vb is the bubble volume. Substituting (4), (8), and (18) into (20) gives
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(21)

●

●

3&0-K ”urnf]
fb =

2“db”6 ‘

where K is given by ( 19).

)%action of Bubble Volume Disdaced. kd

In the experimental studies discussed in 10.1, experimental estimates for k,~] ranged

from 0.3 to 1.1. The value of k=o.s from potenti~ flOW theory aPPears to rePresent

a reasomble compromise.

~vera~e Number of Bubble Diameters Particles are Disdaced: k,,, and kti

Cranfield’s (1978) and Abrahami and Resnick’s (1974) results suggest that a good

estimate for k.. is 1,0. Cranfield (1978) estimated that k,d was roughly 1/8.

Although Sitnai (1981) sampled from many positions in the bed, the model is only

compared against data taken from the middle of the bed. The model does not account for

any gross circulation patterns within the bed. Thin downflowing layers are common at the

walls of fluidized beds, Sitnai measured differences, at the same bed elevation, between

the concentrations in the center of the bed and those at the wall.

Figure 7 compares the predicted and experimental concentration profiles as a function of

time at a single elevation (z) in the bed, with a suwrficia.1 velocity (UO) of 0.6 ~s” mI

represents the mass fraction of species 1 at an instant in time, while ml.~~ is the

concentration of species 1 if the contents of the bed were perfectly mixed, No effort was

made to adjust parameters to fit the data in Figure 7. Considering the many rough “

assumptions, the agreement is very good.
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in the bed for the test with lower supertlcial velocity. One possible explanation for this is

the formation of gross circulation patterns in the bed as the superficial velocity is

increased. The axial mixing model does not account for these effects.

The model consistently predicts that the concentration profile develops much more quickly

than the data shows. Another problem with the predictions may be that the bubble

frequency predicted by (21) maybe too high. A lower bubble frequency would stretch the

model concemtrationpdile,~u tmot change tienagnitudeofthe~dicted

concentrations. It is encouraging that the model does a good job of predicting the

magnitude of the concentrations. For example, at z= 1.036 m, the model comes close to

predicting the peak value of mJml.,,*2 in the transient. Similarly, the model does a

reasonable job of predicting the shape of the concentration time trace at z=O.626 m.

The results in Figures 7 and 8 suggest that better information on parameters like: b, k,

kzd, db, and fb would produce more accurate predictions. Since the experiments had the

tracer introduced at the top of the bed, the results of these comparisons are particularly

sensitive to the value used for k.d. The bubble measurements presented in Chapter 7

should help provide more accurate mixing predictions, through better information on dti

and fb, in the current study on PFBCS. The presence of gross circulation patterns in the

bed is another possible source of error in the predictions. Gross circulation of solids

should be less important in PFBCS due to their tight tube bank configurations, although it

may be present under the tube bank, Also, these experiments were conducted in a bed

with tubes, while many of the input parameters such as: Zu, zd, kvOl, etc., were obtained in

I

1

1
$

I

1

,

open beds. There is currently no information available on the effect a tube bank has on

these input parameters.
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Figure 8: Comparison of Axial Mixing Model Predictions with Data–uO=0.9 lrrds

10.2.2 Lateral Mixing Model

The lateral mixing model attributes all lateral mixing to the horizontal motion of bubbles as

they move to coalesce with neighboring bubbles. This assumption is based on

observations by Valenzuela and Glicksman (1984). In mixing experiments in a two-

dimensional fluidized bed, they concluded that the horizontal displacement of solids was

due primarily to lateral bubble motion. Hence, the mixing model attributes all the mixing

of the solids to the bubble motion; the direction of the mixing (axial vs. lateral) depends on

the direction of the bubble motion. Lateral mixing rates tend to be lower than axial mixing

rates because of the preferential axial motion of bubbles rising to the surface of the bed.

The lateral mixing model does not account for the mixing that occurs in the splash zone,

where erupting bubbles disperse the contents of their wakes across the surface of the bed.
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The axial  mixing model accounts for this to a limited degree, with ideal mixing-over the
..*

area A, as discussed previously, but particles are most likely spread over a larger area than

that defined by (4). One would expect coalescence rates, and thus lateral mixing rates, to

be highest in the region below the tube bank. PFBC fuel feed points are typically

positioned below the bottom of the tube bank. Since our primary interest is the mixing in

the vicinity of the feed points, the boundary condition at the surface of the bed,

particularly for the large bed depths found in PFBCS, should not be of significant

importance.

10.2.2.1 Lateral Mixing Model Development

The lateral mixing model is based on three assumptions.

1.

2.

3.

4.

Bubbles are uniformly distributed across the cross-section of the bed. Glicksman and

McAndrews ( 1985) showed that this was the case in large-particle fluidized beds.

Over a specified distance, A%, each bubble participates in one coalescence (i.e., either

as a coalescer or a coalescee) causing the number of bubbles at that level in the bed to

be halved.

The volume of solids transported by bubbles at the time of coalescence (this will be

referred to as the wake, although it includes contributions from drift as well), combine

to form the new wake of the larger bubble resulting from the coalescence.

The solids entering an element are well mixed after each bubble passage.

The lateral mixing model builds on the framework developed for the axial mixing model.

But now, rather than considering a single repeating area as defined by (4) with only the

vertical axis discretized, it is now necessary to discretize the cross-section of the bed

laterally as well. Figure 9 shows the cross-section of a bed of width, w, and depth, d,

broken into discrete repeating units of area, A. Each of the repeating unit areas in Figure

9 contains a single bubble and corresponds to the area shown in Figure 3. But different
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As shown in the figure, the repeating areas after coalescence (defined by the dashed lines)

are positioned above all of some, and part of other repeating areas in the grid before

coalescence (defined by the solid lines). Note that each area corresponds to an element

such as that shown in Figure 4. The procedure for discretizing the bed cross-section is

presented in Section 10.2.3.1. Assumption 3 requires that the wakes of the bubbles in the

areas prior to coalescence combine to form the wakes of the bubbles after coalescence. In

the cugent model, lateral mixing is achieved by calculating the concentration of the post-

eoalescence wakes using the area-weighted average of the wake concentrations prior to

coalescence. The weighting factors correspond to the fraction of an area of a pre-

coalescence grid that lies below an area in the post-coalescence grid. This is shown more

clearly in Figure 11.

Solid lines correspond to Dashed line corresponds
grid before coalescence

. . . . . . . . . . . . . . . . . . . . . .
/to grid after coalescence

Al A 2 :

A = repeating area

A3 & L’” after coalescence

“~

Figure 11: Area Weighting of Wake Flows

Using Figure 11 as an example, the mass fraction of species 1 in the wake of post-

coalescence area A ( mj?W ) is given by

(22)

where, for example, m~. is the mass fraction of species 1 in the wake of the element of

which area Al is a part. In this instance, Al, for example, is the area of an element in the

pre-coalescence  grid that lies below A-the element area in the post-coalescence grid

wh~e wake concentration is being evaluated.
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Recall from the discussion of the axial mixing model that each vertical element experiences

a downflow from the element above. The downflow between post- and pre-coalescence

grids requires an area weighting similar to (22). Figure 12 illustrates the area relationships

between the downflow from the grid after coalescence to the grid prior to coalescence.

The subscripts ac and pc refer to after-coalescence and prior-to-coalescence, respectively.

The dashed lines, which form larger areas (AJ, correspond to the grid after coalescence.

The solid lines, which form the smaller grid (AJ, correspond to the grid prior to

coalescence.

Solid lines correspond to
grid prior to coalescence
(pc)

\
Dashed lines correspond

, /to grid after coalescence
~ (at)

,
;
*

Figure 12: Area Weighting of Downflows

The concentration of the downflow into area AF from elements in the after-coalescence

grid is given by

“w=m’L[a+m’’(&)
where:

AL =the mass concentration of species 1 in area Ah;ml

m@ =the mass concentration of species 1 in area AL;

Al=the part of area AL positioned over AW; and

Az=the part of area AL positioned over AW.

(23)
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Lateral mixing occurs as bubbles coalesce. The lateral mixing model accounts for this by

reducing the number of bubbles in half at a specified coalescence elevations ( zCj ). The

wakes of the bubbles prior to coalescence combine to form the wakes of the bubbles after

coalescence. The concentrations of the bubble wakes in the elements after coalescence are

a function of the concentrations of the bubble wakes in the prior-to-coalescence elements

that lie below the after-coalescence element, as shown in the development of (22).

Similarly, the downflow from the larger after-coalescence elements is distributed amongst

the prior-to-coalescence elements that lie tlirectly%elow them. The concentration of the

downflow that a prior-to-coalescence receives is determine following the approach used to

develop (23). These exchanges between different spaced grids at an elevation in the bed

are used in conjunction with the axial mixing model, developed in Section 10.2.1, to create

an integrated solids mixing model. The development of this integrated model is presented

in Section 10.2.3.

10.2.3 Integrated Solids Mixing Model

It is now possible to use the axial and lateral mixing models discussed in Sections 10.2.1

and 10.2.2 to construct an integrated three-dimensional bubbling-bed mixing model. As

with the axial mixing model, the features of the integrated solids mixing model will first be

described in words and then developed mathematically.

The integrated model views the bubbling bed as a progression of bubbles rising axially and

then coalescing, rising axially and then coalescing, etc. Only axial mixing occurs while the

bubbles rise; lateral mixing occurs at the point of coalescence. Hence, the model consists

of axial mixing regions, whose boundaries are defined by coalescence elevations (zJ and

the top and bottom of the bed. Figure 13 illustrates the integrated mixing model.

As shown in Figure 13, the bed is broken into a set of axial mixing regions. Each region is

constructed of elements, such as the one shown in Figure 4, These elements are the
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“bricks” that form a region. In the axial mixing model, these bricks were only stacked one

on top of the other. Here, regions are constructed of these elements by not only stacking

them axially but also by filling the region laterally with these stacks of elements. The

elements in these stacks do not interact laterally within a region, only at the boundaries of

a region.

The coalescence elevations (zJ shown in Figure 13 are inputs to the model that are

detcmnined fkom a coalescence model; this will be described further in Section 10.2.3.1.3.

The cross-section of each region is discretized as shown in Figure 9, and each area, A,

within the cross-section, has its own exchange, downflow, and stagnant regions (see

Figure 3), The wakes of the bubbles leaving the elements on the top surface of a region

combine to form the initial bubble wakes in the region above it. The concentrations of the

initial bubble wakes are determined using the approach used to derive (22). The

downflows from the elements on the bottom surface of a region provide the downflows

into the elements on the upper surface of the region below it. The concentrations for the

downflows into each element are determined using the approach used to develop (23).

Figure 13 also shows that at the top surface of the bed (Region n), the bubble wakes in

each area, A, supply the downflow region for that area, And at the bottom of the bed

(Region 1), the downflow from each area, A, provides the initial bubble wake for that

area. The boundary conditions at the top and bottom of the bed are applied for each

element across the bed cross-section in exactly the same way they were applied for the

axial mixing modeL

Figure 14 presents a more detailed schematic of an individual axial mixing region. The

figure shows how the stacks of elements fill the cross-section of the bed. A single element

within a stack is identified, Note that each element is the basic building block illustrated in

Figures 3 and 4.
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Figure 13: Illustration of Integrated Mixing Model

As just discussed, the wake and downflow concentrations received by each element on a

region’s boundary are calculated from the concentrations of the wakes and downflows.
leaving elements on the surface of adjacent regions. The wake and downflow

concentrations received are determined using the area-weighting demonstrated in (22) and

(23). The following set of expressions are for the wake and downflow concentrations

entering and leaving the elements on the surfaces of a region.

1

1

I

!
I

,

I

Due to the many indices and subscripts that are required to distinguish between different

mass fractions (m), a brief nomenclature list is provided before proceeding. As mentioned

previously, regions are constructed of stacks of elements, The index k is used to identi~

an element’s axial position within the stack.
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mlW j = the mass fraction of species 1 in the wake leaving an element on the upper

surface of Region j.
ml ~. = is the mass fraction of the wake entering the bottom of Region 1.

‘]kJ = the mass fraction of species 1 in an element at axial level k within Region j.

So for example, mllj is the mass fraction of species 1 in an element on the

bottom of Region j.
mldj = the mass fraction of species 1 in the downflow entering an element on the

upper surface of Region j.

In addition to this already complicated list of subscripts, each element on a region’s

surface has two additional indices reflecting its coordinates on the surface (e.g., see Figure

14 ), Each region is constructed of many “stacks” of elements. These indices identify

which stack an element resides in. These indices are omitted to avoid further complication

of the nomenclature.

The composition of a wake leaving an element on the surface of Region j depends on

whether the number of axial elements in the region is larger than rib,, defined by ( 14). If

nk is the number of axial elements in Region j, for nkG~l,

1

( (
nk

mlwj
=—0 nb~

)
-nk)”mll.  + ~mlkj .

nbw , J k=l

Otherwise, if nkxht,

1 nb
mlwj

=—0 f‘I(nk-k+l)j  “nbm k=l

(24)

(25)

The concentration of the “wake” entering Region 1 ( mlwO ) is given by

m W. = q,,

where mill is the concentration of species 1 in axial element

(26)

1 of Region 1.

The concentration of the downflow from an element on the bottom surface of Region j+l

to @e top surface Region j ( m~d~ ) iS given by

Wdj =  mlltj+])’
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where  mll(j+l) is the mass fraction of species 1 in axial element 1 of region (j+l). The

exception to this occurs at the bed surface (Region n) where

n’ldn = mlWn; (28)

i.e., the wake of an element on the surface of Region n supplies its own downflow region.

Let nxj represent the number of elements across the bed width in Region j. Similarly, let

nyj represent the number of elements spanning the bed depth in Region j. According to

Assumption 3 in Section 10.2.2.1, the bubbles “wake”’ volumes prior to coalescence

combine to form the wakes of the larger post-coalescence bubbles. If Vuj represents the

volume transported by a bubble in Region j, in order to ensure mass conservation, Vuj+l

must satisfi

llXj” nyj
vUj+l

=  V.j “ .
llXj+l” nYj+l

(29)

The ratio on the right hand side of (29) is ideally 2, since according to assumption 2 of

Section 10.2.2.1, the number of bubbles is reduced in half as a result of the coalescence.

Equation (29) is required to ensure that mass is conserved, because it may not be possible

to specify nx and ny such that the ratio is exactly 2. The initial assumption for Vul in

Region 1 is given by (8) and (9), based on an assumed k,OI and a calculated initial bubble

diameter (see Section 10.2.3. 1.2). If bubble volume is assumed to be conserved in the

coalescence, the ratio of displaced to bubble volume (k,Ol) will remain constant throughout

the bed. .,

10.2,3.1 Mixing Model Inputs

Sections 10.2.3 .1.1-10.2.3.1.3 provide a discussion of the inputs to the integrated mixing

model. Sample output from the model is presented in Section 10.3. The predictions in

Section 10.3 correspond to the cold model operating at the scaled Tidd PFBC operating
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condition. The inputs for these predictions are used as examples in Sections 10.2.3.1.1-

10.2.3.1.3.

10.2.3.1.1 Axial Mining Model Inputs

The axial mixing model inputs were discussed in detail in Section 10.2.1.1. They are

summarized briefly again here in the context of the results presented in Section 10.3.

● J3ubble Diameter. d~ . .
Bubble diameter calculations are discussed in detail in Section 10.2.3.1.2.

● )3ed Height. H

Bed height typically is estimated from pressure drop measurements, Alternatively, if

data are not available, Glicksman et al. (1991) present a model for predicting the

expanded bed height, The bed expansion measurements from the cold model of the

Tidd PFBC (Chapter 7) suggest that a through-flow coefficient (K) of 1 should be

used in the Glicksman et al. (1991) model for predicting PFBC bed expansion. The

cold-model expanded bed height (H) at the conditions under consideration was

measured to be 47.1 cm,

● J3ubble Fraction. 5

Overall bed average bubble fraction (~) is typically inferred from bed expansion

measurements. The overall bed average bubble fraction (~) for the cold model was

found to be 0.39.

● J3ubble FmquencY, f~

If no data are available on bubble frequency in a bed, (21) should provide a rough

estimate for fb, Bubble frequency was measured in the cold model (see Chapter 7).

These measurements will be used for the predictions in Section 10.3.
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Bubble probes measure the frequency of bubbles passing through an area surrounding

the probe. It is therefore necessary to estimate this measurement area. Once this area

is specified, the probe bubble frequency can be corrected to give the frequency of

bubbles passing through the repeating area A, given by (4). Ideally, a bubble probe at

* a point should be able to sense bubbles passing within one bubble diameter of the

probe as illustrated in Figure 15.

Maximum area through
which Probe senses the
passage of a bubble

Figure 15: Maximum Area Over Which a Point Probe Could Record Bubble Passage

For uniformly distributed bubbles, the bubble frequency per unit area is constant.

Using the area shown in Figure 15 gives

f grobe
f ,,b = — = c o n s t a n t .

7Cdb2
(30)

Using (4) and (30), the bubble frequency through A that provides the same f “b as

measured with the bubble probe is given by

The probe used in this study was not a point probe, which reduces the measurement

area of the probe. This is illustrated in Figure 16.
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Figure 16: keaover Which Etitter-Detector Probe Could Record Bubble Passage

Rewriting (30) for the measurement area shown in Figure 16 gives
f grobe

f ttb =
2

()

= cons tan t. (32)

7C db-;

Using (4)and(32), the bubble frequency through Athatprovides the same f“b as

measured with the bubble probe is given by

(33)

which converges to (31) when s=O. ‘

The cold model bubble frequency at the conditions under consideration was measured

to be f ~tie = 7 Hz.

“kYrll
k,.l was assumed to be 0.5.

. ~,,, and k,~

k,. and k,d were assumed to be 1.0 and 1/8, respectively.
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10.2.3.1.2 Bubble Diameter in Each Region

The mixing model requires that a bubble diameter be specified for each region. Once an

initial bubble diameter is specified for Region 1 ( dbl ), the bubble di~eters  in subsequent

regions are easily calculated if bubble volume is assumed to be conserved.

Kunii and Levenspiel (1991) give two expressions for calculating the bubble size at the

distributor. If d~l S la, where la is the spacing between adjacent holes in the distributor,

they recommend

0,4

( )

1.30 uo-f,l~f
dbl=~”

t? N., “
(34)

NO, is the number of orifice holes per unit area. At higher gas flow rates, where dbl > k

Kunii and Levenspiel (1991) recommend

2,78
(

2
dbl=—” Uo-Umf

g
) (35)

Equation (35) results from an analysis given by Miwa et al. (1972).
—

Assuming bubble volume is conserved in a coalescence, the bubble size in Region j, dbj, is

related to the bubble size in Region (j-1) through

dbj =  W“dbj-l  =  1.26” dbj-1* (36)

In the cold model of the Tidd PFBC, the distance between the holes in the distributor (1J

is 0.5 cm, and there are approximately 0.43 holes/cm2 (Nm). The cold model operates at a

superilcial velocity of 0.46 rnk, with a minimum fluidization velocity of 0.12 rnk. These

conditions correspond to the scaled Tidd PFBC operating conditions. Calculating dbl at

these conditions using both (34) and (35), shows that dbl > lW and therefore (35) is the
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appropriate expression to use to calculate dbl. The resulting initial bubble size is d~l =3.3

cm, Equation (36) gives the bubble diameters in the remaining regions. Table 1 gives

estimates of the bubble diameters in Regions 1-4. The description of how the elevations at

which bubble coalescence takes place (zJ are specified is provided in the next section.

Table 1: Estimated Bubble Sizes in the Cold Model

RegionJ d~j (cm)

1 3.28

2 4.13

H-=---l
10.2.3.1.3 Bubble Coalescence Rate

Glicksman and McAndrews (1985) showed that bubbles are distributed

randomlyhniformly across the cross-section of large-particle fluidized beds with

horizontal tube banks, This uniformity permits the use of a one-dimensional bubble

coalescence model. Glicksman et al. (1987) relate the bubble frequency to the coalescence
%

rate using

d(fJA) = 1 (fJA)_.—
dz 2Azc”

(37)

This expression states that if every bubble participates in one coalescence over a distance

Az#he average distance a bubble rises between coalescences-the  number of bubbles will

be reduced in half. Expressing (37) in dimensionless form gives

d~ d(f~/A) d~

-~”T=%=c(6)”
(38)

C(5) represents the dimensionless coalescence rate, which has been found to be a fimction

o~ the bubble fraction @). Several models have been proposed for C(6). Using the Clift
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(39)

and Grace (1970) model, which is more appropriate for small particles, and assuming that

the bubbles are distributed in a uniform cubic array (Glicksman et al., 1987) gives

( )

l/3
C(6) =; :6 .

Glicksman et al. (1987) found that (39) underpredicted the coalescence rate in hrge-

particle fiuidized beds and proposed a statistical coalescence model. They showed that the

results of this model were closely approximated by

C(5)=  12(6P . (40)

PFBCS tend to have deep beds, and their tight tube banks keep bubbles small. These two

factors tend to minimize gas through-flow, producing high bubble fractions, Although one

would expect (40) to be more appropriate for the larger particles used in PFBCS, the high

bubble fractions cause (40) to predict unrealistically high coalescence rates. For example,

the cold model bed average bubble fraction (6) at the Tidd PFBC operating condition is

0.39, Using (38) and (40), the number of bubbles would be reduced by a factor of 2 after

rising a distance of dJ7.4. At this rate, neglecting bubble splitting, the bubbles would

quickly grow very large, and the number of bubbles in the bed would become

unrealistically small. Equation (39) appears to predict more reasonable coalescence rates

for PFBCS, but further study is needed to better quantify bubble coalescence and splitting

under these conditions.

The lateral mixing model requires an estimate of the elevations at which coalescence

occurs ( Zcj ). Thus, a coalescence model is required to establish the input to the mixing

model, but it is not an integral part of the mixing model framework. Different coalescence

models can be used depending on the situation under consideration.

When modeling the solids mixing in the cold-scale model of the Tidd PFBC, the bubble

size measu~ments  discussed in Chapter 7, provide additional information to guide the

choice of dimensionless coalescence rates. In particular, they show that for uJuw3.83,

d~ is approximately 5 cm at the bottom of the tube bank. Using an overall bed bubble



fraction of 0.39, (39) predicts C(0.39)=0.453. At this coalescence rate, the bottom of the

tube bank lies in Region 4 where db is 6.6 cm (see Table 1). Hence, even (39) appears to

predict too high a coalescence rate, at least when (35) is US~ to calculate dbl. The

divergence may also be because the bubbles split as well as coalesce.

The approach taken here is to use (38) and estimate a value for C(6) such that in the

distance between the distributor and the bottom of the tube bank, the bubble grows to

match themes.sured bubble sizeatfie  base of tie tube bank. For example, Table 1 gives

estimates of the bubble size in the first four regions of the cold model. The bottom of the

cold model tube bank corresponds to z= 17.2 cm. The data from Chapter 7 suggest that,

at these conditions, at an elevation of 13 cm, db*4 cm and at 17 cm, d@5 cm. It seems

reasonable to assume that the coalescence that causes the bubble diameter to grow from 4

to 5 cm in diameter occurs at an elevation of roughly 15 cm. Using (38) and the results in

Table 1, a dimensionless coalescence rate of C(@O.25 satisfies this condition. Using

C(&O.25 and (38), the elevations in the cold model at which coalescence occurs ( Zcj )

can be calculated. Table 2 summarizes the results.

Table 2: Summary of Model Inputs for Cold Model of Tidd PFBC

Region I d~ (cm) I .,, (cm) I IIXj I Ilyj
1 3.28 6.55 18 10

2 4.13 14.81 13 7

3 5.20 25.22 9 5

4 6.55 — 6 4

Table 2 also includes values for nxj and nyj, the number of elements across the width and

depth of the bed, respectively, for a Region j. The procedure for determining nxj and nyj is
best illustrated by going through the calculations that were followed to arrive at the values

given in Table 2. But first, it is important to understand that regardless of the values for

nxj and nyj, each region must sit directly over the region below it and directly under the
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region above it so that mass is conserved. In other words, each region must be exactly w

wide and d deep. Hence, the exact width (Axj) and depth (AYj) of the elements in Region .i

~ satisfy

(41)

The bed width and depth are inputs to the model. The cold model of the Tidd PFBC is 85

cm wide and 46 cm deep. There are two additional guidelines that are important but

subordinate.to  the requirement expressed by (41). The fnt guideline is that the number of

elements be reduced by a factor of two after a coalescence (i.e., in going from Region j to

Region j+l), to satisfy (37). Deviations from an exact reduction by a factor of 2 are

corrected for by (29). The second guideline is that the elements be approximately square

to keep the bubbles distributed as uniformly as possible across the cross-section of the

bed.

The size and number of elements across the bed cross-section in Region 1 forms the

starting point from which the size and number of elements in higher regions are

determined, Beginning with Region 1, the area of an element (A) in Region 1 is estimated

using (4), the bubble fraction (6), and the bubble diameter at the distributor ( dbl ). (See

Section 10.2.3.1 for a discussion on the model inputs.) For dbl =3.28 cm and &O.39, (4)

gives an element area of 21.67 cm2. Using this area to estimate the dimensions of the

element assuming that the area is square gives: Axl=Ayl* & =4.65 cm. Dividing the

width (w) and depth (d) of the bed by these dimensions provides an estimate of the

number of elements that will fit across the bed cross-section. This gives that

W/&l = 18.28 and d/Ayl = 9.89. Rounding these numbers off to provide an integer

number of elements gives: nxl=l 8 and nyl= 10 ( 180 bubbles), which are the numbers for

Region 1 in Table 2. Bquation (41) then requires that AX1=4.72 cm and Ay1=4.60 cm,

satisfying the objective of keeping the elements as square m+possible.
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The number of elements across the width and depth of the bed for Region 2 must be

approximately half those in Region 1. Region 1 had 180 bubbles, hence, Region 2 should

have 90 bubbles. The area of an element in Region 2 is estimated by dividing the bed

cross-sectional area into 90 elements. Dividing the product of the bed width and depth by

90 gives an element area of 43.44 cm2, which assuming the elements are square

corresponds to AX2
= Ayz = 6.59 cm, Now, as with Region 1, dividing the width (w) and

depth (d) of the bed by Axz and Ayz to estimate the number of elements that will fit across

the bedmxs-section  gives  W/AX]= 12.90 and d/JIYl= 6.98. #lg~ rounding&se

numbers off to provide an integer number of elements gives: nxl=13 and nyl=7 (91

bubbles). Equation (41 ) requires that AX1=6.54 cm and Ay1=6.57 cm, providing

approximately square elements. For Region 3 and subsequent regions, the number of

bubbles is halved from that in the previous region, and the procedure followed for Region

2 is repeated.

10.2.4 Calculational Procedure

The following steps summarize the procedure for implementing the mixing model

described in the previous sections.

1.

2.

3.

4.

5.

6.

Calculate the element width (Axj) and depth (Ayj) using (41).

Calculate the wake and downflow area-weighting ratios illustrated in Figures 11 and

12, and used in (22) and (23).

Estimate the frequency of bubbles passing through A using either (21)or(31). The

time step for the simulation is @Vt211 by At= ~f b.

Calculate the area ratios given in (7), using Equations (6), (8),(11)$ and (12).

Calculate n~t using (14).

Set the initial conditions for the mass fraction of species 1 in each element, for each

Region j, i.e., ml(iJj,k)j. Where indices i, jj, and k represent an element’s (x,y,z)

position within Region j.

Repeat the following calculations for each time step.
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a) Calculate the “new” concentrations for each element in each region. The new

concentrations are given by (15)-(17). The exchange region concentrations consist

of the original contents of the axial elements and the wake concentrations given by

(24)-(26). The concentrations in the downflow region consist of the original

contents in the axial elements, and the downflow concentrations given by (27)-

(28). The contributions of the wake and downflows from elements in adjacent

regions are determined using the area ratios calculated in Step 2.

b) Reset the “old” concentrations equal to the “new” concentrations to serve as the

initial condition for the next time step.

c) Increment the time by At and return to step 6a).

10.3 Sample Model Output

The integrated mixing model was run using the inputs described in Section 10.2,3.1. The

mass fraction distribution of species 1 (ml) was calculated as a function of time. Initially,

ml was specified to be 1.0 in an element located in the middle of the bed, 8.5 cm above the

distributor; the sumounding elements had ml=O. This initial condition was chosen to

simulate coal input for a short period of time with all the mixing due to the bubble motion

(i.e., negligible inlet jet momentum). The ml distribution results are shown at three

different times in Figures 17-19. The origin (0,0) shown on the figures corresponds the

point where ml was initially 1.0.
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. Figure 18: Distribution of Predicted m, after 2.0s
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Figure 19: Distribution of Predicted ml after 2.9s

Ingeneral, Figures 17-19exhibit theexpected behavior. Inparticular, theinitial contents

of the element at the origin are mixed axially and laterally with the surrounding bed

material, Axial mixing rates are higher than lateral mixing rates, and upward mixing rates

are faster than downward mixing rates, as shown in Figure 17. The strong lateral mixing

exhibited at z*5cm in Figure 17 is due to the presence of the boundary ( ZCZ ) between

Regions 2 and 3. All the lateral mixing occurs at this one elevation in the bed. For short

times, when there are large concentration gradients, these high concentration regions are

dispersed laterally at the one level in the bed. Once the concentration gradients are

smaller, this false discontinuity vanishes. Hence, using fixed region boundaries ( zCj )

causes the mixing rates to be overpredicted for short times, This overprediction of the

short-time mixing is fuxther exacerbated by the assumption of perfect mixing within an

element, since most of the element contains no species 1. These unrealistically high short-

time mixing rates are apparent in Figure 17, which requires two more ml decades than

Figures 18 and 19. For longer times, the effects of the fixed boundaries should “average
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out”. The behavior exhibited in Figures 18 and 19 seem to support this conclusion. The

model is flexible enough that it could accommodate time-varying region boundaries (i.e.,

zCj (t)) if desired. Although thk would require mapping the “old” concentration

distribution to the “new” grid, which would significantly complicate the model.

Comparing the concentration near the origin in Figures 17 and 18 shows that it has an

oscillatory character. This oscillato~ behavior is shown more clearly in Figure 20, which

gives the concentration at the origin as a function of time. The figure shows that for short

times, before the tracer at the origin and the surroundings mix more thoroughly, solids

exchange, due to the bubble motion, can produce concentration fluctuations. Fitzgerald et

al,’s ( 1977) experimental observations suggested that a tracer moves in clumps, which

subsequently break into smaller clumps. This mechanism of solid movement is essentially

that used in the current mixing model. As discussed by Valenzuela and Glicksman

(1984), an oscillatory component was observed in the mixing studies of de Groot (1967),

Babu (1971), and Highley and Merrick (1971), This behavior in the data highlights the

inadequacy of diffusion models, which would predict that solids disperse uniformly away

from an injection point.
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Figure 20: Oscillations in ml(t) at the Origin

10.4 Comparison of Mixing Model Output with Thermal Tracer Data

Based on the development presented in Chapter 9, the dimensionless thermistor

temperature (~) provides a crude proxy for the tracer mass fraction (ml). The mixing

model output presented in Section 10.3 are a simulation of the same conditions as the

thermal tracer mixing data taken with u@~3,83.  Hence, contour plots of the mass

fraction distribution predicted by the model can be directly compared with the contour

plots of the dimensionless thermistor temperature (~).

Figures 21 and 22 present contour plots of @ from the thermal tracer data. The arrow in

the figures indicates the injection location and direction, and the dashed line identifies the

location of the bottom of the tube bank, Figures 21 and 22 can be compared directly with

Figures 18 and 19. The spatial and @/ml scales are the same for the pairs of plots to ease

comparison of the results.
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A comparison of Figures 18 and 21, and Figures 19 and 22 is encouraging, particularly

considering how roughly @is expected to represent ml. The model appears to do a

reasonable job of predicting the thermal tracer data, with no attempts to “tune” the model

inputs. The thermal tracer data exhibit greater lateral mixing, but these data also include

some “false” lateral mixing due to the injection effects discussed in Chapter 9. The model

also does not account for the presence of the tube bank and its effects on the solids

mixing. Comparing Figures 19 and 22 shows that the model continues to mix solids up

into the region where the Me bank is kated (indicated by the dashed linecm Figure 22).

But, as discussed in Chapter 9, the tube bank appears to significantly impede solids

motion,

It is difficult to compare the output from the model with the time-delay data presented in

Chapter 9, Section 9.2.1, In addition to the crude relationship between the mass fraction

predicted by the model (ml) and the dimensionless temperature measured by the

thermistors (Q, it is necessary to estimate the tracer concentration at which the

thermistors would indicate that the tracer has arrived at a particular bed location. In other

words, it is necessary to define a ml threshold on the model’s predictions that corresponds

to the point where the thermistor first senses the presence of the thermal tracer particles.

The time-delay measurements were based on an inspection of each thermistor probe’s -

temperature trace, making the measurements somewhat subjective and further

complicating comparisons with the model, However, with these difficulties in mind, the

time-delay data presented in Chapter 9 will be compared with the output of the model.

As discussed in Chapter 9, Section 9.2.2, the thermistors can credibly resolve temperature

changes as low as O. 1°C. Assuming that the tracer particles are 100”C below the bed

temperature, a temperature change of O. 1°C corresponds to @-dM)Ol. The analysis in

Chapter 9, Section 9.1.1.1 suggests that ml=~. Hence, a threshold of ml=O.OO1 will be

used to estimate the concentration at which the thermistors would first sense the presence

of the tracer particles,
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Figure 23 is a plot of the predicted time-delay contours that corresponds to the

measurements presented in Figure 4 in Chapter 9-the contours are shaded the same to

permit direct comparison of the two plots. A comparison of the plots shows that the

model overpredicts the delay times (underPredicts the mixing). This is particularly true at

locations offset from the vertical axis (i.e., x > O). This is due to several factors. The fwst

is because the model underpredicts mixing for short times due to the assumption of perfect

mixing within each element. It is also due to a limited understanding of the bubble

splitting and coalescence behavior within HTICs, which limits the model’s abiityto

predict lateral solids mixing. In addition, remember that there is some artificial lateral”

mixing produced by the tracer injection momentum, which is not accounted for in the

model simulation. The uncertainty in the mass fraction threshold used to predict the time

delays also contributes to the deviations between the output of the model and the

thermistor measurements.
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Figure 23: Predicted Time Delays-uJu~3.83
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10.5 Advantages of Mixing Model Over Previous Models

The most significant advantage of the proposed mixing model is that it models the mixing

process in terms of the mechanisms that have been shown to be responsible for solids

mixing in bubbling beds. The diffusion model (described in Chapter 6), although simpler

to implement, does not the correctly model of the physics of solids mixing in bubbling

fluidized beds. This is reflected in the large variations and contradictions in diffhsion

coe!%cient measurements. The counter-current mixing mode~ also described in Chapter6,

is a better representation of the physics of solids mixing, but it relies on speci@ing

nonphysical exchange coefficients. These exchange coefficients are not known a priori

with any better accuracy than a diffusion coefficient, The current model requires inputs

whose rough magnitudes are known. So that where diffusion coefficients have been found

to vary by many orders of magnitude, it is known, for example, that the upward

displacement of particles is on the order of the bubble diameter. Similarly, as shown in

Section 10.2.3,1, it is possible to make reasonable estimates for all the inputs to the model.

The other advantage of the model is its flexibility. For example, bubble splitting could be

incorporated into the model in the same way bubble coalescence is handled. It would also

be possible to use a coalescence model to specify mean coalescence elevations, and then

the actual coalescence elevations could be specified randomly about the mean elevation for

each time step. This would significantly complicate the geometry of the model since the

grid would change as a function of time, requiring the concentration from previous time

steps to need to be mapped to the new grid, This is not a trivial task, but the framework

of the model is flexible enough to accommodate this enhancement if desired,
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10.6 Nomenclature

A
J%
&
Ad
f%
A,
AX
C(3)
d
d~
db,
dP
fb
~t,b

f gfie
H
K
kv~l
k,~
k
1:
ml
mlW
m]d
ml.=

Ilyj

Q,b

s
t
td

Ufi
U.
v~
v~
v“
w

unit area containing a single bubble
unit area after coalescence
cross-sectional area of a bubble= x d; / 4
area within A that experiences a downflow from interval above
unit area prior to coalescence
area within A that is unaffected by passage of the bubble
area within A that experiences an exchange with the bubble wake
dimensionless bubbl=oaleseenee rate
bed depth
bubble diameter
bubble diameter in Region 1, i.e., initial bubble diameter at distributor
mean particle diameter
bubble frequency
bubble frequency per unit area

bubble frequency measured by probe
bed height
gas through-flow coefficient
volume of solids displaced upward by bubble divided by the bubble volume
the average distance particles are displace downward (zJ divided by db

the average distance particles are displace upward (z.) divided by db

spacing between adjacent holes in the distributor
mass fraction of species 1
mass fraction of species 1 in the wake of a post-coalescence area A
mass fraction of species 1 in the downflow to a pre-coalescence area A
steady-state mass fraction of species 1
@/&
number of distributor orifice holes per unit area
number of elements spanning the bed width in Region j
number of elements spanning the bed depth in Region j
visible bubble flow rate per unit area
spacing between emitter and detector in emitter-detector optical probe
time
delay time
minimum fluidization velocity
gas supert3cial velocity
bubble volume
volume of particles displaced downward as bubble passes by
volume of particles moving upward with the bubble
bed width
axial position
axial coalescence elevation
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% distance surrounding particles are displaced downward due to bubble passage
z“ distance particles are diplaced upward due to bubble passage

Greek Svmbols
C&J fraction of area A consisting of area&
c% fraction of area A consisting of area A,
% fraction of area A consisting of area Ax
6 bubble fraction
z bed average bubble fraction
At time between bubble passages
Az axial element thickness
& average distance bubble rises between participating in a coalescence
0 dimensionless thermistor temperature
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11. Conclusions and Recommendations

There were to two primary objectives of this study. The fmt was to verify a set of

hydrodynamic scaling parameters for use with commercial bubbling pressurized fluidized “

bed combustors (PFBC). The conclusions of this work are presented in Section 11.1.

This study’s second objective was to investigate the solids mixing in PFBCS, with

particular emphasis on the mixing in the vicinity of the fuel f=d point.. l%e.conclusions

from the solids mixing work are provided in Section 11.2.

11.1 Conclusions of Hydrodynamic Scaling Studies

11.1.1 Hydrodynamic Scaling of the Tidd PFBC

A quarter-scale cold model of American Electric Power’s 70 MWe Tidd PFBC has been

constructed based on a simplified set of scaling parameters. Comparisons of the statistical

characteristics of time-varying pressure drop data from the cold model and the Tidd PFBC

indicate that the hydrodynamics of the two beds are similar. The excellent agreement

between the dimensionless probability density functions, the mean solid fraction profiles,

and the bed expansions provide a verification of the simplified set of scaling laws for large-

scale commercial pressurized bubbling beds.

As discussed in Chapter 3, only a section of the Tidd cross-section is represented by the

cold model. The decision to only scale a section of the combustor was based on previous

work that showed that the distribution of bubbles is nearly uniform in large-particle beds

with an array of horizontal tubes, The results of MIS scaling study validate this decision.

Hence, an additional conclusion of this study is that in large-particle beds with tight tube

arrays, it is more important to scale the tube bundle geometry than the overall cross-
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sectional dimensions of the bed. Although, the scaled section should have a diameter that

is at least 3-4 times larger than the maximum bubble size.

In addition to a statistical analysis of the time-vruying pressure drop data from the two

beds, power spectral densities of the data were also calculated. Comparisons of the power

spectral densities between the two beds show that the Tidd power spectrum contains

peaks at distinct frequencies that are not present in the cold model power spectrum.

Based on previous experience, the presence of the peaks in the power spectrums unusual,

and the peaks are of high enough frequency to conclude that their source is not the bed

hydrodynamics. One possible explanation is that forces on the tubes in the Tidd PFBC

may be exciting the natural frequencies of the tube bank, Although, any vibrations within

the bed appear to be structurally insignificant, and do not appear to have any significant

effect on the overall bed hydrodynamics. Another possibility is that the pressure lines

themselves are the source of the peaks in the Tidd power spectrum. The Tidd pressure

lines are extremely long (*15 m), and the pressure taps protrude into the bed. The

possibility exists that the flow past the pressure tap excites the harmonic frequencies of the

pressure lines. Estimates of the pressure line harmonic frequencies coincide very closely

with the peak frequencies in the Tidd power spectrum,

11.1,2 Importance of the Solid-to-Gas Density Ratio for Scaling Bubbling Fluidized Beds

An additional study was conducted to assess the importance of matching the solid-to-gas

density ratio when scaling bubbling fluidized beds. Previous work has shown that

matching the density ratio is essential for scaling circulating fluidized beds, but some

controversy remained over the importance of the parameter for scaling bubbling fluidlzed

beds. Hydrodynamic scaling comparisons were conducted with all the scaling parameters

matched with the exception of the solid-to-gas density ratio. The comparisons indicate

that in order to reliably scale the hydrodynamics of bubbling fluidized beds it is essential to

match the solid-to-gas density ratio. The density ratio also appears to influence the nature
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of the transition from the bubbling to the slugging regimes of fluidization. Results suggest

that, for the materials tested, the lower density ratio material experiences transition from

bubbling to slugging over a broader range of uJu~.

11.2 Conclusions of Solids Mixing Studies

As discussed in Section 11.1, the cold model of the Tidd PFBC was shown to be

hydrodynamically similar to the hot Tidd combustor. Hence, the cold model provides a

convenient and powerful platform for conducting detailed studies of PFBC

hydrodynamics. Previous studies have shown that bubbles play a central role in the mixing

of solids in bubbling fluidized beds, prompting an investigation of the characteristics of the

bubbles in the cold model. Subsequently, the cold model was used to investigate solids

mixing in the feed-point region at the bottom of the bed; these studies were conducted

using a thermal tracer technique. Finally, an original solids mixing model has been

developed, The model is based on the underlying mechanisms of solids mixing in bubbling

fluidized beds.

11,2.1 PFBC Bubble Characteristics

A unique optical probe design has been developed to measure the characteristics of the

bubbles in the cold-scale model of the Tidd PFBC. The design minimizes the intrusion of

the probe into the flowfield by integrating the probe’s optoelectronic components into the

tubes used to simulate presence of tube bank in the Tidd PFBC. The optical probes were

used to measure the characteristics of the bubbles in the bed, such as their velocity, size,

and frequency. Measurements were made at four vertical locations in the bed, for five gas

supefllcial velocities.
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The vertical bubble dimensions were measured, and the bubble rise velocity wd calculated

using Davidson and Harrison’s (1963) bubble rise velocity expression assuming the

bubbles were spherical. Davidson and Harrison’s (1963) bubble rise velocity expression

was found to approximately predict the bubble rise velocity in the cold model, although

the data show no dependence on excess gas velocity (uo-uti), in contrast to Davidson and

Harrison’s (1963) expression. The bubble size within the tube bank was found to be on

the order of the spacing between the tubes.

dependence on gas superficial v.locity.

The bubble frequency shows a strong

Most of the excess gas flow appears to pass through the bed in the form of bubbles. A gas

through-flow coefficient of 1, which corresponds to Toomey and Johnstone’s (1952)

original two-phase theory of fluidization, was found to provide the best prediction of the

bed expansion measurements in the cold model. Pressurized fluidized beds tend to have

tight tube banks that keep the bubbles small relative to the bed depth, limiting the gas

through-flow.

A comparison of the bubble-size measurements with an existing bubble growth model,

which has been demonstrated to accurately predict bubble growth under conditions more

typical of atmospheric fluidized beds, is shown to dramatically overpredict the bubble

growth in the region below the cold-model tube bank. This suggests that bubbles grow

more slowly in pressurized beds or that the bubbles split as well as coalesce, which is

consistent with the observations of other researchers, The bubble size within the tube

bank was found to be on the order of the spacing of the tubes.

In addition to providing information on the bubble characteristics of PFBCS, the bubble

measurements were used to provide inputs to the mechanistic mixing model discussed in

Section 11.2.3.
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11.2.2 Thermal Tracer Mixing Results

A thermal tracer technique has been implemented in the cold model of the Tidd PFBC.

The technique involves thermally tagging bed particles, injecting them back into the bed,

and tracking their motion using an array of thermistors.

.

The thermal tracer data suggest that there are distinct differences in how the solids mix

below the tube bank versus within the tube bank. As found in other studies, the tube bank

appears to severely impair solids mixing. This is also consistent with early observations in

the Tidd PFBC where extra measures were required to ensure adequate lateral mixing of

the fuel. Tube banks in PFBCS tend to be deep and tightly spaced due to their high power

density. It is therefore, most likely, not practical to increase the tube spacing or reduce

the bed depth. Hence, adequate mixing below the tube bank appears to be paramount to

the successful operation of the bed.

In general, higher gas superficial velocities produce both higher axial and lateral mixing

rates. Increasing the gas supertlcia.1 velocity leads to higher visible bubble flowrates,

which correspond to higher bubble frequencies and bubble fractions. The increased bubble

frequency produces a higher rate of bubble interaction with the solids in the bed, -

increasing the axial mixing. Higher bubble fractions correspond to a reduced spacing

between bubbles, producing a higher rate of bubble coalescence and hence lateral mixing.

Therefore, higher superficial velocities will produce increased mixing rates, particularly

below the tube bank.

As mentioned previously, the mixing below the tube bank is critical. Introducing the coal

as low in the bed as possible would make it possible to take maximum advantage of the

higher mixing rates below the tube bank. Bubbles are smaller closer to the distributor and

coalesce after rising shorter distances, Thus there are a higher number of coalescence per

axial distance closer to the dktributor, providing increased lateral mixing.
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Frequently, the size of the region below the tube bank is limited by concerns over erosion.

Bubbles grow as they rise through the tube-free region. Larger bubbles rise faster,

transporting larger wakes with greater momentum. When the bubbles reach the bottom of

the tube bank the wakes collide with the tubes at the bottom of the tube bank, producing

the potential for significant erosion. But as just discussed, bubble growth appears to occur

much more slowly in pressurized beds than in atmospheric beds, suggesting that this tube-

free zone below the tube bank could be increased in size without increasing the potential

for erosion. incmsing the size of this region would providea larger-area for.the fuel and

the sorbent to mix, improving the overall solids mixing characteristics of the bed.

Finally, the combination of the thermal tracer technique and the cold-scale model, which

simulates the hydrodynamics of a hot combustor, is shown to be a useful approach for

evaluating the effects of varying superficial velocity on the solids mixing. This suggests

that this approach would also be useful for evaluating the effects of varying other

operating conditions or the bed geometry on the solids mixing.

11.2.3 Mechanistic Solids Mixing Model

—

A mechanistic model of solids mixing in bubbling fluidized beds has been developed. The

model is based on the basic mechanisms that have been identified for solids motion in

bubbling beds. In particular, it views solids mixing as consisting of solids being displaced

due to the passage of bubbles through the bed, Axial solids mixing is due to bubbles

transporting solids vertically as they rise towards the bed surface. Lateral solids mixing is

attributed to the lateral motion of bubbles as they move to coalesce with neighboring

bubbles. Comparisons of the model with data from a previous study and the thermal

tracer data are encouraging. Reasonable agreement with the data are achieved for longer

times without adjusting the parameters of the model to fit the data. This is also due to the

use of measured bubble properties as inputs to the model. Due to the assumptions of the

mddel, it tends to overpredict mixing rates for short times.
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11.3 Recommendations for Future Work

Much work remains to better understand how solids mix in pressurized fluidized beds.

The results from this study indicate that the tube bank severely restricts solids mixing.

However, more work needs to be done to evaluate the effect of the tube bank on the

mixing, and to possibly identify tube bank geometries that provide better solids mixing

performance within the tube bank.

The mechanistic model developed in this study highlights, through its inputs, what

variables need to be better understood to reliably predict solids mixing. In particular,

many of the inputs to the model such as the volume of particles transported by a bubble,

and the upward and downward distances a bubble displaces solids are based on idealized

single-bubble experiments. Much more information is needed on the solids motion

produced by a bubble in a vigorously bubbling bed, both with and without tubes, with the

effects of the tubes being particularly important.

Much of the work on solids mixing is motivated by the desire to avoid the formation of

plumes of volatiles above the feedpoints in fluidized-bed combustors, But gas mixing is

also important. Just as the cold model provides a convenient platform for investigating

solids mixing in PFBC, it also would be useful for conducting gas mixing studies.

The cold model of the Tidd PFBC, in combination with the thermal tracer technique, also

provides the unique capacity to conduct experimental studies of novel solids-feed and

distributor designs for the augmentation of lateral mixing. Studies such as these would

provide useful design information for next-generation PFBC designs.
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APPENDICES

Appendix A-Model of Tidd PFBC Pressure Linesl

The pressure-sensing lines for the Tidd PFBC are quite long, raising concerns over their

effect on the fidelity of the pressure signal. A mathematical model of the pressure lines

was mentioned in Chapter 3 to evaluate their frequency response. A more detailed

description of the model is provided in this appendix.

A lumped-parameter model was developed for the pressure line shown in Figure 1. The

pressure line has a diameter, d, and length, L Of primary interest is the effect the line has

on a time-varying input pressure signal, or in other words, How closely does pOu~(t)

represent pi”(t)?

d

Poul(o +0 O +Pin(t)

+ f “—4

Figure 1: Illustration of Pressure Line

The model includes three fluid-system elements: inertance, capacitance, and resistance.

The fluid inertance (I) accounts for the inertia of the fluid. For a circular line of diameter,

d, the inertance is given by

pgl 4pgl
I =—=—

A zd2 “
(1)

If the pressure line is rigid, energy is stored through compression of the air in the line.

The fluid capacitance (Cf) for a compressible fluid in a rigid container can be expressed as

‘ The model of the pressure lines was developed using the approach and constitudve relationships
presented by: Rowell, D. and Worrrdey, D.N., 1994, Svs tern Dvnamics:  An Introduction, Course Notes
for: 2.02 h?roductkm  to Sy.rrem Dynamics, Department of Mechanical Engineering, Massachusetts
Institute of Technology.

337



Cf zd21
‘~’

(2)

1

I
,

I

1

where:

p=absolute air pressure and

‘f+c”=l.4 for air.

Finally, assuming larninar flow in the pressure line, the fluid resistance can be modeled as

128j.U
Rf=~;

v is the dynamic viscosity of the air.

(3)

State equations can be developed for the system shown in Figure 1 using either the linear-

graph methods discussed by Rowell and Worrnley ( 1994)2 or other similar techniques such.
as the bond-graph methods presented by Rosenberg and Karnopp (1983)3. The resulting

state equations, expressed in state-matrix form, are

(4)

The two state variables are pressure, p, and volumetric flowrate, Q. The output pressure-

the pressure at the transducer-is the dynamic quantity of interest. Hence, the output

equation is

{1Qp=[o 1 p +[o]ph(t) . (5)

Equations (4) and (5) are expressed in the standard form commonly used in system

dynamics, Software packages, such as MATLAB4, directly accept the column vectors and

matrices in (4) and (5) as inputs.

1

I

1

I

I

!
I

I

!

I
1

2 Rowell, D. and Wormley, D.N,, 1994, !Wstem Dvnamics:  An Introduction, Course Notes fon 2,02
Introduction to System Dynamics, Department of Mechanical Engineering, Massachusetts Institute of
Technology.
3 Rosenberg, R.C. and Kamopp, D,C., 1983, Introduction to Physical System  Dynamics, McGraw-Hill,
Inc., New York.
4 The MathWorks, Inc., Natick, MA,

338



Equation (4) consists of two first-order dlffererttial equations because the pressure line

model is a second-order system. This is equivalent to saying that it has two independent

energy storage elements-fluid inertarsce and capacitance. Fluid resistance can only

dissipate energy. Second-order system transient reqxmse is characterized by two

parameters-the undamped natural frequency (%) and the damping ratio (~). The

undamped natural frequency and damping ratio for the system described by (4) are given

w

and

respectively. Substituting (1) and (2) into (6) and introducing the ideal-gas equation of

state gives

(6)

(7)

(8)

where R is the ideal gas constant, which for air equals 287 J/kg-IL and T is absolute

temperature (K).
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Appendix B - Measurement of Particle Sphericity

Particle sphericity ($,) is defined as (Kunii and Levenspiel, 1991)s:

($ E ( surface area of sphere

)surface area of particle ~~ ~uivd~m “du~~’

The sphericities of both the Tidd and cold-model bed materials were determined following

the approach described by Chang and Louge (1992)6. Particles from both beds were

randomly distributed across the surface of microscope slides coated with epoxy.

Magnified pictures were taken of the particles on the slides and digital images were

generated from the photographs. Image 1.47, image-analysis software developed by the

U.S. National Institutes of Health, was used to measure the projected area (A) and the

apparent circumference (P) of many particles. Chang and Louge (1992) give that

(9)

where C is the apparent particle circularity. The sphericity of each individual particle was

calculated, and then an average sphericity was determined for the particle sample. The

average sphericity of the dolomite in the Tidd PFBC was 0.82, while the average

sphericity of the polyethylene used in the cold model Was measured to be 0,85,

s Kunii, D. and L.evenspiel,  O., 1991, J%idization  Engineering, Second Edition, Butterworth-Heinemann,
Boston.
6 Chang, H. and Louge, M., 1992, “Fluid Dynamic Similarity of Circulating Fluidized  Beds,” Powder
Technology, 2!), pp. 259-270.
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Appendix C- Tidd PFBC and Cold Model Particle Size Distributions

The particle size distributions for the Tidd PFBC and the cold model were determined by

sieve analysis. The analysis involves sieving a sample of the particles to determine what

fraction of the sample’s mass (xi) is collected between sieves whose mean awrture is ~Pi.

The surface-volume mean particle diameter ( dP ) was calculated using

1
dp= —

Xs “
i dpi

(lo)

. Tidd PFBC Particle Size Distribution

The Tidd PFBC particle size distribution is given in the Table 1. Using (10) to calculate

the mean particle diameter gives dp = 85 l~m.

Table 1: Tidd Particle Size Distribution

iipi  (w) Mass Fraction, xi

I 2000 I 0.0086 I
1700 0.1442

1200 0.3251

I 855 I 0.2616
I

I 605 0.1744

I 428 I 0.0807
1

I 268 0.0032

I 113 0.0022 I
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. Cold Model Particle Size Distribution

The cold model particle size distribution is given in Table 2. Using (10) to calculate the

mean particle diameter gives dP = 609~m.

Table 2: Cold Model Particle Size Distribution

I iipi (pm) I Mass Fraction, z
I

I 1700 0,0381
I

I
1200 0.1669

I

I 855 0.3133
I

I 605 0.2167
1

I 428 0.1903
I

t 268 0.0688

113 0.0059
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1,

Appendix D-Mean and Standard Deviation of Solid Fraction Data from
Tidd PFBC and Cold Model

Table 3 summarizes the Tidd PFBC and the cold model operating conditions for the

sczding comparisons given in Table 4.

Table 3: Summary of Tidd PFBC and Cold Model Operating Conditions

Tidd PFBC MIT Cold

Model

T (K) 1135 311

p (Pa-abs) 9.04X 105 1.013X105

p (kg/m-s) 4.6x10-S 1.9X10 5

p~ (k#m3) 2.8 1.1

p, (Wm3) 2513 918

‘1 I 0.82 I 0.85 I
Uti (m/s) 0.24 0.12

u. (m/s) 0.91 0.46

D (m) 3.4 0,85

d p (~m) 851 609

I H~ (m) 2.13 0.53 I
Table 4 summarizes the mean and the standard deviation (CT) of the solid fraction

calculated from the time-vaxying pressure drop data taken from the Tidd PFBC and the

1

!

I

1

cold model.

343



Table 4: Summary of Statistics on Time-Varying Solid Fraction Dat;

ym Tidd mean Tidd o of Cold Model Cold Model

(l-&) (l-&) mean (l-&) 6of(l-&)

0.09 0.203

0.22 0,278 0.100 0.267 0.042

0.34 0.246 0.046 0.246 0.039

0.50 0.1%8 0.018 0.192 0.015

As shown in Table 4, and discussed in Section 4.3.1, it was not possible to acquire time-

vmying data in the bottom of the Tidd PFBC due to a plugged pressure tap, Steady

pressure drop data from Tidd’s Plant Operational Performance System (POPS) were used

to estimate the mean solid fraction in the bottom of the Tidd PFBC. Table 5 summarizes

the solid fraction profile from the POPS pressure drop measurements.
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Table 5: Summary of POPS Data Solid Fraction Profile

ym Tidd POPS

mean (1-e)

0.06 0.22

0.19 0.28

034 -0.27

0.59 0.14
)

The information in Tables 4 and 5 was used to generate Figure 1 in Chapter 4.

.-
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Appendix E-Particle Size Distributions for p$pg Studies

The particle size distributions for the polyethylene and limestone particles were determined

by sieve analysis. The analysis involves sieving a representative sample of the particles to

determine what fraction of the sample’s mass (xi) is collected between sieves whose mean

aperture is ap,. The surface-volume mean particle diameter ( dP ) was calculated using1

1
dP =—

@-“
i d p i

(11)

● Polyethylene Particles

The particle size distribution of the polyethylene particles is given in Table 6. Using (11)

to calculate the mean particle diameter gives dp = 653~m.

Table 6: Polyethylene Particle Size Distribution

I iipi (pm)
I

Mass Fraction, xi
I

I 1200 0.1897
I

I 855 0.3117
,

605 0.3008
I

I 428 0.1626

I 268 0.0352 I
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. Limestone Particles

The particle size distribution of the limestone particles is given in Table 7. Using (11) to.

calculate the mean particle diameter gives dP = 379pm.

Table 7: Limestone Particle Size Distribution

I+--F==
605 0.2568

428 0.3032

268 0.3277

143 0.0257
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Appendix F-Internal Angle of Friction Measurements for p$pg Studies

The internal angle of friction characterizes the frictional forces within a granular

substance. The bin-flow method described by Zenz and 0thmer7 was used to measure the

internal angle of friction of the two types of particles used here. Figure 2 shows the

experimental apparatus used to measure the internal angle of friction.

305 mm

305 r# \\\\\\\\\\\\ 1. ..’
0

/
8

/

-i

---it+

25 mm

Figure 2: Internal Angle of Friction Measurement Apparatus

The apparatus consists of a bin 305 mm high, 305 mm wide, and 25 mm deep; the bin was

constructed of 3 mm thick polycarbonate plastic. A 25 mm by 25 mm square opening was

located in the center of the bottom of the apparatus. The opening was covered with a

piece of 3 mm thick polycarbonate that served as a “trap door” to permit particles to drain

through the hole when desired. The apparatus shown in Figure 2 was attached to a frame

positioned over a container to collect particles as they flowed out the hole in the bottom of

the bin. The bin was loosely filled with the particles whose internal angle of friction was

7 Zenz F.A and Othmer,  D.F., 1960, JMdization  and Ftuid-Particle  Svstems, Reinhold Publishing
Corporation, New York,
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to be evaluated. When the opening in the bottom of the bin was uncovered, particles

flowed through the hole until the frictional force between the particles balanced the force

of gravity. The upper surface of the particles that remain in the bin (shown as a dashed

line in Figure 2) are at an angle ~ relative to the horizontal. This angle corresponds to the

internal angle of friction for the particles.

The internal angle of friction for the granular polyethylene was found to be

~1~360.

The internal angle of friction for the limestone was measured to be

~li~-400.

The upper surface of the particles that remain in the bin is not perfectly linear, which

introduces some uncertainty in the measurements. This uncertainty is estimated to be *2

degrees. The test was repeated several times for both types of particles; the results were

quite repeatable.
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Appendix G-Bubble Fraction Data

Using the model developed in Section 7.3.2.1, the local bubble fraction can be estimated

from pressure-drop measurements. The pressure-drop measurements were made across

four levels in the cold-scale model for the five uJuti test conditions. A table is provided

for each operating condition. The tabIe first includes: the midpoint elevation between the

pressure taps (z), the distance between the taps (Ah), the pxessum drop measurements

(Ap), and the local voidage (e). The optical probe elevations do not coincide with the

position where the voidage measurements were made. The local bubble fraction depends

on the local voidage, So the voidage at the optical probes was estimated by interpolating

between the pressure-drop voidage measurements. The last three columns of the table

give the probe elevations (zP), the interpolated probe voidage (~), and the bubble fraction

(6). The calculations were made using a cold-model particle solid density (p,) of 918

kg/m3, a fluidizing air density (p~) of 1 kg/ins, and an emulsion voidage (EJ of 0.63,

●  uJu.t_=2.5

z (cm) Ah (cm) Ap (in, H20) & zp (cm) q 6

8,22 13.97 1.394 0.724 13.3 0.713 0.226

20.21 10.08 1.106 0.697 20,6 0.698 0,187

30.93 11.35 1.080 0.737 27.6 0,724 0.258

46.06 18.93 0.273 0.960 31.4 0.739 0.296
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1

k

I

I

z (cm) Ah (cm) Ap (in. H20) e q (cm) ~ 8

8.22 13.97 1.358 0.731 13.3 0.720 0.246

20.21 10.08 1.077 0.705 20.6 0.707 0.210

30.93 11.35 1.001 0.756 27.6 0.740 0.300

46.06 18.93 0.411 0.940 31.4 0.759 0.349

●  uCAklf’=3s 1

z (cm) Ah (cm) Ap (in. H20) & q (cm)

8.22 13.97 1.260 0.751 13.3

20.21 10.08 1.032 0.717 20.6

30.93 11.35 0.969 0.764 27.6
-46:06 18.93 I 0,546 0.920 31,4

0.737 I 0.290 I

w
0.766 I 0.369 I

z (cm) Ah (cm) Ap (in. HZO) & q (cm) q 6
1 I I 1 I 1

8,22 13.97 1.145 0.774 13.3 0.754 0.336
I 1 I I 1 1

20.21 10.08 0.997 0,727 20,6 0.728 0.267

30.93 1 11.35 1 0.929 1 0.774 1 27.6 I 0.759 I 0.351
1 1 1 I 1 I

46.06 18.93 0.657 0.904 31.4 0.776 0.396

!

1

I

I

I
1
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“ ud!!rIE.a83

z (cm) Ah (cm) Ap (in. HzO) E G (cm) h ~

8.22 13.97 0.999 0.802 13.3 0.778 0.402

20.21 10.08 0.929 0.745 20.6 0.7’47 0.317

30.93 11.35 0.879 0.786 27.6 0.773 0.389

46.06 18.93 0.841 0.877 31.4 0.788 0.428

Figure 3 is a plot of all the bubble fraction data as a function of vertical position. The cold

model has small bubbles relative to the depth of the bed, this prevents significant gas flow

through bubbles bursting at the bed surface. Due to the limited gas through-flow,

increasing gas flow requires an increasing number of bubbles to carry the gas to the bed’s

surface. This is reflected in the strong dependence of bubble fraction on the superficial

0.5-

0
0.4- 0 A

A
x

x •l
o A

(3 o.3- A
x

0 uoksmf=2.5
❑

o
A ❑ uo/umf=2.8

o
0.2 - ❑

o
A uo!umf=3.1
x udumf=3.4
o uo/umf=3.83

0.11 1

10 15
D&?? from ti2~Dktributo~(cm)

35 40

Figure 3: Bubble Fraction Profiles for Five Conditions Tested
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Tap
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3

4

5

●

Tap

1

2

3

4

5

z (cm) p-pm (in. HzO) H (cm) HfHti 5 6

1.27 3.846 40.35 1.528 0.304 0.618

15.16 2.488

25.25 1.412

36.6 0.411

55.52 0

z (cm) p-pm (in. HzO) H (cm) mm s G

1.27 3.807 42.15 1.597 0.329 0.625

15.16 2.547

25.25 1.515

36.6 0.546

55.52 0

Tap z (cm) p-pm (in. HzO) H (cm) HtHllb z G

1 1.27 3.728 43.89 1.662 0.351 0.636

2 15.16 2.583

3 25.25 1.586

4 36.6 0.657

5 55.52 0

1

I



●  uJuti=3.83
. ...

Tap z (cm) p-ph (in. HZO) H (cm) H/H* 8 G

1 1.27 3.648 47.08 1.783 0.387 0.647

2 15.16 2.649

3 25.25 1.720

4 36.6 0.841

5 55.52 0
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Appendix I-Tabulated Optical Probe Data

The following five tables give the numerical values for the bubble characteristics plotted in

Sections 7.4.1-7.4.3. U.b, U/, and Uf, represent the 95% confidence limits for the bubble:

velocity, mean pierced length, and frequency, respectively.

z (cm) ub (in/S) u.b (111.k) lb (cm) U, (cm) f~ (Hz) Uf (Hz)

13.3 0.678 0.254 3.417 1.318 4.475 0.369

20.6 0.676 0.254 3.476 1.330 3.717 0.257

27.6 0.780 0.110 4.386 0.737 4.650 0,478

31.4 0.893 0,110 4.801 0.662 5.559 0.358

.  LI#I.r=2.8

z (cm) ub (m/S) u.b (m/S) & (cm) U, (cm) f~ (Hz) Uf (Hz)

13.3 0.546 0.104 2.800 0,538 4.859 0.101

20.6 0.703 0.104 3.400 0.513 4.392 0.059

27.6 0.846 0.140 4.955 0.982 5.209 0.611

31.4 0.921 0.140 5.244 0.854 6.209 0.427
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● lJJu#=3.  1

z (cm) ub (lII/S) Uti  (In/s) lb (cm) UI (cm) fb (Hz) Uf (Hz)

13.3 0.572 0.111 2.914 0.574 5.700 0.230

20,6 0.715 0.111 3.252 0,640 5.350 0.609

27.6 0.899 0.185 5.148 1.164 5.725 0.478

31.4 1.025 0.185 5.863 1.108 6.S26 0.296

z (cm) ub (in/S) U.b (m/S) & (cm) UI (cm) fb (Hz) U~ (Hz)

13.3 0.653 0.201 3.594 1.131 6.059 0.446

20.6 0.729 0.201 3.246 0.944 6.017 0.443

27.6 0.836 0.142 4.727 0.989 6,217 0.731

31.4 0.911 0.142 5.215 0.875 6.926 0.377

●  LI@.t-=3.83

z (cm) ub (m/S) U.lj (m/S) & (cm) UI (cm) fb (Hz) Ur (Hz)

13.3 0.530 0.218 3.161 1.308 6.733 0.329

20.6 0.765 0.218 4.373 1.260 5.536 0.283

27.6 0.887 0.154 4.932 0.995 7.084 0.729

31.4 0.898 0.154 5.473 0.968 7.060 0.315
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Appendix J - Bubble Characteristics Uncertainty Analysis

The figures presenting the bubble characteristics measurements in Chapter 7 include errors

bars representing 95% confidence intervals on the measurements. (Statistically, 95%

confidence intervals indicate that the odds are 1 in 20 that the trite value of the measured

quantity lies outside the interval.) The purpose of this appendix is to describe how these

uncertainty estimates were established. The following approach to uncertainty analysis is

discussed in detail in Beckwith et al. (1993)8.

Two types of error - precision and bias error- have been considered when estimating the

total uncertainty in the bubble measurements, Precision or random error is reflected in

variations in an instrument’s repeated measurements of the same quantity. Bias errors are

systematic errors, such as limited measurement resolution, that occur in the same manner

foieach measurement,

The approach to estimating the uncertainty in the bubble measurements is similar for all

the bubble properties, After a detailed description of the uncertainty analysis for the

bubble rise velocity measurements, the subsequent discussion for the remaining bubble -
s

properties is more brief.

● Uncertainty in Mean Bubble Rke Velocity Measurements

The mean bubble rise velocity (ub) is calculated using ub = Ah/~b, where Ah is the

measured distance between the probes and ~b is the mean time lag. The uncertainty

estimates for ub account for bias uncertainty in the measurement of Ah and the precision

uncertainty due to variations in the time-lag measurements.

.

* Beckwith,  T.G., Marangoni,  R, D., and Lienhard, J. H., 1993, ?$4 echanical  Measurements, S’h Edition,
Addison-Wesley, Reading, Massachusetts.
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The mean time lag (TJ was calculated using

1 •~
tb=—.zt~,,

nr i=l
(12)

where nl was a relatively small sample 4 to 9 time lag measurements. To estimate

precision uncertainty in the case where n, is less than approximately 30, the statistics of

the t-distribution must be employed. The precision uncertainty in this case is given by

~b-p~<y~<~~+p~, (13)

where 7b is the true meantime lag, and Px is the precision uncertainty in’& Pt is a

(14)

where:

IX= 1-c where c is the confidence level (e.g. c=O.95 for 95% confidence),

v=rrf -l,

tin,, = the t-statistic, and

c,= the standard deviation of the Tb measurements.

The values of ~,, are tabulated; see for example Beckwith et al. (1993) or Bendat and

Piersol (1986)9.

Some bias uncertainty exists in the measurement of Ah (BM). This uncertainty was

estimated to be

Bm = M.002  m. (15)

The bubble rise velocity is calculated from two independent measurements, each of which

have their own uncertainty. To estimate the uncertainty in u~, we need to consider how

the uncertainty in each of the measurements propagates. Consider a quantity K that is a

function of x and y. The uncertainty in K (UJ is given by

9 Bendat,  J.S. and P]ersol, A.G., 1986, ~,  2nd
Edition, John Wiley & Sons, New York.
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U.=/m, (16)

where UX and UY are the total uncertainty in x and y, respectively. Note that U., for

example, can include both bias (&) and precision (PJ uncertainty. BX and PX combine to

give U, according to

UX=JW. (17)

Using ub = Ah/~~ and (16), the uncertainty in the bubble velocity (Uti) is found to be

u.b=~m. (18)

● Uncertainty in Bubble Size Measurements

The mean pierced length ( j~ ) characterize the bubble size, and it was calculated using

jb=ub”~, (19)

where & is the mean time it takes for a bubble to rise past the probe. The error bars on

the figures presenting the mean pierced length measurements represent the 95%

confidence limits. These uncertainty estimates include both the uncertainty in the bubble

rise velocity, given by (18), and the precision and bias uncertainty in the mean bubble

duration time.

A relatively small sample of ~ measurements were available, typically 5. (Although each

~ measurement is the average of over a hundred bubble duration times.). Hence, (14)

was used to evaluate the precision uncertainty in the mean duration time (pb). A small bias

uncertainty exists due to the finite sampling rate of 500 Hz (At=O.002s). The bias

uncertainty in ~ (Bb) was estimated to be

B~ = iO.001  S. (20)

The total uncertainty in the mean duration time (UJ was then calculated using (17).
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The total uncertainty in the mean pierced length measurements was determined using (16)

in conjunction with (19) to give

U,= JG3FFXY. (21)

● Uncertainty h Bubble Frequency Measurements

The 95% confidence intervals shown on the figures presenting the bubble frequency

measurements in Chapter 7 reflect the precision uncertainty in the bubble frequency

measurements. The mean values shown in the figures are typically the average of 5 to 7

measurements, The precision uncertainty in f (Pf) was evaluated using Equation ( 14).
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Appendix K-Thermistor Calibration Constants

Over a limited temperature range, the thermistor temperature-voltage calibration data can

be fit in the form

T(eO)=A ”e~+B”e~+C”eO+D.

The calibration constants for each of the sixkym thermistors for temperatures between 5

and 45°C am given in Table 8.

Table 8: Thermistor Calibration Constants-5°CcTe450C

Thermistor A B c D
~, 15.5 25.8 31,1 18.2

2 0.279 1.09 6.22 17.2

3 0.261 1.16 6.26 18.1

4 0.569 0,316 6.06 11.9

5 0.466 0,787 5.95 14.2

6 0.311 1,13 6,21 17.3

7 0.328 1.02 5.95 15.5

8 0.426 0.906 5.94 14.2

9 0.306 1.08 6.18 15.8

10 0.351 1.09 6.34 16.5

11 0.505 0.525 5.86 1 3 . 1

12 0.398 0.990 6.04 15.3

13 0.389 0.866 5.83 15.0

14 0.31 1.05 5.97 16.6

15 0.523 0.798 5.82 13.5

16 1.97 1.98 12.6 13.5
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