A Reliable and Computationally Efficient Algorithm for Imposing
the Saddle Point Property in Dynamic Models*

Gary S. Anderson’
September 5, 2000

(Anderson and Moore, 1983; Anderson and Moore, 1985) describe a powerful method for solving
linear saddle point models. The algorithm has proved useful in a wide array of applications
including analyzing linear perfect foresight models, providing initial solutions and asymptotic
constraints for nonlinear models. The algorithm solves linear problems with dozens of lags and
leads and hundreds of equations in seconds. The technique works well for both symbolic algebra
and numerical computation.

Although widely used at the Federal Reserve, few outside the central bank know about or have
used the algorithm. This paper attempts to present the current algorithm in a more accessible
format in the hope that economists outside the Federal Reserve may also find it useful. In
addition, over the years there have been undocumented changes in approach that have improved
the efficiency and reliability of algorithm. This paper describes the present state of development

of this set of tools.
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1 Introduction and Summary

George Moore and I developed this group of algo-
rithms to facilitate research and analysis activities
at the Federal Reserve.! Economists at the Board
have an operational need for tools that are useful for
building, estimating and simulating moderate to large
scale rational expectations models. This context dic-
tates a need for careful attention to computational
efficiency and numerical stability of the algorithms.

The algorithms have proved very durable and use-
ful for staff at the central bank. The algorithm pro-
vides helpful diagnostic information at each stage of
the computation. Figure 1 presents a flow chart sum-
marizing the AIM algorithm.

Many economists at the federal reserve use the
algorithm in their daily work.(Bomfim, 1996; Fuhrer
and Moore, 1995a; Fuhrer and Moore, 1995b; Fuhrer
and Moore, 1995; Fuhrer and Madigan, 1997; Fuhrer,
1997b; Fuhrer, 1997a; Fuhrer, 1996; Fuhrer et al.,
1995; Fuhrer and Hooker, 1993; Fuhrer, 1994; Fuhrer,
1997¢; Orphanides et al., 1997; Andrew et al., 1998;

LAt the Board, economists commonly refer to this family
of algorithms as the AIM algorithm. A metaphor relating our
approach to the “shooting method” inspired the name.

Orphanides, 1998) Yet, few economists outside the
central bank seem to know about the method.

This paper attempts to make the method and ap-
proach more widely available by describing the the-
ory alongside its implementation. The “C”, Matlab,
Gauss and Mathematica code are available from the
author at

(http://www.bog.frb.fed.us/pubs/oss/oss4/aimindex.html).

The most distinctive features of this approach are:

e its algorithm for computing the minimal dimen-
sion state space transition matrix(See Section
6.1)

e its use of biorthogonality to characterize the
asymptotic constraints that guarantee stabil-
ity (See Section 2.2).

This results in a significant reduction in the size of the
eigenvalue calculations and an increase in reliability
of the results for most problems.

Although the ideas that make the algorithm work
are intuitive, an efficient implementation requires some
subtle features. Experience with the algorithm has
inspired some modifications, extensions and improve-
ments in the original algorithm described by Ander-
son and Moore(Anderson and Moore, 1985). These
include:
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e Development of a symbolic algebra version of
the algorithm

e Use of QR-Decomposition for rank determina-
tion

e Techniques for accommodating unit roots

This paper describes the new implementation of the
algorithm.

Economists at the Federal Reserve routinely use
these algorithms for solving system of equations with
dozens of variables each with dozens of lags and leads.
Other authors(Binder and Peseran, 1995; Zadrozny,
1996; Sims, 1996) have contributed solutions for these
types of problems. By exploiting the structure of
the problem and doing calculations in place where
possible, the algorithm limits the cost of adding lags
and leads to the model better than these alternative
approaches. The number of floating point operations
increases with the cube of the number of variables
in the state space. In contrast to other approaches,
the number of floating point operations only increases
with the square of the number of lags and leads.

This paper describes how one can apply widely
available numerical routines from LAPACK to effi-
ciently and reliably attack each phase of the problem.
In addition, the example shows how symbolic algebra
programs can exploit the same solution strategy to
get closed form solutions for some dynamic models.

Section 2.1 describes the procedures for comput-
ing the state space transition matrix. Section 2.2
shows how to obtain asymptotic linear constraints
and how to apply the constraints for stability. Sec-
tion A presents floating point operation counts for
each phase of the algorithm. Section 7.1 presents the
results of numerical experiments with the algorithm.

2 The Algorithms

Problem Statement

0
Z Hz'J?H_i:\I/Zt,t:O,...,OO (1)

1=—T

with initial conditions, if any, given by con-
straints of the form

=l =7 1 (2)

where both 7 and # are non-negative, and x; is
an L dimensional vector with

tlim |z || =< o0 (3)

The paper describes several algorithms for ana-
lyzing and solving various apsects of this problem.

Algorithm 1 Given structural model matrices,
H;,i=—7,...,0, determine a matrix Z; of auz-
tliary initial conditions and a transition ma-
triz A such that the z; satisfying

Ti—r ]

Zy| ot | =0
Li+6—1 |
LTt—r41 [ 2 r
=A
Tt40 L Lt+0—1

satisfy the linear homogeneous system(See Sec-
tion 2.1).

Algorithm 2 Given a transition matrix, A, and
auxiliary initial conditions, Zy, determine an
asymptotic constraints matriz, (), such that

Tt—r
Q : =0= lm ||zpyr] < o
° k—oo
Ti+o-1

for all z; satisfying the linear homogenous sys-
tem(See Section 2.2).

Algorithm 3 Given an asymptotic constraints
matrix, (), determine the existence and unique-
ness of convergent autoregression matrices, B;,i =
—71,—1, such that

—1
2= Y Bitiy

i1=—T

satisfies the linear homogeneous system and
limy, o ||Zi45 | =< co(See Section 2.2).

Algorithm 4 Given structural model matrices,
H;,i=—-7,...,0 and ¥, convergent autoregres-
sion matrices B;,i = —7, —1 determine the exis-
tence and uniqueness of inhomogeneous factor
matrices, ® and F such that

-1 >
s 0
i=—T s=0

satisfies the linear inhomogeneous system(See
Section 3).
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Algorithm 5 Given structural model matrices,
H;;i=—7,...,0 and V¥, convergent autoregres-
sion matrices B;,i = —7,—1, expectations for
the exogenous factors, E[z;ys|[;],s = 0,... 00,

convergent autoregression matrices, B;,i = —1...

and inhomogeneous factor matrices, T and ¢
and setting

Elzik|lt] =

1
> BiE[resitilLi]

I=—T
+[0 ...0 qi&w 0 )
pors PV E[2py ks Le]]”
k=0,...,00

determine the existence and uniqueness of an
observable structure matriz,S, and stochastic
transition matrices ¢, ¢ such that

Tt—r
e =9
Tt
LTt—r+1 Tt—r
=o| ¢ | +ola+VYE[z|L]]
Tt Tr—1

(See Section 4).

Saddle point problems combine initial conditions
and asymptotic convergence to identify their solu-
tions. The uniqueness of solutions to system 6 re-
quires that the transition matrix characterizing the
linear system have an appropriate number of explo-
sive and stable eigenvalues(Blanchard and Kahn, 1980),
and that the asymptotic linear constraints are lin-

Figure 1 presents a flow chart of the summarizing
the algorithm. For a description of a parallel imple-
mentation see (Anderson, 1997b) For a description of
a continuous time application see (Anderson, 1997a).
,—T

Begin

Compute Unconstrained Autoregressive
Representation( H%*, H>*) and Auxiliary
Initial Conditions(Z%*, Z"*),

(See Section 2.1)

H —— {HY H>* 78" 7°*)

Compute Convergence Constraint(V)
(See Section 2.2)
{HY Z8% 7°%) —— V

Compute Asymptotic Constraints (Q),
(See Section 2.2)
{20V} —— Q

End

early independent of explicit and implicit initial conditions{Anderson

and Moore, 1985).
The solution methodology entails

1. using equation 6 to compute a state space tran-
sition matrix.

2. Computing the eigenvalues and the invariant
space associated with large eigenvalues

3. Combining the constraints provided by:

(a) the initial conditions,

(b) auxiliary initial conditions identified in the
computation of the transition matrix and

(c) the invariant space vectors

Figure 1: Algorithm Overview

THE EXAMPLE:
The paper describe how to apply the algorithm to
the following model. (Sims, 1996)
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1 n—1
wy = NEt[Z Witi] — a(ur — uy) + 11
i=0

1 n—1
W, = N Z Wi—q
i=0

up =01 + YWy + i+ ¢
Et[l/t+i] = Et[6t+i] =0V 2 0

In Section 2, N = 2. Section 7.1, explores the rela-
tionship between N and computation time.

2.1 Algorithm 1 State Space Transi-
tion Matrix Computation

The first phase of the algorithm applies full rank lin-
ear transformations to the original linear system to
express Tyyg in in terms of ;... zy19—1. This algo-
rithm generalizes and implements a procedure known
as the shuffling algorithm.(Luenberger, 1978) It pro-
duces an autoregressive representation for the evo-
lution of the components of the state space vectors
along with a set of vectors that provide implicit initial
conditions. Section 6.1 will explain the importance of
the latter set of vectors.
Given a system

T_;
e | | =0
Ty
with Hg* non singular. Let
P = —(Hg) [ Hi' |
(4)

Then

Ty

Ty = rt
To—1

This unconstrained auto-regression in x; provides
exactly what one needs to construct the state space
transition matrix.

0 I
=[]
so that
T—7r+1 L7
=4
Tg To_1

Algorithm 1 transforms an equation system like
equation 6 into an equivalent system of the form given
in Equation 4. The process of transformation gen-
erates auxiliary initial conditions that the dynamic
system must obey in addition to the explicit initial
conditions in equation system (6-3).

Figure 2 presents a flow chart for an algorithm for
computing the components of the state space transi-
tion matrix and the auxiliary initial conditions(shift
right equations).

Figure 3 presents a graphic characterization of the
relevant sets of linear constraints. In the figure the
regions where the coefficients are potentially non-zero
are shaded gray. If Hg’o is singular, one can find a
linear combination of the rows which preserves the
rank of H, 2’0 but which annihilates one or more of its
rows. Consequently, one can pre-multiply the matri-
ces presented in Figure 3 to get the distribution of
zeros displayed in Figure 4.

One can regroup the rows in the new tableau to
get H%!'. By construction, the rank of Hg’l can be
no less than the rank of Hg’o. One can prove that
repeating this process of annihilating and regrouping
rows ultimately produces an H** = H%* with Hg’*
non-singular.

Algorithm 1

1 Given H,
2 compute the unconstrained autoregression.
3 funct Fi(H) =

4 k=0
5 2Z0:=0
6 H°:=H
7 I'=o
8 while H} is singular Nrows(Z*) < L(r +6)
9 do
k Uy e k
10 U* = | %1 := rowAnnihilator(H)
Un
P N L
UNHZ UnHg
k1 oF
2 2= {UgH’; U§H’;J
13 k=k+1
14 od
15 I'=-— 9_1 [H,T Hg,l}
1 o1
L
17 return{[H]iT H’g] A, 2k
18 .

|
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Begin

Initialize Auxiliary Initial Conditions:
20.=g
Initialize Equivalent Linear Sytem
HY = H

Hy Full Rank
or
rows(Z*) > L(t + 0)

Return
H{ﬂ , (T, or @),Z"’}

that annihilates L — r(H%) Rows of H

Shift Rows Right
Set HF+! .= [

0 UkHE ... ULHE |
UNHE UNHE

|

Augment Auxiliary Initial Conditions

k+1 Qk
Set Z87 = {Ung_’ U§H’5—J

k=k+1

Figure 2: Algorithm to Compute Unconstrained Auto-regression: Algorithm 1:77(H)
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Figure 3: Matrix Tableau Characterization of Algorithm: Initial Tableau

Theorem 1 Let

H_;
H_-

Ho
Hy

H_; Hy

There are two cases:

e When H is full rank the algorithm ter-
minates with Z%*(Z°*) and non-singular

HE (1)

e When H is not full rank the algorithm
terminates when some row of [H* ... ‘H}]
is zero.

Proof Consider the case when H is full
rank. Each step of the algorithm applies
a rank preserving pre-multiplication by a
nonsingular matrix. Each step of the al-
gorithm where Hg’k is singular, increases
the row rank of Z%* by one. At each step
Z&k are full rank. The rank of Z%* can-
not exceed L(7 + 0).

|

Annihilating and regrouping rows ultimately produces
H*. Figure 5 displays a potential terminal tableau
or the example model. There are many potential
hoiges for annihilating the rows of the H matrices,
ut they all produce linear systems imposing equiva-
ent constraints on the trajectories of the model vari-
ables.
The following corollary indicates that models with
unique steady-states always terminate with non sin-
gular ’Hg’*.

Corrolary 1 If (Zf:—T

1. H is full rank.

H;) is non singular then

2. The origin is the unique steady state of
equation6.

3. there exists a sequence of elementary row
operations that transforms H into H*

Proof Suppose ‘H Then there is a non
zero vector V' 3 V'H = 0. Consequently,
I ... 1

[Vo,...Va] H =0

I ... T
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Figure 4: Matrix Tableau Characterization of Algorithm: Forward Row Annihilation

and

(4
Vi( > Hj)=0Vi
j=—7

So that (Zf:7 H;) must be singular. B

T

This paper presents algorithms for efficiently ob-
taining the normal form characterized in Figure 6.

THE EXAMPLE:

The initial matrizH® | for the example model with
variable order {e,v,u,w, W} is

00 0 0 0 0 -1 a 1 -1
00 0 -0 0 0 0 -3 1
HY=10 0 -6 0 0 -1 0 1 0 -
00 0 0O 0 1 0 0 0 0
00 0 0O 0 0 1 0 0 0

We would like to express the time t + 1 variables in
terms of the time t and t — 1 variables. If the sub-
matriz corresponding to the t + 1 variables were non

singular we could immediately write:

€t+1
Vi1
Ut+1

Wi+1
Wit

a5 o
0000

Hi* =

OO O oo

So that

OO O oo

i

(H§") ! [H?

) 1%

0
0

OO OO o

1

i

€—t+1
V_t+1
U—t+1
W—t41
Wi
€t
14
Ut
Wy
Wi

") 1% singular, we use equations dated
ubsequ, ntoto t@% present time period to construct a
ﬁet %f lz‘@eaﬁ conost aints where the leading block is non

OO OO o

OO O oo

OO O oo

o O OO

N[

o

S O =

o= O OO

OO OO

N| =

o O O o
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Zhk

ik

HF with Hg’k non-singular

Figure 5: Matrix Tableau Characterization of Algorithm: Full Rank Leading Block

000 O0OO0OT1 O 0 0 0
0000 O0O0O 1 0 0 0
0000 O0OO0O O 1 0 0
000 O0OO0OO0O O 0 1 0
A 000 O0O0O0O O 0 0 1
0000 O0OO0O O 0 0 0
0000 O0OO0O O 0 0 0
00 0000 =2y p 2y —vy
000000 -4 4a 3 -2
000000 -2 20 2 -—1]

()

One can adapt the algorithm to compute

| O
r =1,
741

Section 6.1 explains the utility of exploiting the aux-
iliary initial conditions(shift left equations) of Z°*.

Where with (H,*)~! non-singular:

b by — b, b,
= (H*)~! [H_;’i HG_*J

It is possible to express x, in terms of leads of
the z’s. Figure 6 provides a graphical representa-
tion of the normal form associated with computing

these expressions. The State Space Reduction(see
Section 6.1) step of the algorithm exploits the con-
straints generated by constructing the non singular
block in both the forward and backward direction.

2.2 Invariant Space Calculations

In order to compute solutions to equation 6 that con-
verge, one must rule out explosive trajectories. Blan-
chard and Kahn(Blanchard and Kahn, 1980) used
eigenvalue and eigenvector calculations to character-
ize the space in which the solutions must lie. The
AIM algorithm exploits biorthogonality and the com-
putation of left invariant space vectors to constrain
the trajectories so that the solution cannot explode.

The asymptotic analysis exploits the fact that each
left eigenvectors is orthogonal to each right eigenvec-
tor associated with roots of different value. Since vec-
tors in the left invariant space associated with roots
outside the unit circle are orthogonal to right eigen-
vectors associated with roots inside the unit circle, a
given state vector that is part of a convergent trajec-
tory must be orthogonal to each of these left invariant
space vectors.

Theorem 2 Consider a left invariant space and
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a right invariant space with no eigenvalues in
common. Suppose V; spans the left invariant
space and W, spans the right invariant space.

ViA=T\V,
AWy = WoTy

With eigenvalues of T} # T5. Then VW, =0

Proof A right eigenvector z; and a left-
eigenvector y; corresponding to distinct
eigenvalues \; and \; are orthogonal.(Noble,
1969) The left invariant space vectors are
linear combination of the left eigenvectors
and the right invariant space vectors are

a linear combination of the right eigen-
vectors of the transition matrix raised to
some finite power.

1
Vi =5
Ys

Wy = [a:l JcK] Qo

ViWs = b {yl} [21
Y

xK} OéQZO

Theorem 3 Let {z{°""}, t = —7,... ,00 be a non
explosive solution satisfying equation 6. Let A
be the state space transition matrix for equa-
tion 6 and V be a set of invariant space vectors
spanning the invariant space associated with
roots of A of magnitude bigger than 1. Then
fort=0,...,0

conv
xt—T

\% : =0
conv
Lito-1

Proof Using W, the left generalized
eigenvectors of A, one can employ the Jor-
dan Canonical Form of A to write

WHA=JgwH
so that
At — (WH)flthH
Yt = Atyo
WHy, = J'WHy,

lim 3, = 0= lim WHy, =0
t—o0 t—o0

Consequently,
WHyy =0Vi 3 |Ju| > 1.
so that

Vyo = aWHyO =0
[ |

Thus, if A has roots with magnitude 1 then a path
converges to a limit cycle(or fixed point) if and only
if

Tt—r
V : =0
Tt4+0—1

for some t.

Corrolary 2 Let {z:}, t = —7,... ,00 be a solu-
tion satisfying equation 6. If A has no roots
with magnitude 1 then the path converges to
the unique steady state if and only if

Tt—r
14 =0
Tt40—1
for some t.

Proof

W-Hy() =0Vi> |J“| > 1.

3
means
Jii # 1.
Yr = Atyo
|

All convergent solutions converge to the same fixed
point.

Combining V and Z¥ completely characterizes the
space of stable solutions satisfying the linear system.

Theorem 4 Let
i
Q= ﬁ/} =[Qr Qr]

The existence of convergent solutions depends
on the magnitude of the rank of the augmented

matrix
o 1 0 Tdata
rl—rank([QL On 0 ])
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and

e (10
e=rank (o, )

and L(7 + ), the number of unknowns.

1. If 1y > ro there is no nontrivial convergent
solution

2. If 11 = ro = L(7 + 0) there is a unique
convergent solution

3. If 1 = rg < L(17 + 0) the system has an
infinity of convergent solutions

Proof The theorem applies well known
results on existence and uniqueness of so-
lutions to linear equation systems(Noble,

1969). If My = {‘”dgm} does not lie in

1 0
the column space of M; = [QL QR]’
then there is no solution. If M lies in
the column space of M7 and the latter
matrix is full rank, then there is a unique
solution. If My lies in the column space
of M7 and the latter matrix is not full
rank, then there are multiple solutions.

|

The first set of equations come from the explicit
initial conditions. The second set of equations come
from the equations in equation system 6 which do
not appear in the transformed system of Equation
4 but must nevertheless be satisfied. The last set of
equations come from the constraint that the solutions
are non-explosive. There are three cases.

Corrolary 3 When @ has L rows, Qy is square.
If Qg is non-singular, the system has a unique
solution and

B
B> L
=Qr QL

By
If QR is singular, the system has an infinity of
solutions.

Corrolary 4 When () has fewer than L6 rows,
The system has an infinity of solutions.

Corrolary 5 When @) has more than L rows,
The system has a unique nontrivial solution
only for specific values of x44:q

10

Algorithm 2

1 Given V, Z%*,

2 funct Fo(A, Z%*)

s Compute V, the vectors spanning the left

4 invariant space associated with eigenvalues
5 greater than one in magnitude

7
e
7 return@

8 .

Algorithm 3

1 Given @,
2 funct F3(Q)
3 cnt = noRows(Q)

{Q, 0} cnt < L6
. retum {Q,0} cnt >'Lt9
{Q, 00} (Qrsingular)
{B = —Q;QL, 1} otherwise
5.
THE EXAMPLE:
For the example model
00 0 -0 0 00 -2 1
00 - 0 0 -10 1 0 -—v
Q=10 0 O 0 0 1 0 0 O 0
00 O 0O 0 0 1 0 O 0
00 ¢oo0 0 0O O 2 ¢5 ¢ 1
where the ¢’s are defined in Table 1
For the example model
0 0 0 0 0
1 0 0 0 0 0
B:¢— 0 0 60—+ 2006 Y96 0
10 0 —2(¢s+0¢5) —1—7¢5 O
00 —¢y — 05 b6 0

The formulae in Table 2 indicates that the number
of floating operations depends on the size of A, the
dimension of the dominant invariant space, k—1, and
the relative sizes of the roots. Convergence is slower
and the number of floating point operations larger
if the magnitude of roots just inside the dominant
space is close to the magnitude of roots just outside
the dominant space.

For a given saddle point problem, the problem
specification dictates the dimension of the dominant
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¢r=1+705+2ps06 =

=2 (18a7+ (<149 + 2+ p) 625 + 62?)

b3

—1-3ay+3p+2l avyp—3p2+p3+d1+

¢s

108 a? 424 (—1+p) 446y (—11+p) (145p)+2 (=1+4p) ¢1 Jr(

1
T 120 9+(=1+40)2) ¢33
b2 3

v é3

3ay (2160297 —4(=1+p)° +9ay (L+(~14+p) p)) + &1

P4

v o ¢

05 =187 + (=14 p)" +(5+p) 62° + 62
$2 = (_1+P)3+27a'y (1+p)+ 3¢

$1

\/_ (m (216@272 —4(=1+4p)’ +9a7y (1- 14p+p2)))

Table 1: Q Matrix ¢ Definitions

space of interest, and the model parameters deter-

mine the root configuration. One can, however, stream-

line the computations by computing a similar matrix
and carrying out the eigenspace calculations on a sub-
matrix of the similar matrix and reconstructing the
invariant space vectors for the original matrix. The
algorithms in Section 6.1 show how to construct this
similarity transformation and how to recover the in-
variant space vectors for the original problem.

3 Inhomogeneous Solution

[4
Z Hi$t+i = O,t 2 0

i=—T

(6)

with initial conditions, if any, given by constraints
of the form

d

Xy = xtata,t —

-1

—Tyei., (7)
where both 7 and 6 are non-negative, and x; is an L
dimensional vector with
lim z; =0 (8)
t—oo
Modelers can augment the homogeneous linear
perfect foresight solutions with particular solutions
characterizing stochastic elements or exogenous fac-

11

tors. Suppose

0
Z Hi$t+i = \I/Zt,t Z 0
1=—T
lim z; = 2*
t—oo
lim z; = 2*
t—o0
with
0
Z Hix* =Uz*
1=—T

The @ matrix plays a fundamental role in all sub-
sequent calculations. This set of linear restrictions
codifies all the constraints needed to guarantee the
existence and uniqueness of saddle point solutions.
These solutions provide a foundation for characteriz-
ing many other useful model solutions and properties.

Then one can use @ to write solutions in the form

(xp — %) =

(Tt—7 —27)

[Br Bg] +
(w1 — ")
= 0
0 ...0 I].;)(F [fIJ\I/thFJ)
Where
Br Br
B=|: 1]=0QpQ
B} B
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Br
O=(Ho+H | : )"
B
I 0 1
0
F= 0 0
_®H, —oH, | _®H,
0 1
L 1 Bgr
When
Zt41 = Tz
the infinite sum simplifies to give
(Tt—r — 27)
(xp — ") = [BL BR] + 9z
(Ze—1 — %)
where

0
veed = [0 ...0 I](I-"YT®F) 'vec :
0
OU

=[]

BkJrlszB
1
B

[(H- Hy Hy]| . |=0
Bé+1
I
0 I

B | =

[H. H, H,] " gl =0
B

12

B
H_+([0 Ho|+Hy|:|)B=0
B0
] BL BR
H_+([0 Ho]+Hy|: :|)B=0
I B} Bj
I
BR BL BR 0 BL BR
: Lo B=r ot 4| B
BI1 B¢ BY% 0 BY BY
0 Bg Br
H_+H, S|+ (Ho+Hy | 2 |)B=0
0 Bz B}%
Br
©=(Ho+Hy | 2 |)7
B
0 Br
¢H_+oH, - | +B=0
0 Bg
T 0
I 0 Lits—r
[H, H() H+] 0 0 I :\I/Zt+s
B Tt+s
0 :
B0
(I>‘I’Zt+s
®([H_ 0] +[0 Hol+
0 Br Br Tits—7
H SO HA D]
0 BY BY, Tits
Ttqs—7
[—B I] :¢\I/Zt+s
Tt+s
Tits—r
Ti4s = B +(I)\Ilzt+s
Tips—1
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0 1
o([H 0]+ [o ]+ ;
0 Br Br Tpts—r—1 0 I
. . . 4 = 0 I
Hy (v Hel o) : + 0 B
0 Bj Bj Tits—1 —®H, —oH, | - —oH, |
I 0 I :
Br I I Br By '] ]
OH, . OVz =0 5 return(®, F)
B?.{l 6 .
4 Observable Structure
- 1
et Br 4.1 “Aligned Information Set” Expec-
[—B I] + q)H+ q)\I/Zt+s =0 . .
: tation Error Calculations
Tits—1 pi-1
R These saddle point calculations often arise in ratio-
I nal expectations models. To compute the error term
Tite—r—1 Br for estimation of the coefficients of these models, one
Tips—1 =B —QH, QW s must commit to a particular information set. Two
Tigs—2 Béfl typical choices are t and t-1 period expectations.
R
1
Ttts—7—1 BR x%igifra
Tpgs—i = B =+ (—¢H+ : )z(IJ\I/ZH_S € = [H_T . HO] +
Tits—2 B}g.%_l gdata
And b it Eleenalt
nd by superposition (H, ... Hy : s,
" I Elziio|1]
t—1 fo%e) BR
=B + Z((_CI)HJr POz, ) Suppose 3K* 3 x4y, € I;,Vk > k*
“—0 : then set,
Tt—1 Be—l
" Bl |1 B T e
For constants(ie. inhomogeneous equation) re- : =1 B¥ : +
quire Elzyio|l] B’ el
6 r T 7 T
(Y Hys =0 . B
=T > smo((—PH, : ) PW 2ty sy1)
(00 = ") = Blo1 — ")+ 3 Flo LB
s=0 :
9= (I —I® F)vec(¢) T
(I — B)a™ =9c Br
Sto((=HL | . ) OWzyys40)
Algorithm 4 :
i | BE |
1 Given H, ¥,
2 funct F4(H, ¥, B) data
Br xtf‘rJrlfmax(l}k*)
5 &= (Ho+Hy | : |)* e =29 : — Wz
B% xilata

13
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where
S = [0nxrmax(ihe) H-r Ho| +
B
[HlHa] Bk* OLmeax(l,k*)
BG

Note that for k* > 1

5‘et
ax%iata = HO
and for k* =0
5 B
s ] [ £ | =0
oxy
B0

Algorithm 5

1 Given H,¥.B

2 funct F5(H, ¥, B)
g return(p, ¢)

4.

6 Implementation

The following sections describe the symbolic alge-
bra and numeric algebra implementations of the rou-
tines. The design of the numeric algebra routines
must take care due to the computation with finite pre-
cision arithmetic. These routines rely on unitary ma-
trices to limit rounding error. The symbolic algebra
routines can often use infinite precision arithemetic
and often work faster avoiding routines that renor-
malize linear equations.

6.1 State Space Reduction

One can use vectors associated with zero eigenvalue
and the vectors associated with unit roots to reduce
the size of the eigenspace calculation. State space re-
duction renders the transition matrix full rank and
also typically reduces the dimension by 2/3. Con-
sequently, the computational burden reduces to 1/9
that of the original problem. Thus, given A, Z one
can obtain eigenvalues and invariant space vectors

from A and then recover invariant space vectors,V,
for A.

Algorithm 6

5 Unit Roots or Constant Growth

Theorem 5 Suppose we have for some scalar
valued variable y;,

6
Z Hiziy — Gyy

i=—T

Yt = gYt—1
then solving the system
6
> g HiEr
=—T
determines the evolution of z;

0
z=(> ¢g'H)'G

i=—T
Q@ —z;)=0
Titk = gk“ytqfwk

The scalar g may be bigger than one in magnitude.

1 Given Th*, Z8* 7%,

2 compute vectors spanning the left invariant
2 space associated with large eigenvalues

4 funct Fg(Th*, Z8* 7°%)

0 I
5 A_|:Fﬁ:|

6 {A]IL Jy} = stateSpaceReducer(A, Z#*, Z"*)
7 {V, M} := leftInvariantSpaceVectors(A)
8 V = stateSpaceExpander(V, M, 11, Jy)
9 .
6.1.1 Zero Invariant Space

Theorem 6 The Z?, Z” span the invariant space
associated with zero eigenvalue.

#
EE} ALG+0) _

*

Proof
Iy
It
ATJFG = . [FT+0 1—‘1}
I\IJr.Gf 1

14
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Consider the Row Echelon form Proof
7t Consequently, if we compute
ool
7 _
* YA=MY

The rank deficiency of this matrix is equal to the
rank of the minimal dimension transition matrix for
calculating the eigenvalues and eigenvectors of the
full problem.

To construct the state space reduction, extend Z
to a basis for the whole space.(Noble, 1969, page 119) XJo+ Y =MX

so that Y spans the invariant space asso-
ciated with the eigenvalues of M, one can
compute X with

; So that
[Z} (X V]

We have then spans the dominant invariant space of A.
Solving for X we have
ZA=JoZ
vee(X) = (I M) — (J& @ 1)1 (11" @ INvec(Y)

and {g] non-singular.

) o since
Consequently, after defining 7;, Z,., Z;, Z,- from
_ (AT
7 ~1 [z z vec(ABC) = (C* ® A)vec(B)
Z Tz Z.
V= [X Y]
we have
|
A7 7]
Zl 4 Zr Algorithm 7
= Jo 0 1 Given h, H
m A L . .
2 asymptotic stability constraints
f,%
with 3 funct F7(V, Z%)
4 -
= (ZA {?} ) THE EXAMPLE:
! Collecting the auxiliary constraints generated by
= = |\ Z the auto regression phase of the algorithm for the ex-
A=(ZA\|Z"]) )
Ly ample model one has:
Theorem 7 Suppose [0 0 0 _% 0 0 00 _% 1]
o 0o - 0 0 —-101 0 -—v
YA=MY 7t 0o 0 0 0 0 1 00 O 0
[ E] =0 0 O 0 0 0 1 0 O 0
so that Y spans the invariant space associated * 0 -1 «o 1 —% 0 0 0 O —%
with the eigenvalues of M, one can compute X 10 0 0 0 0 0 0 O 0
with 0 1 0 0 0 0 0 0 O 0 |

X Y]
spans the dominant invariant space of A. From

vee(X) = (I@ M) — (J& @ 1) (1" @ INvec(Y)

15
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One can extend the basis to get a mon singular ma-
triz.?

100 0 00O O O 0
0100000 O O 0
0010000 - 0 2
0 001 0 0 O0 0 1 -2
{Z]_0000100%2M
Z 0O 000O0OT1O0 O O 0
0O 000O0OO0OT1 0 O 0
0O 00 0O 0 0 O 1 0 0
000 0 0 0 O 0 1 0
00 00 0O0O0 0 O 1]
P2y =
A= |4da 3 =2
2 2 -1
For this model, we expect one large root. Conse-
quently,M:[)\L}, a1 x 1 matrix.
000000 -2y
I=({0 0 0 0 0 0 -4
0000 0 O0 =2
(0 0 0 0 0 1 0
000 O0O0O O 1
000 0O0O0 0
Jo=10 0 0 0 0 O 0
00000 0 0 —84 20y 20030
0O 00 0 0 O 0
0 00 0 0O 0
[0 0 0]
0 0 0
0 0 0
(IeM)- (e M™en=]0 0 0
0 0 0
0 0 0
—2y -4 =2
L2 > X d

6.2 Implementation of State Space Tran
sition Matrix Computation

One can calculate these matrix transformation on a
single copy of the H%* saving on unnecessary repe-
tition of the coefficients present in the full tableau.
Furthermore, for many models, leading rows of spe-
cific equations may be zero. One should immediately
fill in initial rows of Z* with these obvious shift right
equations.

2The top rows are just the row-echelon form of the
ZW* ZP* vectors.

16

6.2.1 Symbolic Algebra Implementation

In symbolic algebra packages using exact arithmetic,
there is no need to worry about roundoff error and
one can compute the row-echelon form of an aug-
mented H%* to determine rank and to obtain matri-
ces for annihilating its rows(Noble, 1969, page 119).
By augmenting the matrix with columns of the iden-
tity matrix, one obtains a full rank matrix that either
inverts H%* or zeroes some of its rows.

rowEchelon([H** 1| =[R U"F])

6.2.2 Numeric Implementation

For numerical computations one should use the nu-
merically stable unitary matrices generated by QR
Decomposition with column pivoting to annihilate
rows. Note that one can facilitate subsequent ap-
plications of the routines for QR Decomposition by
putting the shifted rows corresponding to the anni-
hilated rows at the top of the matrix. Then, H&k+1
will be closer to Hessenberg form. QR Decomposition
works faster on Hessenberg matrices. Indeed if only
one row was annihilated, the new matrix will be in
Hessenberg form.

With the final QR decomposition in hand, it will
not be necessary to invert Hg’* = Q%*R%*. Since R%*
will be upper triangular and (Q**)~! = (Q**)T, we
can back solve and multiply to get the columns of T".

The construction of the companion matrix leads
to a very sparse matrix. Note the sparsity of the tran-
sition matrix for the example problem in Equation 5.
Section 6.1 shows how to construct a reduced dimen-
sions non-singular matrix for studying the asymptotic
dynamics of the linear system.

Floating point operation counts in Section 6.1 demon-
strate the utility of computing these auxiliary con-
straints in both directions. Section 6.1 shows how
to use the vectors, that arise from computing the au-
toregressive representations, Z%*, Z”*, to construct a
similarity transformation which makes it possible to
compute the non zero eigenvalues and eigenvectors
of the transition matrix with much smaller matrices.

This can be very important for large sparse models
since, as Section 2.2 shows, the computational burden
of the asymptotic analysis increases with the cube of
the problem size.

6.3 Implementation of the Invariant Space
Computation
Numerical routines for computing the invariant space

order the eigenvalues large to small and compute in-
variant space vectors for the dominant invariant space
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H%* with Hg’k non-singula

HF with Hg’k non-singular

Figure 6: Matrix Tableau Characterization of Algorithm: Full Rank Trailing Block and Leading Block

(ie the invariant space associated with the largest
eigenvalues). Invariant space vectors spanning the
invariant space are generally easier to compute than

eigenvectors. In subsequent calculations, one can choose

the invariant space calculation dimension to be one

more than the dimension of the required invariant

space. Although root counting alone cannot discover

all model anomalies, often a modeler knows enough

about the problem to infer from the root count whether
the model seems appropriate for further analysis. If

this is the case, one can intervene after the Schur de-

composition of the transition matrix to abort further

calculations.

6.3.1 Symbolic Algebra Implementation

All is not lost when symbolic algebra packages fail to
compute the entire set of eigenvectors in a reasonable
amount of time. Symbolic algebra packages can of-
ten quickly obtain expressions for the eigenvalues of
the matrices. Having identified which of these corre-
sponds to the large eigenvalues, one can compute the
relevant eigenvectors by computing vectors for the
null space of (AT — \I).

17

6.3.2 Numeric Implementation

The LAPACK routine DGEES computes the real-
Schur form and the matrix of Schur vectors forming
an orthonormal basis for the dominant invariant sub-
space of a real matrix A. Given an integer m, the
algorithm computes a matrix V with m orthonormal
columns and a real quasi triangular matrix T of order
m such that

VA=TV

The eigenvalues of T are approximations to the m
largest eigenvalues of A. The columns of V span the
invariant subspace corresponding to those eigenvalues
of A. Alternatively, the routine dnaupd in ARPACK
applies Krylov methods for computing the invariant
space vectors.

6.4 Implementation of the State Space
Reduction

For symbolic computation, one can compute the row-
echelon form and use the technique outlined in Noble
to extend the rows to a basis. The most computation-
ally intensive step will involve symbolic computation
of the inverse.
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For numerical calculations one can avoid a costly The gain from applying the reductions are:
matrix inversion by computing the QR Decomposi-

i 1
tion DELTAFLOPS = <(
QzRz = [(Z4)" (2"*)7] 2—18Kk2 1+ 713 — 1812 L (1 +6) +
2 3
and to use the orthonormal columns of Q7 for Z. 241L% (1 +0) =8 L% (1 +0)" =18kl (I = 2L (1 + )+
A
Compute 3Lk —1+2L (7+6)) f()
—14k
7" = QzRz
=T
Z = -1
_r @297 The example model produces 4(N — 1) auxiliary
Z =Qz;R; initial conditions for the forward transition matrix,
70T 4(N—1)—1VN > 1 auxiliary initial conditions for the
=&z

reverse transition matrix so that the zero invariant
Thus, the transpose provides the inverse of the subspace has dimensions 8(N —1)—1. Consequently,

matrix. the minimal dimension transition matrix has dimen-
Now sion 2N —1. We can carry out eigenvalue calculations

on a matrix of size 2N — 1 instead of 8(N — 1). This

7 - |z r %4 Z can significantly reduce computation time since the

{Z} o {Z} o [Zl Zr] floating point operations increase with the square of

the matrix dimension.?
With a = 2,v = 1—10,9 = —%, there are (N — 1)
roots larger than 1 in magnitude. Consequently, the

7.1 Total Floating Point Operation COUIF]C%Oﬁthm dete.rmines that the model has a uniq}le S0-
ution converging to the steady state from arbitrary
The number of floating point operations provides one initial conditions so long as le is full rank. For ex-
measure of the computational cost of the calculations: ample, with N = 2 there are 1 roots larger than 1
Computing the state space transition matrix re- in magnitude. 4 auxiliary initial conditions for the
quires: forward transition matrix, 3 auxiliary initial condi-
tions for the reverse transition matrix for a total of
7 dimension for the zero invariant subspace. Conse-
TMFLOPS —= L3 (é 126 (r+0)+3(r+ 9)2) quently, the minimal dimension transition matrix has

3 dimension 3.
The graph in Figure7 demonstrates that the ben-
efits from problem reduction dominate the costs for

7 Numerical Experiments

The eigenvalue calculations require:

all values of N and for all values of )\)"“ Increasing N
4(=l+L (1+0)° . ) ko1
ESFLOPS = increases the computational burden much more dra-
3 matically than changes in the rate of convergence.

12k (<l +L (r40) (—k—1+L (r+0)+
—(k (2k2+6k(l—L(T+9))—3(l—L (T+9))2) fRéfeiA)ences

3

Anderson, Gary (1997a). Continuous time applica-

The algorithms for reducing the eigenvalue calcula- tion of the anderson-moore(aim) algorithm for

tions require: imposing the saddle point property in dynamic

models. Unpublished Manuscript, Board of Gov-

REDFLOPS = ernors of the Federal Reserve System. Download-

ble copies of this and other related papers at

~2L (r+0) (32 +3IL (1+6) ~8L* (7 +0)°) a s
(r+9) N (r+9) (r+9) http://www.bog.frb.fed.us/pubs/oss/oss4/aimindex.html.

3

3For N = 1, the larger matrix is of dimension N and one
can use the auxiliary initial conditions to demonstrate that all
the eigenvalues are less one in magnitude without eigenvalue
calculations.

18
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A Floating Point Operation Courﬁs

A.1 General Floating Point Operation
Counts

The following sections use the total number of float-
ing point operations as a measure of the amount of
computation that various algorithms require. Table
2 summarizes a number of results from Golub(Golub
and van Loan, 1989) that appear in this paper.

floating point operations to produce the autoregres-
sive representation, I'. Table 3 reports the floating
point counts by type of operation. The rank of Hg’o
can be at most L. For typical problems, the rank,
after shifting obvious equations forward, is nearly L.
There can be at most L(7 + 6) shifted equations but
this number is typically about equal to L.

A.3 Eigenspace Calculation Floating Point

Operation Counts
A
Zb,*
requires a dominant invariant space of dimension k
the DRRIT algorithm requires:

When there are [ rows in }, and the problem

14 L3 (1 +0)°
— 77 5
3
2 (12k(7+9)2 - 14l(7’+9)2) +

L (—12k* (14 0) =24kl (1 +0) + 141 (1 +0)) +

14173
12k21+12k12—T
Ak
A1tk
—_92k3
K —2K2 I+ k1% +

k+ L2+ (1 +0)° +
L+2k* (140) =2kl (140))

Table 4 presents details for components of the algo-
rithm.

.4 Space Reduction Floating Point
Operation Counts

If [ is the number of rows in Z, the number of floating
point operations in the reduction is:
16 L3 (7 +6)*

—212L (t+60) —21L* (1 +6)° + 3

B Proofs

A.2 Unconstrained Autoregression Float-

ing Point Operation Counts

The AIM algorithm requires at most

L? (§+26 (r+9)+3(r+9)2)

20

Theorem 1 If H is full rank, then there exists
a sequence of elementary row operations that
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Floating Point Operations |

Auxiliary Routine

Matrix Multiplication

2mnp [ DGEMM(BLAS))
LU Decomposition
22 | DGETRF(LAPACK))
LU Decomposition Back-solution
n? | DGETRS(LAPACK))
QR Decomposition(with Pivoting)
r(antdnrirt) | DGEQPF(LAPACK)
QR Decomposition(rank 1 update)
26 12 [ DLARTG(LAPACK)

Compute Dominant Invariant Subspace

k(2

E?—6kn—3n%) f(5—k—)

Mo’ L 19kn (—k+n)—

— DRRIT

Table 2: Flo

ating Point Operation Counts

Operation

Floating Point Operations

Initial QR Decomposition®

4r (3L>—3Lr+r?)

3
QR Rank One Update 26 L2
Multiplication to Annihilate Rows L? (1+0)
Compute I' 2L2 (1 +0)
Max Total

L2 (3426 (r+0)+3(r+0)°)

Table 3: Floating Point Operations to Compute Autoregressive Representation

% matrix rank

Operation Floating Point Operations
Hessenberg Reduction Step %
Eigenvalue Swaps 12kn (—k +mn)

Orthogonal Iteration Step

w +n? min(k,n)

Total

3

14 L3 (r +

6)3

L2 (12k(7+9)2—14l(7+9)2)+
L (—12k2 (r4+6) —24kl (++6) + 1412 (r+0) +

3
. L 141
12k21+12K1% - ——

—2k3
3

—2k2i4 k124 kL2 (r+0)2 + L (2k2 (r40) -2k (1—+9))) £

Ak
—1+k

)

Table 4: Invariant Space Calculations Floating Point Operation Count

21



Operation

Floating Point Operations

Z QR Decomposition

41(1P=31L(r+0)+3 L” (+0)?)

Z QR Decomposition

3
4(—I+L(140)) (BL? (r+0)°—3 L (740) (—I+L (740))+(—I+L (r+0))?)

Matrix Multiplications

2L2 (1 +0)° (—l-l—L(T-l—@))j—?L(T-l—@) (=l + L (1 +0))°

Total

2L (7 +0) — 2012 (1 + ) + DL 0"

Table 5: State Space Reduction Floating Point Operation Count

transforms H into H*

H* = SH =
Z%*T o zr
H
Hﬁ_:;
[1 o] H",

with non-singular Hg*.

Proof Under construction.

HE*

%
HG
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