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Router Security Configuration Guide

Warnings

This document is only a guide to recommended security settings for Internet Protocol
(IP) routers, particularly routers running Cisco Systems Internet Operating System
(I0S) versions 11.3 through 12.4. It cannot replace well-designed policy or sound
judgment. This guide does not address site-specific configuration issues. Care must
be taken when implementing the security steps specified in this guide. Ensure that
all security steps and procedures chosen from this guide are thoroughly tested and
reviewed prior to imposing them on an operational network.

SOFTWARE IS PROVIDED "AS IS" AND ANY EXPRESS OR IMPLIED
WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR
PURPOSE ARE EXPRESSLY DISCLAIMED. IN NO EVENT SHALL THE
CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT
NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES;
LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT,
STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)
ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF
ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

This document is current as of October, 2005. The most recent version of this
document may always be obtained through http://www.nsa.gov/.

Acknowledgements
The authors would like to acknowledge Daniel Duesterhaus, author of the original
NSA “Cisco Router Security Configuration Guide,” and the management and staff of
the Applications and Architectures division for their patience and assistance with the
initial development of this guide. Special thanks also go to Ray Bongiorni for quality
assurance and editorial work, and to Julie Martz and Kathy Jones for proof-reading
assistance. Additional contributors to the guide effort include Andrew Dorsett,
Charles Hall, Scott McKay, and Jeffrey Thomas. Thanks must also be given to the
dozens of professionals outside NSA who made suggestions for the improvement of
this document, especially George Jones, John Stewart, and Joshua Wright.

Trademark Information
Cisco, 108, and CiscoSecure are registered trademarks of Cisco Systems, Inc. in the
USA and other countries. Windows 2000 and Windows XP are registered trademarks
of Microsoft Corporation in the USA and other countries. All other names are
trademarks or registered trademarks of their respective companies.

Revision History

1.0 Sep 2000 First complete draft, extensive internal review.

1.0b Oct 2000 Revised after review by Ray Bongiorni

1.0f Mar 2001 Second release version: second pre-pub review

1.0g Apr 2001 Third release version: incorporated external feedback.
1.0h Aug 2001 Fourth release version; another QA review.

1.0 Nov 2001 Fifth release version.

1.0k Mar 2002 Last release of 1.0, another pre-pub review.

1.1 Sep 2002 Major revision and expansion, another pre-pub review
1.1b Dec 2003 Minor revision, corrections, additions, fixed links

1.1c Dec 2005 Updated, fixed inconsistencies, checked links

2 Version 1.1c


http://www.nsa.gov/

Contents

Contents
Preface 5
1. Introduction 7
1.1. The Roles of Routers in Modern NetWorks ..........cccccevierierieiiiieiiereesee e 7
1.2.  Motivations for Providing Router Security Guidance...........ccccoceverererienienenenenenenn. 9
1.3. Typographic and Diagrammatic Conventions Used in this Guide...........ccccoceverereenene 10
1.4, SHructural OVEIVIEW ..c..coiuieiiiiieiieeiietteteee ettt ettt ettt sb e b et e 12
2. Background and Review 15
2.1. Review of TCP/IP NEetWOTKINg ........cccveeiirieiieiieie ettt ettt 15
2.2. TCP/IP and the OSI MOdEl ........coeiiiiiiiiiiiiiceeeeee e 17
2.3. Review of IP Routing and IP Archit@Ctures ...........cccuerererereniiieieieese e 19
2.4. Basic Router Functional ArchiteCture ..........coeeruieiieiiiiiinierie e 24
2.5. Review of Router-Relevant Protocols and Layers ..........ccceeveceeeienieniesenienieceeeenee. 27
2.6. Quick “Review” of Attacks on ROULETS ........c..cooiiiiiiiiiiiiiii e 29
2.7, RETETEICES . ....eeutiiiiiiie ettt ettt sttt ettt ettt sb e bbb 30
3. Router Security Principles and Goals 33
3.1. Protecting the Router ItSelf ..........ccceeriieiiiiiiiieiee e 33
3.2. Protecting the Network with the ROULET..........ccoviiiiiiiiiiciece e 35
3.3, Managing the ROULET........couiiiiiiiiiiiie e 43
3.4. Security Policy fOr ROULETS ......c.eoiuiiiiiiiieii e 46
3.5, REIRIEIICES . .. ettt ettt sttt ettt 51
4. Implementing Security on Cisco Routers 54
4.1, ROULET ACCESS SECUIILY ...uviivieiierieeiieiesiiesieeseeteseesteesseesseesseeseesseesseesseessesssesseessesssesses 55
4.2. Router Network Service SECUITLY......ccvrruiriiiiiriiiee et 70
4.3. Access Control Lists, Filtering, and Rate Limiting............ccccoevieiieinniienieeeeeeeeee 83
4.4. Routing and Routing ProtoCOIS ..........c.eecverierieiiieieiie et 102
4.5. Audit and Management .............ccuevvvereerieniieriiereeeesreseesreeseeseeeeseesseesseeseesesssesseens 139
4.6. Security for Router Network ACCESS SETVICES .....cc.eeruirrierierieniienieeieeiie st 175
4.7. Collected ReferenCes........ceviiuieiieiieieeiete ettt sttt e enee e 202
5. Advanced Security Services 204
5.1. Role of the Router in Inter-Network Security..........c.ccoceevieienenenininineeieeeeee, 204
520 TP NEtWOTK SECUIILY .....coueeuiiiiieitiiteet ettt ettt b ettt e e seeenas 205
5.3. Using SSH for Remote Administration SECULILY .........ccecveereerierierieniere e 227
5.4. Using a Cisco Router as a Firewall...........ccoovevieiiiiinieieeeee e 232
5.5. Cisco IOS Intrusion Detection .........c.coerereririiiiirieienierese st 241
5.6, RETEIEICES .. .cotiiuiiiiieiieetee ettt b bttt s st sbe e e 247
6. Testing and Security Validation 250

Version 1.1¢



Router Security Configuration Guide

6.1. Principles for Router Security TeStING ........cccvververriiriierieriiere ettt 250
6.2, TeStING TOOIS...cuiiiieiieiieieeieeteeie ettt ettt ettt ste e te b e esbeesbessaeseesseensesnsesanas 250
6.3. Testing and Security Analysis TEChNIQUES .........cccerereiririeieieieeee e 251
6.4. Using the Router Audit TOOL.......ccooiiiiiiiiiieiee e 258
0.5, RETEIEIICES ...cuvitiiiiieiiieeite ettt ettt bbbt 261
7. Additional Issues in Router Security 263
7.1. Routing and SWItCHING .........coiiiiiiiiieieee ettt 263
A | TSP 265
7.3, ATM and IP ROULING......ccuveiiieiieiieieciieiteie ettt ettt ettt eneesnaensaenneas 266
7.4. Multi-Protocol Label Switching (MPLS)......ccccooiioiiiiiiieieeceeeeeeeee e 267
7.5. 1PSec and Dynamic Virtual Private NetWorks .........ccccooeririiiieieninere e 268
7.6. Tunneling Protocols and Virtual Network Applications ...........cccecveeerienieenieneeneennen. 269
7.7. 1P Quality of Service (Q0S) and RSVP........ccoiriiiiiieeee e 270
7.8, SECUIE DINS ...ttt ettt sttt ettt en 271
7.9 RETCIEICES ..c..ieieiiieitierieet ettt ettt et ae ettt et eaee b e nbeebean 272
8. Appendices 274
8.1. Top Ways to Quickly Improve the Security of a Cisco Router...........cccecuvecvervenenennen. 274
8.2. Application to Ethernet Switches and Related Non-Router Network Hardware.......... 280
8.3. Overview of Cisco IOS Versions and Releases ..........coceeveeeeieiienineneneneneeceeee 283
8.4. Glossary of Router Security-related Terms..........coccoevieiiriinienieeeeseeee e 289
9. Additional Resources 295
L2 R 2 10 0] 321 o) 1) USRI 295
9.2, WeDb Site REfEIEICES .....eoueiuiiuieiieiiiiiie ettt st 298
9.3, TOOI REFEIENCES .....eevieiieietieieiieee ettt sttt ettt st ebe et ene e e 300
Index 302

4 Version 1.1c



Preface

Preface

Routers direct and control much of the data flowing across computer networks. This
guide provides technical guidance intended to help network administrators and
security officers improve the security of their networks. Using the information
presented here, you can configure your routers to control access, resist attacks, shield
other network components, and protect the integrity and confidentiality of network
traffic.

This guide was developed in response to numerous questions and requests for
assistance received by the NSA System and Network Attack Center (SNAC). The
topics covered in the guide were selected on the basis of customer interest,
community concensus, and the SNAC’s background in securing networks.

The goal for this guide is a simple one: improve the security provided by routers in
US Government operational networks.

Who Should Use This Guide

Network administrators and network security officers are the primary audience for
this configuration guide, throughout the text the familiar pronoun “you” is used for
guidance directed specifically to them. Most network administrators are responsible
for managing the connections within their networks, and between their network and
various other networks. Network security officers are usually responsible for
selecting and deploying the assurance measures applied to their networks. For this
audience, this guide provides security goals and guidance, along with specific
examples of configuring Cisco routers to meet those goals.

Firewall administrators are another intended audience for this guide. Often, firewalls
are employed in conjunction with filtering routers; the overall perimeter security of
an enclave benefits when the configurations of the firewall and router are
complementary. While this guide does not discuss general firewall topics in any
depth, it does provide information that firewall administrators need to configure their
routers to actively support their perimeter security policies. Section 5 includes
information on using the firewall features of the Cisco Integrated Security facility.

Information System Security Engineers (ISSEs) may also find this guide useful.
Using it, an ISSE can gain greater familiarity with security services that routers can
provide, and use that knowledge to incorporate routers more effectively into the
secure network configurations that they design.

Sections 4, 5, and 6 of this guide are designed for use with routers made by Cisco
Systems, and running Cisco’s IOS software. The descriptions and examples in those
sections were written with the assumption that the reader is familiar with basic Cisco
router operations and command syntax.
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Introduction

1. Introduction

1.1. The Roles of Routers in Modern Networks

On a very small computer network, it is feasible to use simple broadcast or sequential
mechanisms for moving data from point to point. An Ethernet local area network
(LAN) is essentially a broadcast network. In larger, more complex networks, data
must be directed specifically to the intended destination. Routers direct network data
messages, or packets, based on internal addresses and tables of routes, or known
destinations that serve certain addresses. Directing data between portions of a
network is the primary purpose of a router.

Most large computer networks use the TCP/IP protocol suite. See Section 2.3 for a
quick review of TCP/IP and IP addressing. Figure 1-1, below, illustrates the primary
function of a router in a small [P network.

LAN1
190.20.2.0

]
User Host
190.20.2.12

Wide Area
Network

File Server
14.2.9.10

Figure 1-1 — A Simple Network with Two Routers

If the user host (top left) needs to send a message to the file server (bottom right), it
creates a packet with address 14.2.9.10, and sends the packet over LAN 1 to its
gateway, Router 1. Consulting its internal route table, Router 1 forwards the packet
to Router 2. Consulting its own route table, Router 2 sends the packet over LAN 3 to
the File Server. In practice, the operation of any large network depends on the route
tables in all of its constituent routers. Without robust routing, most modern networks
cannot function. Therefore, the security of routers and their configuration settings is
vital to network operation.

Version 1.1c 7
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In addition to directing packets, a router may be responsible for filtering traffic,
allowing some data packets to pass and rejecting others. Filtering is a very important
responsibility for routers; it allows them to protect computers and other network
components from illegitimate or hostile traffic. For more information, consult
Sections 3, 4, and 5.
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1.2. Motivations for Providing Router Security Guidance

Routers provide services that are essential to the correct, secure operation of the
networks they serve. Compromise of a router can lead to various security problems
on the network served by that router, or even other networks with which that router
communicates.

e Compromise of a router’s route tables can result in reduced performance,
denial of network communication services, and exposure of sensitive data.

e Compromise of a router’s access control can result in exposure of network
configuration details or denial of service, and can facilitate attacks against
other network components.

e A poor router filtering configuration can reduce the overall security of an
entire enclave, expose internal network components to scans and attacks,
and make it easier for attackers to avoid detection.

o On the other hand, proper use of router cryptographic security features can
help protect sensitive data, ensure data integrity, and facilitate secure
cooperation between independent enclaves.

In general, well-configured secure routers can greatly improve the overall security
posture of a network. Security policy enforced at a router is difficult for negligent or
malicious end-users to circumvent, thus avoiding a very serious potential source of
security problems.

There are substantial security resources available from router vendors. For example,
Cisco offers extensive on-line documentation and printed books about the security
features supported by their products. These books and papers are valuable, but they
are not sufficient. Most vendor-supplied router security documents are focused on
documenting all of the security features offered by the router, and do not always
supply security rationale for selecting and applying those features. This guide
attempts to provide security rationale and concrete security direction, with pertinent
references at the end of each section identifying the most useful vendor
documentation. This guide also provides pointers to related books, vendor
documents, standards, and available software.
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1.3. Typographic and Diagrammatic Conventions Used in this Guide

To help make this guide more practical, most of the sections include extensive
instructions and examples. The following typographic conventions are used as part
of presenting the examples.

Specific router and host commands are identified in the text using Courier
bold typeface: “to list the current routing table, use the command show ip
route.” Command arguments are shown in Courier italics: “syntax for a
simple IP access list rule is access-1ist number permit host
address.”

Sequences of commands to be used in a configuration are shown
separately from the text, using Courier typeface. The exclamation point
begins a comment line, usually a remark about the line that follows it.

! set the log host IP address and buffer size
logging 14.2.9.6
logging buffered 16000

Transcripts of router sessions are shown separately from the text, using
Courier typeface. Input in the transcript is distinguished from output, user
input and comments are shown in Courier bold typeface. Elision of long
output is denoted by two dots. In some cases, output that would be too
wide to fit on the page is shown with some white space removed, to make
it narrower.

Central> enable

Password:

Central# ! list interfaces in concise format
Central# show ip interface brief

Interface IP Address OK? Method
Ethernet 0/0 14.2.15.250 YES NVRAM
Ethernet 0/1 14.2.9.250 YES Manual

Central# exit

IP addresses will be shown in the text and in diagrams as A.B.C.D, or as
A.B.C.D/N, where N is the number of set bits in the IP netmask. For
example, 14.2.9.150/24 has a netmask of 255.255.255.0. (In general, this
classless netmask notation will be used where a netmask is relevant.
Otherwise, the bare address will be used.)

Cisco I0S accepts the shortest unique, unambiguous abbreviation for any
command or keyword. For commands that are typed very frequently, this
guide uses many abbreviations commonly employed in the Cisco
documentation and literature. For example, the interface name ethernet
is commonly abbreviated “eth” and the command configure terminal
is commonly abbreviated “config t”.

10

Version 1.1c



Introduction

¢ In a few cases, commands shown in examples are too long to fit on one
line; they are shown broken across several lines. The [OS command line
interface will not permit this; when attempting to apply these examples,
you will need to type the long command on one line.

Discussions of network structure and security frequently depend on network
diagrams. This guide uses the following set of icons in all of its diagrams.

T

Workstation

Server

Small LAN
12.34.56.0/24

This icon represents a router. Each line
connected to a router icon represents a
network interface on that router. Each router
is presumed to have an administrative console
line connection, which is not shown.

Computers on the network are represented
with one of these two icons.

A local-area network (LAN) segment, such as
an Ethernet, is represented by a horizontal or
vertical bus, with several connections.

This icon represents a LAN or a wide-area
network over which routers communicate.
Such networks normally include other routers,
and may include bridges, switches, link
encrypters, and other network hardware.

Version 1.1¢
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1.4. Structural Overview

The various parts of this guide are designed to be fairly independent; readers may
want to skip directly to the sections most immediately useful to them. The list below
describes the major sections. References are included at the end of each section.

Section 2 reviews some background information about TCP/IP networking
and network security, and describes some simple network security threats.

Section 3 presents a security model for routers, and defines general goals
and mechanisms for securing routers. Security mechanisms must be
applied in support of security policy; this section describes some areas that
a router security policy should address, along with a discussion of
relationships between router security and overall network security.

Section 4 details the methods and commands for applying security to
Cisco routers, using recent versions of the Cisco 10S software. It is
divided into six main parts:

e securing access to the router itself,

e securing router network services,

e controlling traffic and filtering using a router,
e configuring routing protocols security,

e security management for routers, and

network access control for routers.

Section 5 describes advanced security services that some routers can
provide, with a focus on Cisco routers’ capabilities. The main topics of
this section are IP security (IPSec), Secure Shell (SSH), and using a Cisco
router as a simple firewall and Intrusion Detection System (IDS).

Section 6 presents testing and troubleshooting techniques for router
security. It is essential for good security that any router security
configuration undergoes testing, and this section presents both vendor-
independent and Cisco-specific testing techniques.

Section 7 previews some security topics that are not yet crucial for router
configuration, but which may become important in the near future.
Section 8 consists of four diverse appendices:

o tips for quickly improving the security of a router

e how to apply parts of this guide to LAN switches

e overview of the Cisco 10S software family and versions, and

e arouter security glossary.

Section 9 provides a list of resources, collected from all the sections of the
guide, including pointers to web sites and security tools.

12
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How to Use This Guide

Several different roles are involved in securing a network, and each may need some
information about router security. The paragraphs below offer roadmaps for using
this guide for several different network security roles.

For network security planners and system security designers, the high-level view of
router security is more important than the details of Cisco router commands. Read
the sections listed below if your role is security planner or security designer.

e Section 2 — for a review of TCP/IP, network, and router operational
concepts
e Section 3 — for general router security principles

e Section 4.1 through 4.3 — for an idea of what Cisco routers can do for
network security

e Section 5 — for information about Cisco router VPN, firewall, and
other advanced security capabilities

e Section 7 — for a preview of potential future issues
For network administrators involved in the daily operation of a network with Cisco
routers, the detailed instructions for locking down a router are the most important
part of this guide. Read the sections listed below if your role is network
administrator.

e Section 2 — for a review, if necessary

e Section 3 — for the security principles behind the advice in Section 4

e Section 4 — for detailed instructions on configuring Cisco routers

e Section 5.1, 5.2 — for instructions on configuring IPSec on Cisco
routers

e Section 5.3 — for a quick guide to using SSH for Cisco administration

e Section 8.1 — for advice for quickly securing a Cisco router

e Section 8.2 — for instructions on applying this guide to LAN switches

e Section 8.3 — for information on Cisco 10S versions and upgrades

e Section 9 — for an overview of recommended references and tools
For network security analysts or administrators trying to improve the security posture
of a network as quickly as possible, this guide offers detailed advice and direction.
Read the sections listed below if your goal is to quickly lock down a router.

e Section 8.1 — for quick tips that will greatly improve router security

e Section 4.1 — for explicit directions on router access security

e Section 4.3 — for advice and guidance on setting up filtering

e Section 4.4 — for routing protocol security instructions (unless the
routers are using static routes exclusively)

Version 1.1¢ 13
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Before applying any of the guidance in this guide to operational routers, be sure to
test it thoroughly in a lab or testbed network. Operational networks are complex, and
applying configuration changes to a router can instantly affect large numbers of
hosts.

This guide provides security guidance for a large number of topics. In most cases, it
is not practical for this document to include full background and technical details.
Every section includes references to books, web sites, and standards that you can use
to obtain more information or greater detail.
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Background and Review

2. Background and Review

This section reviews some background information about TCP/IP networking, router
hardware architecture, router software architecture, and network security. In order to
keep this section brief, it glosses over a lot of issues. To compensate for that
briefness, the reference list at the end of the section includes a long list of other
useful sources of background information. Readers with a good grasp of network and
router fundamentals may want to skip this section, but since it is relatively brief, why
not humor the author and read on.

2.1. Review of TCP/IP Networking

2.1.1.

As mentioned in Section 1.1, on a small computer network, it is feasible to use
simple broadcast or sequential (token) mechanisms for moving data from point to
point. A local area network is composed of a relatively small number of hosts
connected over a relatively small physical area. “Relatively small” is the important
phrase here. To give some meaning to the term “relatively,” consider that a 10BaseT
Ethernet (10 megabit per second using twisted pair cabling) has a usual maximum of
1024 stations over a maximum cable distance of 2500 meters. For instance, a typical
office LAN, using 100BaseT Ethernet, might have 100 computers (and printers)
attached to a switch or set of hubs.

An Ethernet local area network (LAN) is essentially a (logical) bus based broadcast
network; though the physical implementation may use hubs (with a physical star
topology). As one would expect, broadcast LANs must deal with collisions; either by
preventing them or detecting them and taking appropriate action. Token based LANs
avoid collisions by only allowing one host at time to transmit (the host that currently
has the token may transmit).

Standards that relate to LANs are primarily the IEEE 802.x series. For instance,
802.3 is the Media Access Control (MAC) standard for CSMA/CD (the Ethernet
standard); while 802.5 is the MAC standard for Token Ring. Just above the MAC
level is the Logical Link Control (802.2) standard and above that it the High Level
Interface (802.1) standard.

Within a LAN, addressing is done with a MAC address. Between LANSs using
TCP/IP, addressing is done using IP addresses. If you are lost at this point, keep
reading because much of this will be explained below. If you are still lost at the end
of Section 2, then consider reading parts of some of the books and/or web pages
listed at the end of the section.

Purpose of a Router

In larger, more complex computer networks, data must be directed more carefully. In
almost all cases, large networks are actually composed of a collection of LANs that
are interconnected or “internetworked”. This is where routers come in. Routers take
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2.1.2.

network data messages from a LAN and convert them into packets suitable for
transmission beyond the LAN on a wide area network (WAN). The goal is almost
always to get these packets to another LAN and ultimately to the correct host on that
LAN. Part of the “conversion” process is to add a packet header. Other routers will
generally only look at a packet’s header information, not at the contents or data in the
packet.

Routers also make decisions about where to send these packets, based on: the
addresses contained within the packet headers and a table of routes maintained within
the router. Updating these routing tables and forwarding data packets between
portions of a network are two of the primary tasks of a router. Building packets and
unwrapping packets are additional router functions performed by the first and last
routers, respectively, that a message passes through. In addition to directing packets,
a router may be responsible for filtering traffic, allowing some packets to pass
through and rejecting others. Filtering can be a very important function of routers; it
allows them to help protect computers and other network components. For more
information about filtering, see Section 3 and Section 4. It is also possible that at the
destination end a router may have to break large packets up to accommodate the size
limits of the destination LAN.

There is no reason that routers cannot be used to send messages between hosts (as
shown in Figure 1-1) but more typically routers are used to connect LANs to each
other or to connect a LAN to a WAN.

Most large computer networks use the TCP/IP protocol suite. In some sense this is
the lingua franca of the Internet. See Section 2.2 for a quick review of TCP/IP and
IP addressing.

Route Tables

As mentioned, one of tasks of a router is to maintain route tables which are used to
decide where a packet is to go and thus which interface it should be sent out. In the
past these tables were built and updated by hand and this is referred to as static
routing. In dynamic routing, the router learns about where various addresses are
relative to itself and builds up route tables based on this information. There are a
number of schemes or routing protocols for routers to acquire and share route table
information. While a thorough treatment of the details is beyond the scope of this
document, there is a substantial discussion of routing protocols is in Section 4.4.

16
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2.2. TCP/IP and the OSI Model

2.2.1.

2.2.2.

Origin of TCP/IP

The Transmission Control Protocol (TCP) and Internet Protocol (IP) comprise what
is often seen written as TCP/IP. The Defense Advanced Research Projects Agency
(DARPA) originated TCP/IP. Note that the word “Defense” has been deleted and
added back over time. ARPA and DARPA are one and the same organization. The
National Science Foundation (NSF) also contributed to the foundation of the Internet
by taking the DARPA technology and making it available to universities.

As stated above, the Internet essentially runs on TCP/IP protocols. The definitive
source for information on TCP/IP are the RFCs, or “Request for Comments” issued
by the Internet Engineering Task Force (IETF) as described in Section 2.7.3. Note
that in addition to TCP/IP there are other protocols such as Novell’s IPX
(Internetwork Packet eXchange) that can be used with routers. Also, some routers
can be used to “translate” between different protocols running on either side of
themselves.

The OSI Model

After TCP/IP was well-established and other networking protocols, such as DECnet
and Novell’s [PX were operational, the International Standardization Organization
(ISO) developed the Open Systems Interconnection (OSI) seven layer reference
model. These seven layers are described in almost every reference, so in the interest
of space they are merely enumerated here.

Layer 7: Application Layer -
deals with services such as email and file transfer.

Layer 6: Presentation Layer -
deals with formatting, encryption, and compression of data.

Layer 5: Session Layer -
deals with setup and management of sessions between applications.

Layer 4: Transport Layer -
deals with end to end error recovery and delivery of complete messages.

Layer 3: Network Layer -
deals with transmission of packets and establishing connections.

Layer 2: Data Link Layer -
deals with transmission of packets on one given physical link.

Layer 1: Physical Layer -
deals with transmission of a bit stream and definition of physical link.

Since the development of TCP/IP preceded the ISO OSI seven layer model, the
“mapping” of TCP and IP to the seven layer model is only an approximation. See
Figure 2-1, Network Layers and Standards, for a visual mapping of TCP/IP to the
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Layer

7

OSI model. A collection of various compatible protocol layers is referred to as a

stack.

ISO/OSI Model

Application

Presentation

Session

Transport

Network

Data Link

Physical

IEEE Standards

802.1 —

8022 —

802.3
(Ethernet)

TCP/IP Model

Application

Transport

Network

Logical Link Control

Media Access Control

Physical

Figure 2-1: Network Layers and Standards

TCP or UDP

1P

Data link

Routing occurs at layer three, the Network Layer. To fully understand routing it is
useful to appreciate some of what goes on beneath it at the Data Link Layer, and
some of this is discussed in the following sections. However, the Physical Layer is at
a level of detail well below the concerns of this document. It is concerned with the
transmission of an unstructured bit stream over a physical link. This involves such
details as signal voltage and duration; or optical signaling details for fiber. It also
covers the mechanical aspects of connectors and cables. It may also cover some low

level error control.
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2.3. Review of IP Routing and IP Architectures

If one is dealing only with a local area network (LAN), there is generally no need for
routing, routers, TCP/IP, or IP addresses. Within a LAN everything will be handled
by Media Access Control (MAC) addresses and by a LAN protocol such as Ethernet.
At this level, most protocols are defined by Institute of Electrical and Electronics
Engineers (IEEE) standards. For instance, IEEE 802.3 is the Ethernet (CSMA/CD)
standard, 802.4 is token bus, and 802.5 is token ring. Above the MAC standards, but
still within the OSI Data Link Layer, is the IEEE 802.2 Logical Link Control
standard. The IEEE 802.1 High Level Interface standard corresponds to part of the
OSI Network Layer. If this seems confusing, do not worry about it; it’s not essential
to an understanding of routers.

What is important to keep in mind is that MAC addresses are used within a LAN.
Each device on the LAN will have a something like a network interface card (NIC)
which has a unique MAC address. For example, on an Ethernet LAN each device has
an appropriate Ethernet card which complies with a particular link layer standard,
such as 100BaseTx, and which was configured with a MAC address. The MAC
address is appended to the front of the data before it is placed on the LAN. Each
device on the LAN listens for packets with its address.

Once a message is destined to leave one LAN bound for a trip across a wide area
network (WAN) to another LAN, it must use an IP address. While one can envision
logical connections at various layers in a protocol stack, in reality bits can only move
from one device to another at the Physical Layer. Thus, data begins at an application
relatively high up in a protocol stack and works its way down the stack to the
physical layer. At this point it is transferred to another device and works its way up
the protocol stack at that point. How far up the stack it goes depends on whether that
device is the ultimate recipient of the data or merely an intermediate device. Figure
2-2 illustrates this process. Note that the data may pass through many intermediate
devices on its way from the sending host to the ultimate recipient.

Sending Host Receiving Host
Intermediate Network Infrastructure Devices
- IR
Router 1 Router n
_— 4\/\H _—

Figure 2-2: Moving Data through Protocol Stacks
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On the way down the stack, each layer adds a relevant header to the packet. The
header is named for the protocol layer that adds it. Each new header is added in front
of all higher layer headers. At the network layer, the IP header added will contain the
destination IP address (in addition to other information). At the data link layer, also
sometimes called the Media Access layer, a new header that contains a MAC address
will be added in front of the IP header. On the way up the stack, a header will be
removed at each layer. Figure 2-3 should help you visualize how headers are added.

Apphcat'lon Application Data Application

Layer View Byte Stream
Transport TCP bytes TCP (or UDP)

Layer View Header Packet
Netwm"k P bytes 1P

Layer View Header Packet

Media Access Media bytes Me.dia Ethernet Packet
Layer View Header Trailer | (or other media format message)

2.3.1.

2.3.2.

optional
Figure 2-3: Wrapping Lower Level Headers around Data

MAC Addresses

MAC addresses (specifically, Ethernet MAC addresses) are 48 bits long. They are
assigned by the device (or interface card) manufacturer. Each address is unique and
fixed to a particular piece of hardware. (On some newer devices it is possible to
change them but normally this should not be done.) As stated previously, MAC
addresses are used within a LAN by layer two (data link) protocols.

Traditionally, 24 bits uniquely identify the manufacturer and 24 bits act as a serial
number to uniquely identify the unit. Some manufacturers have had more than one
identification number (more than one block of serial numbers). Also, due to mergers
and acquisitions the manufacturer identification is not as “clean” as it once was. Still,
all network interface devices have globally unique addresses unless their PROMs
have been rewritten.

IP Addresses

Under the current IP version 4 standard, IP addresses are 32 bits long. They are used
by layer three devices such as routers. Unlike MAC addresses, IP addresses are
hierarchical. Up until the mid-1990s, IP addresses used a simple fixed hierarchy
based on classes; today all IP address allocation on the Internet is done using masks
and aggregation, under a scheme called “Classless Inter-Domain Routing” (CIDR).
Both systems are explained below.

20
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2.3.3.

2.34.

Classful IP Addressing

Under the original IP standards, there are four “classes” of IP addresses, referred to
as Classes A, B, C, and D. In addition there a number of special addresses. Special
addresses are used for such things as to broadcast to all hosts on a network or to
specify a loopback packet which will never leave the host. The class determines how
much of the 32 bit address is used to specify the network address and how much is
used to specify the host within that network. The class is determined by the first one
to four bits of the address. Any address beginning with a zero bit is a Class A
address. Any address beginning with bits 10 is a Class B address. Any address
beginning with bits 110 is Class C, and any beginning with bits 1110 is class D.

For any class, it is also possible to take the host portion of the address and further
divide that range into two fields, which specify a subnet address and a host address
respectively. This is done by specifying a parameter called a subnet mask. For a
fuller discussion of subnetting see Albritton’s book [1] or one of the other references
listed in Section 2.7.1.

There are also a set of [P addresses that are reserved for experimental or private
networks; these addresses should not be used on the Internet or other wide-area
networks (see Section 4.3).

In addition to both source and destination addresses, there is a good bit of
information in an IP header. It should be noted that the first 4 bits of an IP header
contain a version number so new versions of the protocol can be implemented.
Moreover the second 4 bits specify the length of the header. Thus it is quite feasible
to introduce longer IP addresses. For a detailed explanation of TCP/IP packet header
formats, see Stevens’ book [10].

Classless Inter-Domain Routing (CIDR) and IP Addressing

As the Internet grew over the 1980s and early 1990s, it encountered two problems
related to the expanding number of networks and hosts. One was address depletion,
most notably the exhaustion of Class B networks, and the other was increased route
table sizes. While many networks have more hosts than a single Class C address can
accommodate (255 hosts), very few have enough to “fill” a Class B address range
(65,535 hosts). Allocating an entire Class B network to an organization that only
needed 1000 addresses would be (and was) terribly wasteful. CIDR avoids this
problem by eliminating the notion of a ‘class’, and allocating a block of addresses
using a netmask of the smallest size that satisfies the needs of the recipient. The
netmask simply specifies the number of bits in the assigned address that designate the
network portion, the remaining bits are the host (or subnet) portion.

For example, under CIDR, an organization that needed 1000 addresses would be
assigned a netmask of 22 bits. (Another way to think of this is that CIDR allocates
several contiguous Class C addresses to a network. The number of contiguous Class
C addresses allocated is a function of the size of the network.)
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CIDR also permits address allocation authorities to allocate blocks of addresses
smaller than a Class C network. For example, if an organization required only 10
addresses, then they might be assigned a netmask of 28 bits.

Another important aspect of CIDR is that it is hierarchical. A major allocation
authority might obtain a block of addresses with a netmask of 8 bits (16777216
addresses). They might allocate part of that large space as a block with netmask of
13 bits (524288 addresses) to a large ISP. The ISP might give big customer X a
block with netmask of 18 bits, and smaller customer Y a block with netmask of 28
bits. The addresses of customers X and Y would still be within the large block
‘owned’ by the major allocation authority. This is illustrated below.

Regional Authority

10,0075

(14.0.0.0 - 14.255.255.255)

Major ISP
14.0.0.0/13

(14.0.0.0 - 14.7.255.255)

Customer X Customer Y
14.2.0.0/18 B adresses  14.3.24.16/28
(14.2.0.0 - 14.2.63.255) (14.3.24.16-14.3.24.31)

Figure 2-4: Hierarchical IP Address Range Assignment under CIDR

Internet Routing and Aggregation

As alluded to in Section 2.1.2, any meaningful discussion of routing protocols in
general and BGP routing in particular is beyond the scope of this Background and
Review section. For these topics, there is a detailed treatment in Huitema’s book
[12], or consult RFCs 1771 and 1772. Section 4.4 of this guide covers security issues
for routing protocols. In general, the definitions of standard routing protocols specify
many of the details of: how routers keep track of available routes (route tables), how
routers exchange this information, and how they decide where to forward any given
packet. The prefixes which specify networks under CIDR vary in length, adding a bit
more complexity to routing. The network aggregation required by CIDR required the
development of a revised routing protocol for the Internet: BGP version 4 (BGP-4).

Aggregation

To avoid explosive growth in the size of routing tables as the Internet grows it is
desirable to somehow group or aggregate related network addresses together so that
they form only one routing table entry. This essentially forms “supernets”, which are
composed of several related networks which are collectively advertised as only one
aggregated path to that supernet. This reduces the number of entries required in the
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route tables of routers which are “far” from a given network. As traffic gets to the
routers “near” a given supernet more detailed routing information becomes available.
The aggregation strategy may be based on regions (geography) or providers (network
topology), so that near and far do not necessarily relate to physical distances.

Beyond CIDR

Until IPv6, with its longer addresses, is put into common use these problems will
continue. In the meantime, CIDR has enabled the Internet community to sidestep the
Class B exhaustion problem. CIDR and BGP-4 have helped to mitigate the problem
of route table size explosion.
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2.4. Basic Router Functional Architecture

24.1.

2.4.2.

Why Have a Special Purpose Router?

What are some of the motivations for using a dedicated, purpose-built router rather
than a general purpose machine with a “standard” operating system (OS)? What
justifies this expense, and what justifies the bother of learning yet another system?
The answer, in part, concerns performance: a special purpose router can have much
higher performance than a general purpose computer with routing functionality
tacked onto it. Also, one can potentially add more network connections to a machine
designed for that purpose, because it can be designed to support more interface card
slots. Thus, a special purpose device will probably be a lower cost solution for a
given level of functionality. But there are also a number of security benefits to a
special purpose router; in general, consolidating network routing and related
functions on a dedicated devices restricts access to and limits the exposure of those
critical functions.

First, a specialized router operating system, like Cisco’s Internetwork Operating
System (IOS) can be smaller, better understood, and more thoroughly tested than a
general purpose OS. (For brevity, the term [IOS will be used in this guide to refer the
router’s operating system and associated software, but hardware other than Cisco
would run similar software.) This means that it is potentially less vulnerable. Second,
the mere fact that it is different means that an attacker has one more thing to learn,
and that known vulnerabilities in other systems are of little help to the router attacker.
Finally, specialized routing software enables a fuller and more robust implementation
of filtering. Filtering is useful as a “firewall” technique, and can also be used to
partition networks and prohibit or restrict access to certain networks or services.
Using filtering, routing protocols can advertising selected network routes to
neighbors, thus helping protect parts of your network.

Conceptual Model for Typical Router Hardware

A router is essentially just another computer. So, similar to any other computer, it has
a central processor unit (CPU), various kinds of memory, and connections to other
devices. Typically, a router does not have a hard disk, floppy drive, or CD-ROM
drive, although it may have other kinds of removable storage such as Flash memory
cards. CPU speed and memory size are important considerations for both
performance and capabilities (e.g. some Cisco IOS features require more than the
default amount of memory, and sophisticated security services usually require
substantial computation).

There are typically a number of types of memory in a router possibly including:
RAM, NVRAM, Flash, and ROM (PROM, EEPROM). These are listed roughly in
order of volatility. The mix of types and the amount of each type are determined on
the basis of: volatility, ease of reprogramming, cost, access speed, and other factors.
ROM is used to store a router’s bootstrap software. Non-volatile RAM (NVRAM) is
used to store the startup configuration that the IOS reads when the router boots. Flash
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memory stores the IOS (or other router OS), and if there is enough flash it may store
more than one version of I0S. Figure 2-5 shows a simple representation of a notional
router’s hardware structure.

Interface 0

Interface 1

!

Interface n

d

Routing Fabric

Router

CPU

R

S
—

Console

Figure 2-5: A Notional Router’s Hardware Structure

Interfaces provide the physical connections from a router to networks. Interface types
include Ethernet, fast Ethernet, gigibit-Ethernet, token ring, FDDI, low-speed serial,
fast serial, HSSI, ISDN BRI, etc. Each interface is named and numbered. Interface
cards fit into slots in a router, and an external cable of the appropriate type is

connected to the card.

The CPU, also called the central processor or route processor, provides high-level
services for management, logging, routing, and control. It loads the configuration of
the router during boot-up, and manages the operation of the interfaces. When traffic
is being forwarded from one network to another, it usually does not touch the CPU;
instead, the packets travel across the routing fabric from the incoming interface to the
appropriate destination interface. Only management and control traffic for the router
travel to or from the CPU. This can be important, because the bandwidth of the
channel to the CPU may be far smaller than the bandwidth of the interfaces.

In addition to a number of interfaces, almost all routers have a console port providing
an asynchronous serial connection (RS-232). Also, most routers have an auxiliary
port, which is frequently used for connecting a modem for router management. [Do
not confuse the hardware serial ports with the concept of network protocol port
numbers (e.g. port 23 for Telnet).]
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2.4.3.

Description of Typical Router Software

Similar to any other computer, a router will run a control program or operating
system (OS). Each router vendor supplies their own router OS. In the case of Cisco
routers, they run Cisco’s Internetwork Operating System (I0S). It is the IOS that
interprets the access control list (ACL) settings and other commands to the router.

The startup or backup configuration is stored in NVRAM. It is executed when the
router boots. As part of the boot process a copy of this configuration is loaded into
RAM. Changes made to a running configuration are usually made only in RAM and
generally take effect immediately. If changes to a configuration are written to the
startup configuration, then they will also take effect on reboot. Changes made only to
the running configuration will be lost upon reboot.

An operational router will have a large number of processes executing to support the
services and protocols that the router must support. All routers support a variety of
commands that display information about what processes are running and what
resources, such as CPU time and memory, they are consuming. Unneeded services
and facilities should be disabled to avoid wasting CPU and memory resources, and to
avoid giving attackers additional potential avenues for attack.

Each router should have a unique name to identify it, and each interface should have
unique network addresses associated with it. Basic security settings should be
established on any router before it is connected to an operational network. These
kinds of considerations are discussed in more detail later in this guide.
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2.5. Review of Router-Relevant Protocols and Layers

2.5.1.

2.5.2.

2.5.3.

2.54.

The following sections are not inclusive of all protocols that might be of interest but
are representative. For more details see Section 4.4, “Routing and Routing
Protocols”. The protocols are grouped according the OSI layer to which they
correspond.

Physical Layer 1

As previously discussed, the physical layer is defined by IEEE standards or similar
standards that define what are primarily physical and electrical characteristics.

Data Link Layer 2

The IEEE and other standards that apply at this layer have also been discussed
previously.

Network Layer 3

IP — the Internet Protocol (IP) provides a specification for packet formatting and an
unreliable, connectionless, best effort delivery of those packets.

ARP — Hosts use the Address Resolution Protocol (ARP) to acquire the MAC address
of other hosts.

Transport Layer 4

TCP — the Transmission Control Protocol (TCP) is a connection-oriented, reliable
protocol. Before transmitting data a connection must be established and after data
transmission is complete the connection must be closed.

UDP — the User Datagram Protocol (UDP) is a connectionless, best effort protocol
with no guarantee of delivery or confirmation of delivery. It has lower overhead than
TCP. When we speak of TCP/IP we are usually implicitly including UDP.

ICMP - the Internet Control Message Protocol (ICMP) provides the mechanisms for
hosts and routers to report network conditions and errors to other hosts and routers.
(For example, the ping command relies on ICMP.)

OSPF — Open Shortest Path First is a relatively complex, fast-converging routing
protocol. It is an interior gateway protocol that uses a link state routing algorithm and
requires that a hierarchy of areas be designed. An area is a logical collection of
routers and networks.

RIP — Routing Information Protocol is a dynamic routing protocol that allows routers
to share network information with each other. It is a distance vector protocol that
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2.5.5.

allows routers to only share information with their nearest neighbors. It is used as an
interior gateway protocol.

Session Layer 5, Presentation Layer 6, and Application Layer 7

These protocols are labeled (TCP) or (UDP) depending on which layer 4 protocol
they are based upon.

DNS — Domain Name System (both TCP and UDP) performs naming resolution
service by translating host names into I[P addresses and vice versa.

FTP - File Transfer Protocol (TCP) enables transfers of files between hosts.

HTTP — the Hypertext Transfer Protocol (TCP) is used for retrieving web pages and
many related tasks.

NTP — the Network Time Protocol (UDP) is the Internet standard protocol for
synchronizing time between network hosts and authoritative time sources.

SMTP — Simple Mail Transport Protocol (TCP) is the Internet standard protocol for
transmitting e-mail messages.

SNMP — Simple Network Management Protocol (UDP) enables a management
station to trap certain information messages from network devices.

SSH — Secure Shell (TCP) provides cryptographic security for remote login sessions
and other stream-oriented protocols.

Telnet — (TCP) Enables terminal oriented processes to communicate, it is used for
remote login.

TFTP — the Trivial File Transfer Protocol (UDP) provides file transfers without any
authentication or security.
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2.6. Quick “Review” of Attacks on Routers

General threats include but are not limited to: unauthorized access, session hijacking,
rerouting, masquerading, Denial of Service (DoS), eavesdropping, and information
theft. In addition to threats to a router from the network, dial up access to a router
exposes it to further threats.

Attack techniques include: password guessing, routing protocol attacks, SNMP
attacks, IP fragmentation attacks — to bypass filtering, redirect (address) attacks, and
circular redirect — for denial of service.

Session replay attacks use a sequence of packets or application commands that can be
recorded, possibly manipulated, and then replayed to cause an unauthorized action or
gain access.

Rerouting attacks can include manipulating router updates to cause traffic to flow to
unauthorized destinations. These kinds of attacks are sometimes called “route
injection” attacks.

Masquerade attacks occur when an attacker manipulates IP packets to falsify IP
addresses. Masquerades can be used to gain unauthorized access or to inject bogus
data into a network.

Session hijacking may occur if an attacker can insert falsified IP packets after session
establishment via [P spoofing, sequence number prediction and alteration, or other
methods.

Resource starvation attacks usually involve flooding the router with traffic or
requests designed to consume all of some limited resource. Target resources may be
bandwidth, memory, or even computation.

Careful router configuration can help prevent a (compromised) site from being used
as part of a Distributed Denial of Service (DDoS) attack, by blocking spoofed source
addresses. DDoS attacks use a number of compromised sites to flood a target site
with sufficient traffic or service requests to render it useless to legitimate users.

An enumeration of steps to take to improve router security, and an explanation of the
tradeoffs involved is the substance of later sections of this document.
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3. Router Security Principles and Goals

Routers can play a role in securing networks. This section describes general
principles for protecting a router itself, protecting a network with a router, and
managing a router securely. The last part of this section gives some guidance about
router security policy.

Conceptually, a router operates on three distinct domains or planes. The
management plane handles administration, configuration, and generally the persistent
state of the router. The control plane covers monitoring, route table updates, and
generally the dynamic operation of the router. The data or forwarding plane handles
the packets transiting the router among the networks it serves.

configuration # M authentication
commands

software configuration
updates backups
Management Plane
routing audit
information logs

cryptographic

negotiations Control Plane
network network
data data
Data Plane

Figure 3-1: Three-Plane Conceptual Model for a Router

To secure a router, we must consider the possible threats to each plane. Threats to
the management and control planes mostly concern unauthorized access to the router,
or interference with router operation. Threats to the data plane usually concern
violations of network security for the networks that the router supports.

3.1. Protecting the Router Itself
3.1.1. Physical Security

There are a number of ways to provide physical security for a router. The room that
contains the router should be free of electrostatic or magnetic interference. It should
have controls for temperature and humidity. If continuous operation of the router is

critical, an uninterruptible power supply (UPS) should be installed and spare
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3.1.2.

3.1.3.

components kept on hand. To help protect against some denial of service attacks,
and to allow it to support the widest range of security services, the router should be
configured with the maximum amount of memory possible.” Also, the router should
be placed in a locked room accessible only to authorized personnel. Physical devices
(e.g., PC cards, modems) used to connect to the router require storage protection.

Operating System

The operating system for the router is a crucial component. Decide what features the
network needs, and use the feature list to select the version of the operating system.
However, the very latest version of any operating system tends not to be the most
reliable due to its limited exposure in a wide range of network environments. One
should use the latest stable release of the operating system that meets the feature
requirements. Section 3.3.2 discusses the management of updates to the operating
system, and Sections 4 and 8 include information on Cisco’s IOS operating system.

Configuration Hardening

A router is similar to many computers in that it has many services enabled by default.
Many of these services are unnecessary and may be used by an attacker for
information gathering or for exploitation. Unnecessary services should be disabled in
the router configuration. Section 3.3.2 discusses management of updates to the router
configuration.

" Some readers might balk at this recommendation; on the grounds that memory costs money and
therefore a router should be purchased with the minimum amount of memory it needs to supports its
task. This is a false savings. The incremental cost of extra memory is usually small compared to the
total cost of a fully configured router, and the added performance and flexibility that the extra memory
will provide is almost always worthwhile when amortized over the number of users and services that
depend on the router for connectivity over its service lifetime. Also, adding memory to an operational
router requires taking that router out of service. In the Internet Service Provider community, for
example, it is considered an industry best practice to equip every operational router with as much
memory as it can hold.
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3.2. Protecting the Network with the Router

3.2.1.

Roles in Network Operations and Security

Routers perform many different jobs in modern networks, but for this discussion we
will examine three fundamental ways in which routers are employed.

Interior Routers

An interior router forwards traffic between two or more local networks within an
organization or enterprise. The networks connected by an interior router often share
the same security policy, and the level of trust between them is usually high. If an
enterprise has many interior routers, they will usually employ an Interior Gateway
Protocol to manage routes. Interior routers may impose some restrictions on the
traffic they forward between networks.

Most of the directions in this guide are useful for interior routers.

Internal

. —r

Router

Figure 3-2: An Interior Router Connects an Organization’s Internal Networks

Backbone Routers

A backbone or exterior router is one that forwards traffic between different
enterprises (sometimes called different ‘autonomous systems’). The traffic between
the different networks that make up the Internet is directed by backbone routers.

The level of trust between the networks connected by a backbone router is usually
very low. Typically, backbone routers are designed and configured to forward traffic
as quickly as possible, without imposing any restrictions on it. The primary security
goals for a backbone router are to ensure that the management and operation of the
router are conducted only by authorized parties, and to protect the integrity of the
routing information it uses to forward traffic. Backbone routers typically employ
Exterior Gateway Protocols to manage routes.

Configuring backbone routers is a very specialized task. Most of the techniques
described in this guide are applicable to backbone routers, but may need to be
modified or adapted to specific applications.
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Router

Figure 3-3: Backbone Routers Connect Many Networks

Border Routers

A border router forwards traffic between an enterprise and exterior networks. The
key aspect of a border router is that it forms part of the boundary between the trusted
internal networks of an enterprise, and untrusted external networks (e.g. the Internet).
It can help to secure the perimeter of an enterprise network by enforcing restrictions
on the traffic that it controls. A border router may employ routing protocols, or it may
depend entirely on static routes.

Internal
Networks

Router

Figure 3-4: A Border Router Connects Internal Networks to an External Network

Typically, a border router is not the only component at the boundary; many
enterprises also employ a firewall to enforce fine-grained security policy.

In the Figure 3-5, the border router acts as the first line of defense and is known as a
screening router. It contains a static route that passes all connections intended for the
protected network to the firewall. The firewall provides additional access control
over connections and network traffic. The firewall may also perform user
authentication. Using a firewall and a router together can offer better security than
either one alone.
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Protected
Network

Sew -

Router

Firewall

Figure 3-5: A Simple One-Router Firewall Configuration for a Network Boundary

Another approach is to position one router at the connection between the external
networks, and then another router between the firewall and the trusted internal
networks. This configuration offers two points at which policy can be enforced. It
also offers an intermediate area, often called the de-militarized zone (DMZ) between
the two routers. The DMZ is often used for servers that must be accessible from the
Internet or other external network.

Internal
Network

Internal or

Premises or Local net router

Gateway router Firewall

Figure 3-6: A Two-Router Firewall Configuration for a Network Boundary

All of the directions in this guide are suitable for border routers.

Packet Filters for TCP/IP

A packet filter for TCP/IP services provides control of the data transfer between
networks based on addresses and protocols. Routers can apply filters in different
ways. Some routers have filters that apply to network services in both inbound and
outbound directions, while others have filters that apply only in one direction. (Many
services are bi-directional. For example, a user on System A telnets to System B, and
System B sends some type of response back to System A. So, some routers need two
filters to handle bi-directional services.) Most routers can filter on one or more of the
following: source IP address, source port, destination IP address, destination port,
and protocol type. Some routers can even filter on any bit or any pattern of bits in the
IP header. However, routers typically do not have the capability to filter on the
content of services (e.g. FTP file name).

Packet filters are especially important for routers that act as the gateway between
trusted and untrusted networks. In that role, the router can enforce security policy,
rejecting protocols and restricting ports according to the policies of the trusted
network. Filters are also important for their ability to enforce addressing constraints.
For example, in Figure 3-1, the router should enforce the constraint that packets sent
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from the internal or protected network (right to left) must bear a source address
within a particular range. This is sometimes called egress filtering. Similarly, the
router should enforce the constraint that packets arriving from the Internet must bear
a source address outside the range valid for the protected network. This is a form of
ingress filtering.

Two key characteristics of TCP/IP packet filters are length and ordering. A filter
consists of one or more rules, with each rule either accepting or denying a certain set
of packets. The number of rules in a filter determines its length. Generally, as the
length grows the filter becomes more complex and more difficult to troubleshoot.
The order of the rules in a packet filter is critical. When the router analyzes a packet
against a filter the packet is effectively compared to each filter rule in sequential
order. If a match is found then the packet is either permitted or denied and the rest of
the filter is ignored. If no match is found then the packet is denied due to the implicit
deny rule at the end of the filter. You must carefully create filter rules in the proper
order so that all packets are treated according to the intended security policy. One
method of ordering involves placing those rules that will handle the bulk of the traffic
as close to the beginning of the filter as possible. Consequently, the length and
ordering of a packet filter rule set can affect the router’s performance. (Note: This
discussion is applicable to the packet filtering facilities of Cisco routers, most other
kinds of routers, and most packet filtering firewalls. Cisco filtering is discussed in
detail in Section 4.3. If you have a router made by a company other than Cisco
Systems, consult its documentation for details).

Applying Packet Filters: Permit Only Required Protocols and Services

Carefully consider what network services will be allowed through the router
(outbound and inbound) and to the router. If possible, use the following guideline for
creating filters: those services that are not explicitly permitted are prohibited.
This guideline is especially important for border routers. Make a list of the services
and protocols that must cross the router, and those that the router itself needs for its
operation. Create a set of filtering rules that permit the traffic identified on the list,
and prohibits all other traffic.

In cases where only certain hosts or networks need access to particular services, add a
filtering rule that permits that service but only for the specific host addresses or
address ranges. For example, the network firewall host might be the only address
authorized to initiate web connections (TCP port 80) through the router.

Applying Packet Filters: Reject Risky Protocols and Services

Sometimes, it is not possible to follow the strict security guideline discussed above.
In that case, fall back to prohibiting services that are commonly not needed, or are
known to be popular vehicles for security compromise. The following two tables
present common services to restrict because they can be used to gather information
about the protected network or they have weaknesses that can be exploited against
the protected network. The first table lists those services that should be completely
blocked by a typical border router. Unless you have a specific operational need to
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support them, the protocols listed in Table 3-1 should not be allowed across the

router in either direction.

Table 3-2 lists some services on the internal network or on the router itself that

Table 3-1: Services to Block Completely at a Border Router

Port (Transport) Service
1 (TCP & UDP) tcpmux
7 (TCP & UDP) echo
9 (TCP & UDP) discard
11 (TCP) systat
13 (TCP & UDP) daytime
15 (TCP) netstat
19 (TCP & UDP) chargen
37 (TCP & UDP) time
43 (TCP) whois
67 (UDP) bootp
69 (UDP) tftp
95 (TCP & UDP) supdup
111 (TCP & UDP) sunrpc
135 (TCP & UDP) loc-srv
137 (TCP & UDP) netbios-ns
138 (TCP & UDP) netbios-dgm
139 (TCP & UDP) netbios-ssn
177 (UDP) xdmep
445 (TCP) netbios (ds)
512 (TCP) rexec
515 (TCP) lpr
517 (UDP) talk
518 (UDP) ntalk
540 (TCP) uucp
1434 (UDP) Microsoft SQL Server
1900, 5000 (TCP & UDP) Microsoft UPnP SSDP
2049 (UDP) NFS
6000 - 6063 (TCP) X Window System
6667 (TCP) IRC
12345-6 (TCP) NetBus
31337 (TCP & UDP) Back Orifice

should not be accessible to connections from the external networks.
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Table 3-2: Some Services to Block at the Router from External Clients

Port (Transport) Service
79 (TCP) finger
161 (TCP & UDP) snmp
162 (TCP & UDP) snmp trap
513 (TCP) rlogin
513 (UDP) who
514 (TCP) rsh, rcp, rdist, rdump
514 (UDP) syslog
550 (TCP & UDP) new who

Standard Ports and Protocols

Some organizations maintain a list of standard ports and protocols that should be
allowed or supported on their networks. Various organization in the US DOD
maintain such lists, and the Defense Information System Agency (DISA) is
attempting to manage the creation of a standard list for the entire DOD.

For networks that are subject to such lists, it is best to take the first approach,
allowing only those ports and protocols mandated by the standard list, and rejecting
all others.

Address Filtering

Router filters should also be used to protect against IP address spoofing, especially
on border routers. In most cases filtering rules should apply both ingress and egress
filtering, including blocking reserved addresses. The principles to apply on border
routers are listed below.

e Reject all traffic from the internal networks that bears a source IP address
which does not belong to the internal networks. (Legitimate traffic
generated by sources on the internal networks will always bear a source
address within the range or ranges assigned to the internal networks; any
other traffic is attempting to claim a bogus source address, and is almost
certainly erroneous or malicious in nature.)

e Reject all traffic from the external networks that bears a source address
belonging to the internal networks. (Assuming that addresses are assigned
correctly, traffic sent from the external networks should always bear a
source address from some range other than those assigned to the internal
networks. Traffic bearing such spoofed addresses is often part of an
attack, and should be dropped by a border router.)

e Reject all traffic with a source or destination address belonging to any
reserved, unroutable, or illegal address range.
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3.2.3. Mitigating Denial of Service Attacks

Loss of service or severely degraded network performance can result from a variety
of causes. Denial of Service (DoS) refers to willful attempts to cause such
disruptions. Though DoS attacks can be viewed as tolerable annoyances, they can
have serious consequences if they occur during a time of crisis. There is no complete
solution to the DoS problem; as long as the resources of a network are limited and
openly available they will be vulnerable to attack. There are measures that network
administrators can take to protect networks from DoS attacks and lessen their effects.
These measures require some cooperative effort between those who administer hosts,
network devices, and provider access. To be effective, these measures must be
planned and in place before an attack occurs.

At the enterprise level there are three primary strategies for combatting DoS attacks,
described in detail below.

1. Prevent malicious traffic from entering the common network from the
enterprise network.

2. Configure and deploy local protective measures, at both border and
interior routers.

3. Coordinate protective measures against distributed DoS attacks with
network access providers and/or backbone administrators.

First, it is important for every network administrator to help reduce the number of
DoS attack launch platforms. Do not let your network be the origin point for a DoS
attack; keep hosts secure and eliminate compromised hosts from the network
immediately. There are several mechanisms available on routers to thwart certain
kinds of DoS attacks. Many of these attacks require use of invalid or spoofed source
addresses. For example, invalid addresses are used in SYN flood attacks to ensure
that the TCP handshake on the target host times out waiting for a response (see
Section 6.3.2). There are several ways to filter out these improperly-addressed
packets. Access control lists are a general filtering facility available on all routers
(see Section 4.3). Black hole routing can also be useful, and works on all routers (see
Section 4.4.6). Most Cisco routers support a facility called Unicast Reverse-Path
Forwarding Verification that uses the route table to detect and drop improperly-
addressed packets (see Section 4.4.7). Where possible, you should log occurences of
bad packets, logging these violations can help identify compromised hosts that need
to be removed from your network. Of course, detection will depend on reviewing the
router logs on a regular basis.

You can defend against some individual DoS attacks locally by rejecting packets
with invalid source addresses as they arrive at a border router (see Section 4.3.5).
Invalid or otherwise untraceable source addresses are often used to hide the actual
source of an attack. Also, router services that support attacks or attack amplification
should be disabled (see Section 4.2). Some routers and firewalls offer specialized
facilities to mitigate TCP SYN flood attacks; on Cisco routers this facility is called
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TCP Intercept (see Section 4.3.3). In some cases, router traffic rate control or quality
of service facilities can be used to protect critical services from the full effects of
DoS attacks (see Section 4.3.6). Router facilities may also be supplemented by
commercial anti-DoS products that provide finer-grained filtering and attack
detection.

A border router cannot control the type or overall volume of traffic that is sent to it.
DoS mitigation necessarily requires cooperative action “upstream,” i.e. from the
access provider, (possibly from) the transport provider, the source point access
provider, or even from the administrators of the attacking hosts. For example, as the
packets of an ICMP flood converge at the uplink, legitimate traffic is crowded out by
bogus traffic and packets are lost to traffic flow control. Connections and data
transfers are starved and eventually time out or hang because they are unable to
resynchronize. If your access provider performs statistical monitoring of traffic, they
can take steps to block and trace back bad traffic as the attack ramps up. If no such
quality of service monitoring exists, then the network being attacked will need to
actively request its access provider filter out offending traffic.

There is no set of methods that can completely counter all known DoS attacks, and
certainly there will be novel kinds of DoS attacks discovered in the future. It is still
prudent to be prepared to handle well-known DoS attacks using facilities already
available. Routers are a part of the solution, but cautious design, contingency
planning, and cooperation among network administrators are also necessary.
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3.3. Managing the Router
3.3.1. Access Mechanisms for Administrators

Controlling access to a router by administrators is an important issue. There are two
types of access: local and remote. Local access usually involves a direct connection
to a console port on the router with a dumb terminal or a laptop computer. Remote
access typically involves allowing telnet or SNMP connections to the router from
some computer on the same subnet or a different subnet. It is recommended to only
allow local access because during remote access all telnet passwords or SNMP
community strings are sent in the clear to the router. If an attacker can collect
network traffic during remote access then he can capture passwords or community
strings. However, there are some options if remote access is required.

1. Establish a dedicated management network. The management network
should include only identified administration hosts and a spare interface
on each router. Figure 3-7 shows an example of this.

Firewall

Management
LAN

Administration Host Logging Host

Figure 3-7: Using a Management LAN for Administration

2. Another method is to encrypt all traffic between the administrator’s
computer and the router. (Section 5.2 shows an example of setting up
IPSec encryption with a Cisco router and Windows 2000, Section 5.3
shows how to set up a Cisco router to support SSH encryption.)

In either case, packet filters can be configured to permit only the identified
administration hosts management access to the router.

In addition to how administrators access the router, there may be a need to have more
than one level of administrator, or more than one administrative role. Define clearly
the capabilities of each level or role in the router security policy. For example, one
role might be “network manager”, and administrators authorized to assume that role
may be able to view and modify the configuration settings and interface parameters.
Another role might be “operators”, administrators authorized to assume that role
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3.3.2.

3.3.3.

might be authorized only to clear connections and counters. In general, it is best to
keep the number of fully privileged administrators to a minimum.

Updating the Router

Periodically the router will require updates to be loaded for either the operating
system or the configuration file. These updates are necessary for one or more of the
following reasons: to fix known security vulnerabilities, to improve performance or
support new features (perhaps some that allow more advanced security policies).
Before updating, the administrator should complete the following checks. Determine
the memory required for the update, and if necessary install additional memory. Set
up and test file transfer capability between the administrator’s host and the router.
Schedule the required router and network downtime, usually after regular business
hours, to perform the update.

After obtaining an update from the router vendor (and verifying its integrity), the
administrator should follow procedures similar to the following. Shut down or
disconnect the interfaces on the router. Back up the current operating system and the
current configuration file to the administrator’s computer. Load the update for either
the operating system or for the configuration file. Perform tests to confirm that the
update works properly. If the tests are successful then restore or reconnect the
interfaces on the router. If the tests are not successful then back out the update.

Logging

Logging a router’s activities and status offers several benefits. Using the information
in a log, the administrator can tell whether the router is working properly or whether

it has been compromised. In some cases, it can show what types of probes or attacks
are being attempted against the router or the protected network.

Configuring logging on the router should be done carefully. Send the router logs to a
designated log host, which is a separate computer whose only job is to accept and
store logs. The log host should be connected to a trusted or protected network, or an
isolated and dedicated router interface. Harden the log host by removing all
unnecessary services and accounts. Set the level of logging on the router to meet the
needs of your security policy, and expect to modify the log settings as the network
evolves. The logging level may need to be modified based on how much of the log
information is useful. Two areas that should be logged are (1) matches to filter rules
that deny access, and (2) changes to the router configuration.

The most important thing to remember about logging is that logs must be reviewed
regularly. By checking over the logs periodically, you can gain a feeling for the
normal behavior of your network. A sound understanding of normal operation and
its reflection in the logs will help you to identify abnormal or attack conditions.

Accurate timestamps are important to logging. All routers are capable of maintaining
their own time-of-day, but this is usually not sufficient. Instead, direct the router to
at least two different reliable time servers (via NTP) to ensure accurate and reliable
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of time information. Direct the logging host to reliable time servers. Include a
timestamp in each log message. This will allow you to trace network attacks more
credibly. Finally, consider also sending the logs to write-once media or a dedicated
printer to deal with worst case scenarios (e.g. compromise of the log host).

Operational Security Management

Maintaining the security of a router over its operational lifetime requires regular
assessment, testing, and correction.

Another important aspect of lifetime security is preparing for problems. Keeping up
to date backups of router configurations and installed 10S releases is essential for
quick and reliable recovery from security compromises or simple hardware failures.
Plan your recovery actions, write down the procedures, and then exercise the plan
periodically so that all the participants understand their roles. Your recovery plan
must be coordinated with your security policy (see next section).

In the case of a security compromise, it is highly desirable to preserve the evidence,
so that it can be used in a forensic investigation or even prosecution. Include the
steps for capturing the compromised state of a router in your recovery plan.
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3.4. Security Policy for Routers

34.1.

Routers are an important part of a network, and their security is a vital part of the
overall security for the networks they serve. What does it mean for a router to be
secure? One simple way to define the security of a router is this: does the operation,
configuration, and management of the router satisfy your security policy?

A Conceptual Basis for Router Security Policy

Figure 3-8, below, shows a layered view of the security of a router. The security of
each layer depends on the security of the layers inside it.

Router Security (" -~ ~ ) Corresponding Access
Layers
Physical Integrity P hysic.al access
of the Router o Electrical access
Core Static Configuration e Administrative access
of the Router o Software updates
Dynamic Configuration .
\ and Status of the Router * Routing protocols
o Access to the network that
Y Network Traffic through the Router y the router serves.

Figure 3-8: Layered View of Router Security

The innermost zone is the physical security of the router. Any router can be
compromised by an attacker with full physical access; therefore, physical access must
be controlled to provide a solid foundation for the overall security of the router.

Most routers offer one or more direct connections, usually called ‘Console’ or
‘Control’ ports; these ports usually provide special mechanisms for controlling the
router. Router security policy should define rules for where and how these ports may
be used.

The next innermost zone of the diagram is the stored software and configuration state
of the router itself. If an attacker can compromise either of these, particularly the
stored configuration, then he will also gain control of the outer two layers. Some
important aspects of the stored configuration are the interface addresses, the user
names and passwords, and the access controls for direct access to the router’s
command interface. Security policy usually includes strict rules about access to this
layer, in terms of both administrative roles and network mechanisms.

The next outermost zone of the diagram is the dynamic configuration of the router.
The route tables themselves are the most obvious part of this. Other pieces of
dynamic information, such as interface status, ARP tables, and audit logs, are also
very important. If an attacker can compromise the dynamic configuration of a
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router, he can compromise the outermost layer as well. Security policy for a router
should include rules about access to this layer, although it is sometimes overlooked.

The outer zone of the diagram represents the intra-network and inter-network traffic
that the router manages. The overall network security policy may include rules
about this, identifying permitted protocols and services, access mechanisms, and
administrative roles. The high-level requirements of the network security policy
must be reflected in the configuration of the router, and probably in the router
security policy.

Router Security Policy and Overall Network Security Policy

Typically, the network that a router serves will have a security policy, defining roles,
permissions, rules of conduct, and responsibilities. The policy for a router must fit
into the overall framework. The roles defined in the router security policy will
usually be a subset of those in the network policy. The rules of conduct for
administering the router should clarify the application of the network rules to the
router.

For example, a network security policy might define three roles: administrator,
operator, and user. The router security policy might include only two: administrator
and operator. Each of the roles would be granted privileges in the router policy that
permit them to fulfill their responsibilities as outlined in the network policy. The
operator, for example, might be held responsible by the network security policy for
periodic review of the audit logs. The router security policy might grant the operator
login privileges to the router so that they can access the router logs.

In other regards, the router policy will involve far more detail than the network
policy. In some cases, the router enforces network policy, and the router policy must
reflect this.

For example, the network security policy might forbid administration of the router
from anywhere but the local LAN. The router policy might specify the particular
rules to be enforced by the router to prevent unauthorized remote administration.

Creating a Security Policy for a Router

There are several important tips to remember when creating the security policy for a
router:

¢ Specify security objectives, not particular commands or mechanisms —
When the policy specifies the security results to be achieved, rather than a
particular command or mechanism, the policy is more portable across
router software versions and between different kinds of routers.

e Specify policy for all the zones identified in the figure above —
Begin with physical security, and work outwards to security for the static
configuration, the dynamic configuration, and for traffic flow.
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e Services and protocols that are not explicitly permitted should be denied —
When representing the network policy in the router policy, concentrate on
services and protocols that have been identified as explicitly needed for
network operation; explicitly permit those, and deny everything else.

In some cases, it may not be practical to identify and list all the services and
protocols that the router will explicitly permit. A backbone router that must route
traffic to many other networks cannot always enforce highly tailored policies on the
traffic flowing through it, due to performance concerns or differences in the security
policies of the different networks served. In these kinds of cases, the policy should
clearly state any limitations or restrictions that can be enforced. When drafting a
policy, keep most of the directives and objectives high-level; avoid specifying the
particular mechanisms in the policy.

A security policy must be a living document. Make it part of the security practices of
your organization to regularly review the network security policy and the router
security policy. Update the router policy to reflect changes in the network policy, or
whenever the security objectives for the router change. It may be necessary to revise
the router security policy whenever there is a major change in the network
architecture or organizational structure of network administration. In particular,
examine the router security policy and revise it as needed whenever any of the
following events occur.

e New connections made between the local network and outside networks
e Major changes to administrative practices, procedures, or staff
e Major changes to the overall network security policy

e Deployment of substantial new capabilities (e.g. a new VPN) or new
network components (e.g. a new firewall)

e Detection of an attack or serious compromise

When the router security policy undergoes a revision, notify all individuals
authorized to administer the router and all individuals authorized for physical access
to it. Maintaining policy awareness is crucial for policy compliance.

Finally, some organizations have high-level policies that impose specific
requirements on the contents of individual network security policies. Carefully check
your router’s security policy against any applicable high-level policy, to ensure that it
meets all the requirements.

3.4.4. Router Security Policy Checklist
The checklist below is designed as an aid for creating router security policy. After
drafting a policy, step through the list and check that each item is addressed in your
policy.
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Physical Security

Designates who is authorized to install, de-install, and move the router.

Designates who is authorized to perform hardware maintenance and to change
the physical configuration of the router.

Designates who is authorized to make physical connections to the router.

Defines controls on placement and use of console and other direct access port
connections.

Defines recovery procedures for the event of physical damage to the router, or
evidence of tampering with the router.

Static Configuration Security

Designates who is authorized to log in directly to the router via the console or
other direct access port connections.

Designates who is authorized to assume administrative privileges on the
router.

Defines procedures and practices for making changes to the router static
configuration (e.g. log book, change recording, review procedures)

Defines the password policy for user/login passwords, and for administrative
or privilege passwords. Include a list of conditions that require passwords to
be changed (e.g lifetime, staff changes, compromise)

Designates who is authorized to log in to the router remotely.

Designates protocols, procedures, and networks permitted for logging in to
the router remotely.

Defines the recovery procedures and identifies individuals responsible for
recovery, in the case of compromise of the router’s static configuration.

Defines the audit log policy for the router, including outlining log
management practices and procedures and log review responsibilities.

Designates procedures and limits on use of automated remote management
and monitoring facilities (e.g. SNMP)

Outlines response procedures or guidelines for detection of an attack against
the router itself.

Defines the management policy and update intervals for long-term secrets,
such as those for routing protocols, NTP, TACACS+, RADIUS, and SNMP.

Defines the key management policy for long-term cryptographic keys (if any).

Dynamic Configuration Security

Identifies the dynamic configuration services permitted on the router, and the
networks permitted to access those services.
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« Identifies the routing protocols to be used, and the security features to be
employed on each.

» Designates mechanisms and policies for setting or automating maintenance of
the router’s clock (e.g. manual setting, NTP).

« Identifies key agreement and cryptographic algorithms authorized for use in
establishing VPN tunnels with other networks (if any).

Network Service Security

« Enumerates protocols, ports, and services to be permitted or filtered by the
router, for each interface or connection (e.g. inbound and outbound), and
identifies procedures and authorities for authorizing them.

« Describes security procedures and roles for interactions with external service
providers and maintenance technicians.

Compromise Response

o Enumerates individuals or organizations to be notified in the event of a
network compromise.

o Identifies relevant configuration information to be captured and retained.

« Defines response procedures, authorities, and objectives for response after a
successful attack against the network, including provision for preserving
evidence and for notification of law enforcement.
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4. Implementing Security on Cisco

Routers

The diagram below shows a simple network configuration. The structures and
addresses illustrated here are used for all of the examples in Sections 4, 5, and 6.

ethoo | 14.2.0.20

Facility Network

Remote Network
7.0.0.0/8

Authentication
Server
14.2.6.18/24

14.1.0.0/16

LAN 1
14.2.6.0/24

Server

14.1.15.250/16

eth 0/0

eth 0/1

14.2.9.250/24
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South  (firewall)
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User Host

14.2.9.6/24 Admin Server Mail Server
142.9.124 1429324

eth0/1) 14.2.10.64/24

Protected Enclave
14.2.10.0/24

User Host FTP & Web Server
14.2.10.6/24 14.2.10.2/24

Figure 4-1: Example Network Architecture

Figure 4-1 is simply a vehicle for presenting security guidance about routers, it is not

User Host
14.2.6.6/24

a design for a secure network. However, this architecture reasonably reflects the

kinds of networks found in many organizations.
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4.1. Router Access Security

4.1.1.

This section discusses the various mechanisms used to protect the router itself. These
include physical access, user account protection, software protection, remote
administration concerns, and configuration issues. When thinking about the security
of your network it is important to consider these issues for all your systems, where
applicable, as well as for your routers.

Physical Security

Once an individual has physical access to a piece of networking equipment there is
no way to stop him from modifying the system. This problem is not only confined to
network devices but is also true of computers and any other electrical or mechanical
device. It is always a matter of time and effort. There are things that can be done to
make this more difficult, but a knowledgeable attacker with access can never be
completely defeated, only slowed down. One of the best additions to the security
features of a computer network is to limit access. Network infrastructure
components, like routers, are especially important because they are often used to
protect segments of the network and can also be used for launching attacks against
other network segments.

Network equipment, especially routers and switches, should be located in a limited
access area. If possible, this area should only be accessible by personnel with
administrative responsibilities for the router. This area should be under some sort of
supervision 24 hours a day and 7 days a week. This can be accomplished through the
use of guards, system personnel, or electronic monitoring. In practice, physical
security mechanisms and policies must not make access too difficult for authorized
personnel, or they may find ways to circumvent the physical security precautions.

If remote administration is used to configure and control routers, then consider ways
of protecting the machines used for remote administration, and the networks they use
to communicate with the router. Use access lists to limit remote administration
access to hosts that enjoy reasonable physical security. If possible, use encryption to
protect the confidentiality and integrity of the remote administration connection (see
Sections 5.2 and 5.3).

To illustrate one reason why physical security is critical to overall router security,
consider the password recovery procedure for Cisco routers. Using this procedure,
an individual with physical access can gain full privileged (enable) access to a Cisco
router without using a password. The details of the procedure varies between router
models, but always includes the following basic steps. An administrator (or an
attacker) can simply connect a terminal or computer to the console port and follow
the procedure below (taken from “Password Recovery Process” in [1]).

“Step 1 Configure the router to boot up without reading the
configuration memory (NVRAM). This is sometimes called
the test system mode.
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Step 2 Reboot the system.

Step 3 Access enable mode (which can be done without a password
if you are in test system mode).

Step 4 View or change the password, or erase the configuration.

Step 5 Reconfigure the router to boot up and read the NVRAM as it
normally does.

Step 6 Reboot the system.”

Anyone with experience or training using Cisco routers can parley physical access
into full privileged administrative access; the procedure takes only a couple of
minutes. (Note: Step 5 is very important; if you need to use the password recovery
procedure for any reason, do not neglect to restore the system boot settings after
regaining access to the router. Failure to do so will usually result in the router
coming up in an insecure state on subsequent reboots.)

A second reason for controlling physical access to the router involves flash memory
cards. Many Cisco router models offer PC-Card slots or CompactFlash slots that can
hold additional flash memory. Routers equipped with these kinds of slots will give
preference to memory installed in a slot over memory installed in the chassis. An
attacker with physical access to a router on your network can install a flash memory
card, or replace an old one. They could then boot the router with their flash, thus
causing the router to run their IOS version and configuration. If done carefully and
well, this kind of attack can be very difficult to detect. The best defense against it is
good physical security.

An operational security concern closely related to physical security is physical
operating environment. Like most networking equipment, routers are sensitive to
extreme temperature and humidity. If a router is not located in an environmentally
friendly area then it may operate in unexpected ways and degrade its security. This is
also a personnel safety issue. A room where routers are located should be free of
electrostatic and magnetic interference. The area should also be controlled for
temperature and humidity. If at all possible, all routers should be placed on an
Uninterruptible Power Supply (UPS), because a short power outage can leave some
network equipment in undetermined states.

The console (con) and auxiliary (aux) ports on Cisco routers are used for serial
connections to the router. Most Cisco routers have both a console and an auxiliary
port, some of the smallest models have only a console port. The primary difference
between the two ports is that the password recovery mechanism can be used on the
console port only. In many cases, the auxiliary port is unused. Some administrators
connect a modem to the auxiliary port to facilitate remote administration via dial-up.
Permitting direct dial-in to any vital piece of network infrastructure is potentially
very risky, and should be set up only when timely access by other means is not
feasible. In general, the auxiliary port should be disabled (see Section 4.1.3).

The rest of this section describes configuration steps that you should take to lock
down your routers. It is important to apply these measures before connecting a new
router to any potentially hostile network.
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4.1.2.

4.1.3.

Router Software Versions

Cisco issues new 1OS versions and upgrades fairly frequently; making it a significant
administrative burden to keep all the routers on a large network up to date. Newer
versions of IOS fix bugs and vulnerabilities that existed in the older versions, and add
new security features. Keep your IOS as up to date as is practical. A second problem
is that the early versions of new IOS releases can be less robust than more mature,
later versions (i.e. 12.0.1 was an early version of IOS Release 12, while 12.0.9 was a
mature version of Release 12). A good approach to this problem is to maintain
operational routers with recent, but not cutting-edge, Cisco 10S releases. This will
allow others to find the bugs in the newer versions (and get them fixed). The
recommended minimum [OS release is IOS 12.0. The recommended newest release
would be the most recent “GD” version that is at least a month old (at the time of this
writing, 12.1.21). To check your IOS version, log in and enter the command show
version. For more details on IOS upgrades, see Sections 4.5 and 8.3.

Router Configuration and Commands (I10S)

After connecting to a router and initially logging in, the system is in user mode also
known as EXEC mode. EXEC mode gives limited access to the command set of the
router. Access to all the router commands, including the ability to change the
configuration, is reserved for the privileged EXEC mode. Typing the enable
command at an EXEC mode prompt will give access to the privileged EXEC mode.
Privileged EXEC mode is sometimes called ‘enable mode’.

There are several configuration modes on a Cisco router. To enter the global
configuration mode (config) type the command configure terminal, commonly
abbreviated “config t”. In the global configuration mode a wide variety of overall
router features and settings can be changed: banners, authentication systems, access
lists, logging, routing protocols, and much more. There are sub-modes which are
used to configure specific settings for interfaces, lines, routing protocols, etc. The list
below describes some of the sub-modes.

o interface (config-if) is used to configure aspects of a particular interface
like FastEthernetO, Ethernet 0/1, or Vlan2.

o line (config-line) is used to set up the console port, auxiliary port and
virtual terminal lines.

e access-list: There are two types of IP named access lists, extended
(config-ext-n) and standard (config-std-#), which can be used instead of
numbered lists. Access-list mode is used for building named access lists.

e route (config-route) is where specific parameters can be set and modified
for a selected routing protocol.

In addition to the standard authentication, authorization, and logging router functions,
Cisco IOS 11.1 and later offer a comprehensive model for authentication,
authorization, and accounting (AAA), the so-called ‘new model’. See Section 4.1.6
for a brief description and Section 4.6 for more details.
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4.1.4.

4.1.5.

Router Network Traffic and the Loopback Interface

The pimary job of a router is forwarding traffic between networks, but routers also
generate some network traffic. Routers and other network devices communicate
using various management protocols, such as routing protocols, SNMP, NTP, and
TFTP. When the router initiates a network connection, that connection must have
some source address; typically a router will select a source address from one of the
addresses bound to one of its network interfaces. This can be problematic in several
ways, mainly because the source address for some services can vary.

In addition to physical interfaces, Cisco IOS routers have the ability to define internal
virtual interfaces, called loopback interfaces. It is considered best practice, in
configuring Cisco routers, to define one loopback interface, and designate it as the
source interface for most traffic generated by the router itself. Adopting this practice
yields several benefits for the overall stability and security management of a network,
because the address of the loopback interface is fixed. When a router is configured to
use the loopback interface for services, it is possible to configure the security of other
devices in the network more tightly. (When a service is configured to use the
loopback interface as its source, we say that the service is bound to that interface. It
means that [P packets generated by the router will have the loopback interface’s
address as their source address. Also, the loopback interface’s address does not
appear in any route-based network maps; hiding administrative aspects of your
network from potential attackers is usually good practice. For further discussion of
loopback interfaces, consult [5].)

To create a loopback interface, simply assign it an IP address. For a border router,
the loopback’s address usually should be in the range of the internal or DMZ
network, not the external network. Note that the loopback address cannot be the
same as the address of any other interface, nor can it be part of the same network as
any other interface.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface loopbackO

Central (config-if) # description Main loopback interface
Central (config-if)# ip address 14.2.11.250 255.255.255.255
Central (config-if) # end

Central#

In general, router network services that can be bound to the loopback interface should
be. Commands to set source interface bindings are given with the discussion of each
service in the rest of the guide.

Logins, Privileges, Passwords, and Accounts
Logins and Banners

A login banner, which includes a legal notice, should be set up on each operational
router. A legal notice usually includes a ‘no trespassing’ warning, a statement that all
use of the device must be authorized by the owning organization, a statement about
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the device being subject to monitoring, and perhaps a statement threatening
prosecution. A proper legal notice protects the ability of the owning organization to
pursue legal remedies against an attacker. Consult your organization’s legal staff or
general counsel for suitable language to use in your legal notice. See also [7] for
more discussion of banners and their content.

Do not include any network architecture or device information in the banner
message. Router model and location information should never be included. Be
careful not to provide any information in the banner message that should not be
shared with the general public. To set the router's message-of-the-day banner use the
command banner motd delimiter message delimiter. The delimiter can
be any single character.

The console (con) port is the default location for performing router management and
configuration. It is okay to leave a connection to the console port attached all the
time, but that terminal (or computer) should be standalone, and protected from
unauthorized access. The connection to the console port should not be left logged in.
Configure the console line to time out EXEC sessions, so that if an administrator
forgets to log out, the router will log him or her out automatically. The example
below shows how to set up the console line to enforce a five-minute timeout; the
command transport input none prevents remote access to the console port via
reverse-telnet (on IOS 12.0 and earlier only).

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# line con 0

Central (config-line)# transport input none

Central (config-line) # exec-timeout 5 0

Central (config-line) # exit

Central (config) #

Each authorized user should log in using their own account (for more details, see the
Accounts sub-section below). Apply the command login local to the console line
to enforce user log. Note that you must create at least one user account, otherwise
you will be locked out of the console. If you do not already have users accounts set
up, then create at least one before setting the console to use local login. The syntax
for creating a local user is username name privilege level password string
The example below shows how to create an account with a password and set console
login.

Central (config) # username brian privilege 1 password g00d+pa55wOrd

Central (config)# line con 0

Central (config-line)# login local

(

Central (config-line)# end
Central#

The auxiliary port, if at all possible, should be disabled. Router Central, in the
sample network diagram (Figure 4-1), has no need for the aux port. The example
below shows how to disable login on the auxiliary port (login to enable mode first):

Central# config t
Enter configuration commands, one per line. End with CNTL/Z.
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Central (config)# line
Central (config-line) #
Central (config-line) #
Central (config-line) #
Central (config-line) #
Central (config-line) #

aux 0

transport input none
login local
exec-timeout 0 1

no exec

exit

Section 4.1.5 discusses configuration of the auxiliary port if it is required for a
modem. If the auxiliary port is required for a second local serial connection then

configure it as shown below.

Central (config)# line
Central (config-line) #
Central (config-line) #
Central (config-line) #
Central (config-line) #
Central (config-line) #
Central#

aux 0

exec-timeout 5 0
login local
transport input none
exec

end

VTYs and Remote Administration

One primary mechanism for remote administration of Cisco routers is logging in via
Telnet or SSH; these connections are called virtual terminal lines. Login on the
virtual terminal lines should be disabled if remote administration is not absolutely
necessary. Remote administration without encryption is inherently dangerous
because anyone with a network sniffer on the right LAN segment can acquire the
router passwords and would then be able to take control of the router. To disable
network virtual terminal connections to the router, create an access list and apply it to
the virtual terminal lines, or use the command transport input none, as shown
in the example below. [Note: perform these commands only when connected to the
aux or console port, do not perform them while logged into the router via Telnet.]

South# config t

Enter configuration commands,

one per line. End with CNTL/Z.

South (config) # no access-1list 90

South (config) # access-
vty 0 4

access-class 90 in
transport input none
# login local
# exec-timeout 0 1
# no exec
# end

(
(
South (config) # line
South (config-line) #
South (config-line) #
South (config-line
(
(
(
#

South (config-line
South (config-line
South

)
)
South (config-line)
)
)

list 90 deny any log

If remote administration is necessary, see Section 4.1.6 for details on configuring
remote administration, and Sections 5.2 and 5.3 for cryptographic mechanisms for
protecting the remote administration connections.

Most versions of IOS have five virtual terminals, numbered 0 through 4. Some I0S
versions (including the versions designated “Enterprise”) may have 15, 64, or even
more. It is important to know how many virtual terminals your IOS version has, and
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to explicitly configure all of them securely. If you do not know how many vtys your
router supports, you can list them using the command show line vty in the
manner shown below.

South# show line vty 0 ?
<1-935> Last Line range
summary Quick line status summary
| Output modifiers
<cr>
South# show line vty 0 935
Tty Typ Tx/Rx A Modem Roty AccO AccIl Uses Noise Overruns Int

66 VTY - - - - - 0 0 0/0 -
67 VTY - - - - - 0 0 0/0 -
68 VTY - - - - - 0 0 0/0 -
69 VTY - - - - - 0 0 0/0 -
70 VTY - - - - - 0 0 0/0 -
71 VTY - - - - - 0 0 0/0 -
72 VTY - - - - - 0 0 0/0 -
South#

The seven lines of output from the ‘show line’ command indicate that the router
South has seven virtual terminals, two more than the default complement of five.

Normally, you would configure all of the vtys on the router identically. If the router
has more vtys than you need, then disable the extra ones, or delete them with the
configuration mode command no line wty. The transcript below shows how to
delete the extra two vtys on the router South - simply delete 5, and both 5 and 6 will
disappear. (Note: on most IOS versions, you cannot delete VTY's 0 through 4.)

South# config t
Enter configuration commands, one per line. End with CNTL/Z.
South (config) # no line vty 5
South (config) # exit
South# show line vty 0 935
Tty Typ Tx/Rx A Modem Roty AccO AccI Uses Noise Overruns Int

66 VTY - - - - - 0 0 0/0 -

67 VTY - - - - - 0 0 0/0 -

68 VTY - - - - - 0 0 0/0 -

69 VTY - - - - - 0 0 0/0 -

70 VTY - - - - - 0 0 0/0 -
South#
Privileges

Cisco IOS provides for 16 different privilege levels ranging from 0 to 15. Cisco I10S
comes with 2 predefined user levels. User EXEC mode runs at privilege level 1 and
“enabled” mode (privileged EXEC mode) runs at level 15. Every IOS command is
pre-assigned to either level 1 or level 15. If the router is configured with aaa new-
model then local or remote AAA can be used for user authorization (see Section 4.6
for more details).

By default Cisco provides EXEC (level 1) with a few commands which may, in terms
of security, make more sense being at a higher privilege level. The next example

Version 1.1¢ 61



Router Security Configuration Guide

shows how to move the commands to the privileged mode, which in most
configurations should be protected better.

Central (config) # privilege exec level 15 connect

Central (config) # privilege exec level 15 telnet

Central (config) # privilege exec level 15 rlogin

Central (config) # privilege exec level 15 show ip access-lists
Central (config) # privilege exec level 15 show access-lists
Central (config) # privilege exec level 15 show logging

Central (config)# ! if SSH is supported..

Central (config) # privilege exec level 15 ssh

Central (config) # privilege exec level 1 show ip

The last line is required to move the show command back down to level 1.

It is also possible to set up intermediate privilege levels. For example, an
organization might want to set up more than the two levels of administrative access
on their routers. This could be done by assigning a password to an intermediate
level, like 5 or 10, and then assigning particular commands to that privilege level.
Deciding which commands to assign to an intermediate privilege level is beyond the
scope of this document. But, if an attempt was made to do something like this there
are a few things to be very careful about. First, do not use the username command
to set up accounts above level 1, use the enable secret command to set a level
password instead (see next sub-section). Second, be very careful about moving too
much access down from level 15, this could cause unexpected security holes in the
system. Third, be very careful about moving any part of the configure command
down, once a user has write access they could leverage this to acquire greater access.

Passwords

There are two password protection schemes in Cisco IOS. Type 7 uses the Cisco-
defined encryption algorithm which is known to the commercial security community
to be weak. Type 5 uses an iterated MD5 hash which is much stronger. Cisco
recommends using Type 5 encryption instead of Type 7 where possible (see
“Configuring Passwords and Privileges” in the IOS 12 Security Configuration
Guide).

Type 7 encryption is used by the enable password, username, and line
password commands.

e To protect the privileged EXEC level as much as possible, do not use the
enable password command, only use the enable secret command.
Even if the enable secret is set do not set the enable password, it
will not be used and may give away a system password.

South# config t

Enter configuration commands, one per line. End with CNTL/Z.
South (config) # enable secret 2-mAny-rOUtEs

South (config) # no enable password

South (config) # end

South#
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e Because it is not possible to use Type 5 encryption on the default EXEC

login or the username command (prior to IOS 12.3), no user account
should be created above privilege level 1. But user accounts should be
created for auditing purposes (see Accounts, below). The username
command should be used to create individual user accounts at the EXEC
level and then the higher privilege levels should be protected with enable
secret passwords. Then users with a need to work at higher levels would
be given the higher privilege level password.

If the 1login command is used to protect a line then the line password
command is the only way to set a password on a line. But if the login
local command is used to protect a line then the specified user
name/password pair is used. For access and logging reasons the login
local method should be used.

In addition to the above password access mechanisms, AAA mechanisms may be
used to authenticate, authorize, and audit users (see Section 4.6 for details).

Good security practice dictates some other rules for passwords. Some of the more
important rules are provided in the following list.

The privileged EXEC secret password should not match any other user
password or any other enable secret password. Do not set any user or
line password to the same value as any enable secret password.

Enable service password-encryption; this will keep passersby from
reading your passwords when they are displayed on your screen.

Be aware that there are some secret values that service password-
encryption does not protect. Never set any of these secret values to the
same string as any other password.

e SNMP community strings — for more information about SNMP
security see Section 4.5.3.

RADIUS keys (in 12.1 and earlier)
TACACS+ keys (in 12.1 and earlier)

NTP authentication keys — for more information about NTP security,
see Section 4.5.

Peer router authentication keys (in 12.1 and earlier) — for more
information about routing protocol authentication see Section 4.4.

Avoid dictionary words, proper names, phone numbers, dates, addresses.

Always include at least one of each of the following: lowercase letters,
uppercase letters, digits, and special characters.

Make all passwords at least eight characters long.

Avoid more than 4 digits or same-case letters in a row.
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4.1.6.

See [4] for more detailed guidance on selecting good passwords. Note: enable
secret and username passwords may be up to 25 characters long including
spaces.

Accounts

First, give each administrator their own login user name for the router. When an
administrator logs in with a user name and changes the configuration, the log
message that is generated will include the name of the login account which was used.
The login accounts created with the username command should be assigned
privilege level 1 (see Passwords, above). In addition, do not create any user accounts
without passwords! When an administrator no longer needs access to the router,
remove their account. The example below shows how to create local user accounts
for users named ‘rsmith’ and ‘bjones’, and remove the local user named ‘brian’.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # service password-encryption

Central (config) # username rsmith password 3d-zircOnia
Central (config) # username rsmith privilege 1

Central (config) # username bjones password 2B-or-3B

Central (config) # username bjones privilege 1

Central (config) # no username brian

Central (config) # end

Central#

Only allow accounts that are required on the router and minimize the number of users
with access to configuration mode on the router. See Section 4.6, which describes
AAA, for a preferred user account mechanism.

Remote Access

This document will discuss five connection schemes which can be used for router
administration.

1. No Remote — administration is performed on the console only.

2. Remote Internal only with AAA — administration can be performed on
the router from a trusted internal network only, and AAA is used for
access control.

3. Remote Internal only — administration can be performed on the router
from the internal network only.

4. Remote External with AAA — administration can be performed with both
internal and external connections and uses AAA for access control.

5. Remote External — administration can be performed with both internal
and external connections.
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As discussed in Section 4.1.5, remote administration is inherently dangerous. When
you use remote administration, anyone with a network sniffer and access to the right
LAN segment can acquire the router account and password information. This is why
remote administration security issues center around protecting the paths which the
session will use to access the router. The five regimes listed above are listed in the
order that best protects the router and allows for accounting of router activities.
Section 4.6 describes remote access with AAA. This section will discuss remote
internal only access without AAA. Remote access over untrusted networks (e.g. the
Internet) should not be used, with or without AAA, unless the traffic is adequately
protected, because the user’s password will travel the network in clear text form.

The security of remote administration can be enhanced by using a protocol that
provides confidentiality and integrity assurances, such as IPSec or SSH. Setting up
IPSec for remote administration is covered in Section 5.2. Cisco has added support
for the Secure Shell (SSH) protocol to many versions of IOS 12.0 and later, and
nearly all IOS releases in 12.3T, 12.4 and later. Section 5.3 describes how to use
SSH for secure remote administration, and SSH should always be used instead of
Telnet whenever possible.

The Auxiliary Port

As discussed in Section 4.1.5 the aux port should be disabled. Only if absolutely
required should a modem be connected to the aux port as a backup or remote access
method to the router. Attackers using simple war-dialing software will eventually
find the modem, so it is necessary to apply access controls to the aux port. As
discussed earlier, all connections to the router should require authentication (using
individual user accounts) for access. This can be accomplished by using login
local (see next sub-section for example) or AAA (see Section 4.6). For better
security, 10S callback features should be used. A detailed discussion on setting up
modems is beyond the scope of this document. Consult the Cisco I0S Dial Services
guide [6] for information about connecting modems and configuring callback.

Network Access

Remote network connections use the VTY lines to connect to the router. To
configure the vtys for remote access do the following: bind the telnet service to the
loopback interface, create and apply an access list explicitly listing the hosts or
networks from which remote administration will be permitted, and set an exec
session timeout.

Central (config)# ip telnet source-interface loopbackO
Central (config)# access-list 99 permit 14.2.9.1 log
Central (config) # access-list 99 permit 14.2.6.6 log
Central (config) # access-list 99 deny any log

Central (config)# line vty 0 4

Central (config-line)# access-class 99 in

Central (config-line)# exec-timeout 5 0

Central (config-line)# transport input telnet

Central (config-line) # login local

Central (config-line) # exec
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4.1.7.

4.1.8.

Central (config-line) # end
Central#

The IP access list 99 limits which hosts may connect to the router through the vty
ports. Additionally, the IP addresses which are allowed to connect must be on an
internal or trusted network. For more details on access lists see Section 4.3. The
login local command requires a username and password be used for access to the
router (this command will be different if you are using AAA with an authentication
server). Finally, the transport input telnet command restricts the
management interface to telnet only. This is important because the other supported
protocols, like rlogin and web, are less secure and should be avoided.

Cisco 10S supports outgoing telnet as well as incoming; once an administrator or
attacker has gained telnet access via a VTY, they can establish further telnet sessions
from the router to other devices. Unless this capability is important for managing
your network, it should be disabled as shown below.

Central (config) # line vty 0 4
Central (config-line)# transport output none
Central (config-line) # exit

Lastly, if you are going to permit remote administration via Telnet, enable TCP
keepalive services. These services will cause the router to generate periodic TCP
keepalive messages, thus allowing it to detect and drop orphaned (broken) TCP
connections to/from remote systems. Using this service does not remove the need for
setting an exec-timeout time as recommended above.

Central (config)# service tcp-keepalives-in
Central (config) # service tcp-keepalives-out
Central (config)# exit

Central#

Authentication, Authorization, and Accounting (AAA)

This is Cisco’s new access control facility for controlling access, privileges, and
logging of user activities on a router. Authentication is the mechanism for
identifying users before allowing access to a network component. Authorization is
the method used to describe what a user has the right to do once he has authenticated
to the router. Accounting is the component that allows for logging and tracking of
user and traffic activities on the router which can be used later for resource tracking
or trouble shooting. Section 4.6 contains details on configuring AAA in an example
network.

Logistics for Configuration Loading and Maintenance

There are two basic approaches for configuration loading and maintenance: online
editing and offline editing. They each have advantages and disadvantages. Online
editing provides for syntax checking but provides limited editing capability and no
comments. Offline editing provides the ability to add comments, allows for the use
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of better editors, and guarantees all settings will be visible, but provides no syntax
checking. With the online editing, the show run command will only show those
configuration settings which are different from the IOS defaults. Cisco configuration
save utilities will also not save default values. Because each Cisco 10S release
changes the default values for some of the commands, tracking the configuration can
become very difficult. But the offline method will leave passwords in the clear. The
recommended approach is a hybrid of the two, described below.

It is also important to keep the running configuration and the startup configuration
synchronized, so that if there is a power failure or some other problem the router will
restart with the correct configuration. Old and alternative configurations should be
stored offline; use configuration management to track changes to your configurations.
In this situation it is only necessary to manage the startup configuration since the
running configuration is identical. When saving and loading configurations, always
use the startup configuration to avoid problems. Also, maintain the configuration
offline by writing it offline (see above). Only save off the running configuration for
an emergency, because the saving will not include default values and after an IOS
upgrade you may encounter unexpected configuration problems.

When managing configuration files offline there are several security issues. First, the
system where the configuration files are stored should use the local operating
system’s security mechanisms for restricting access to the files. Only authorized
router administrators should be given access to the files. Second, if you set
passwords in an offline configuration file, then they will be stored in the clear and
transferred in the clear. Instead, it is best to type the passwords while on-line (using
the console) and then copy the encrypted strings to the offline configuration. This is
especially true for the enable secret password. Third, with the configuration
files offline the files must be transferred to the router in the relatively secure method.
The possible methods for transferring files to a router have increased with newer 10S
releases. The primary mechanisms available are the console terminal, TFTP, rcp,
FTP (available for IOS 12.0 and newer), and SCP (available in many releases 12.1
later that support SSH).

The example below shows how an encrypted enable secret setting would appear
in an off-line configuration file. You can obtain the encrypted string by setting the
password manually on the router console, then displaying the running configuration,
and then copying and pasting the encrypted string into your offline configuration file.

! set the enable secret password using MD5 encryption
enable secret 5 $1$fIFcs$D.lgcsUnsgtLaWgskteq.8

Local and Remote Administration

Section 4.1.3 recommends performing local administration. In this case, using the
terminal is the best choice for loading a new configuration. The configuration files
would be stored on the computer attached to the console and the local machine’s
copy/paste buffer can be used for transferring the configuration to the router. Only a
few lines should be copied at a time so that you can determine that the entire
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configuration file is transferred successfully. [Note: the default Windows NT 4.0
serial communication program, Hyperterminal, performs copy/paste very slowly. On
Windows NT and 2000, use a better communication program, such as TeraTerm Pro,
if you have one available. On Linux, the minicom program is suitable for Cisco local
console access. On Solaris, the tip command can be used. ]

If remote administration is being allowed and the router is running an [OS older than
version 12.0 then using the console connection or a telnet connection is the best
choice for administration. The file would again be transferred using the host systems
copy/paste buffer to move the text from a file editor to the terminal emulator.

If remote administration is allowed and the 10S is newer then version 12.0 then use
the FTP protocol to transfer the configuration files to and from the router. Set the
source interface for FTP to the loopback interface if you have defined one; otherwise
use the interface closest to the FTP server. The following example shows how to
save the startup configuration to a file.

Central# copy running-config startup-config

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# ip ftp username nsmith

Central (config)# ip ftp password lpace-4ward

Central (config) # ip ftp source-interface loopbackO

Central (config) # exit

Central# copy startup-config ftp:

Address or name of remote host []? 14.2.9.1

Destination filename [startup-config]? /rtr-backup/central-config
Writing central-config !!

5516 bytes copied in 12.352 secs (459 bytes/sec)

Central#

The next example demonstrates how to load a new configuration file into the startup
configuration.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# ip ftp username nsmith

Central (config)# ip ftp password lpace-4ward

Central (config)# ip ftp source-interface loopbackO

Central (config)# exit

Central# copy /erase ftp: startup-config

Address or name of remote host []? 14.2.9.1

Source filename []? /rtr-backup/central-config

Destination filename [startup-config]?

Accessing ftp://14.2.9.1/rtr-backup/central-config...

Erasing the nvram filesystem will remove all files! Continue?
[confirm] y

[OK]

Erase of nvram: complete

Loading /rtr-backup/central-config !

[OK - 5516/1024 bytes]

5516 bytes copied in 4.364 secs

Central#
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The other protocols, such as rcp and TFTP, are less secure than FTP and should not
be used for loading or saving router configurations. SCP should be used whenver
possible, because it provides integrity and confidentiality protection. See Section
4.5.5 for details on using TFTP if required.

4.1.9. References

[1] Cisco I0S Release 12.0 Security Configuration Guide, Cisco Press, 1999.

This is the reference manual and guide for major security features in IOS
12.0. Relevant sections include: Security Overview, Configuring Passwords
and Privileges, and Traffic Filtering and Firewalls.

[2] Buckley, A. ed. Cisco 10S 12.0 Configuration Fundamentals, Cisco Press, 1999.
This is the reference manual and guide for basic IOS configuration tasks.
Relevant sections include: I0S User Interfaces and File Management.

[3] Albritton, J. Cisco 10S Essentials, McGraw-Hill, 1999.

An excellent introduction to basic usage and configuration of 1OS routers.

[4] “Password Usage” Federal Information Processing Standard Publication 112,

National Institute of Standards and Technology, 1985.
available at: http://www.itl.nist.gov/fipspubs/fipll2.htm

This federal standard includes some good guidelines on choosing passwords
that are difficult to guess.

[5] Greene, B. and Smith, P., Cisco ISP Essentials, 1st Edition, Cisco Press, April
2002.
This detailed Cisco guide for Internet Service Providers includes extensive
discussion of routing protocols (especially BGP), and an in-depth treatment
of Unicast RPF, all with fully worked-out examples.
[6] Cisco 10S Dial Services Configuration Guide, Cisco Press, 2000.
This is the reference manual and guide for serial line, modem, and dial-in
features. It includes information about configuring logins, vtys, and more.
[7] Akin, T., Hardening Cisco Routers, O’Reilly & Associates, 2002.
A pragmatic and detailed guide to securing Cisco routers. The sections about
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[8] Stewart, J. and Wright, J., Securing Cisco Routers: Step-by-Step, SANS
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A very specific guide to configuring many 10S features securely, especially
for initial set-up of a new router.
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4.2. Router Network Service Security

Cisco routers support a large number of network services at layers 2, 3, 4, and 7,
Some of these services can be restricted or disabled, improving security without
degrading the operational use of the router. Some of these services are application
layer protocols that allow users and host processes to connect to the router. Others
are automatic processes and settings intended to support legacy or specialized
configurations but which are detrimental to security. As stated in Section 3, general
security practice for routers should be to support only traffic and protocols the
network needs; most of the services listed below are not needed.

Turning off a network service on the router itself does not prevent it from supporting
a network where that protocol is employed. For example, a router may support a
network where the bootp protocol is employed, but some other host is acting as the
bootp server. In this case, the router’s bootp server should be disabled.

In many cases, Cisco IOS supports turning a service off entirely, or restricting access
to particular network segments or sets of hosts. If a particular portion of a network
needs a service but the rest does not, then the restriction features should be employed
to limit the scope of the service.

Turning off an automatic network feature usually prevents a certain kind of network
traffic from being processed by the router or prevents it from traversing the router.
For example, IP source routing is a little-used feature of IP that can be utilized in
network attacks. Unless it is required for the network to operate, [P source routing
should be disabled.

4.2.1. Typical Services, Required Services, and Security Risks
The table below lists some of the services offered on Cisco I0S 11.3, 12.0, and later
versions. This list has been kept short by including only those services and features
that are security-relevant and may need to be disabled.
Table 4-1: Overview of 10S Features to Disable or Restrict
Feature Description Default Recommendation
Cisco Discovery Proprietary layer 2 protocol Enabled CDP is almost never
Protocol (CDP) between Cisco devices. needed, disable it.
TCP small servers | Standard TCP network 11.3: disabled | This is a legacy feature,
services: echo, chargen, etc. | 11.2: enabled | disable it explicitly.
UDP small Standard UDP network 11.3: disabled | This is a legacy feature,
servers services: echo, discard, etc. 11.2: enabled | disable it explicitly.
Finger Unix user lookup service, Enabled Unauthorized persons
allows remote listing of don’t need to know this,
logged in users. disable it.
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Feature Description Default Recommendation

HTTP server Some Cisco 10S devices Varies by If not in use, explicitly
offer web-based device disable, otherwise restrict
configuration. access.

Bootp server Service to allow other Enabled This is rarely needed and
routers to boot from this may open a security hole,
one. disable it.

Configuration Router will attempt to load Disabled This is rarely used, disable

auto-loading its configuration via TFTP. it if it is not in use.

PAD service Router will support X.25 Enabled Disable if not explicitly
packet assembler service. needed.

IP source routing | Feature that allows a packet Enabled Can be helpful in attacks,
to specify its own route. disable it.

Proxy ARP Router will act as a proxy Enabled Disable this service unless
for layer 2 address the router is serving as a
resolution. LAN bridge.

IP directed Packets can identify a target Enabled Directed broadcast can be

broadcast LAN for broadcasts. (11.3 & earlier) | ysed for attacks, disable it.

IP unreachable Router will explicitly notify Enabled Can aid network mapping,

notifications senders of incorrect IP disable on interfaces to
addresses. untrusted networks.

IP mask reply Router will send an Disabled Can aid IP address
interface’s IP address mask mapping; explicitly disable
in response to an ICMP on interfaces to untrusted
mask request. networks.

IP redirects Router will send an ICMP Enabled Can aid network mapping,
redirect message in response disable on interfaces to
to certain routed IP packets. untrusted networks.

Maintenance Legacy management Enabled Disable if not explicitly

Operations protocol , part of the (on Ethernet needed.

Protocol (MOP) DECNet protocol suite. interfaces)

NTP service Router can act as a time Enabled If not in use, explicitly
server for other devices and (if NTP is disable, otherwise restrict
hosts. configured) access.

Simple Network Routers can support SNMP Enabled If not in use, remove

Mgmt. Protocol remote query and default community strings
configuration. and explicitly disable,

otherwise restrict access.

Domain Name Routers can perform DNS Enabled Set the DNS server

Service name resolution. (broadcast) | addresses explicitly, or

disable DNS lookup.
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4.2.2. How to Disable Unneeded Features and Services

Each sub-section below describes how to disable or restrict particular services and
features under Cisco 10S 11.3 and 12.

CDP

The Cisco Discovery Protocol is a proprietary protocol that Cisco devices use to
identify each other on a LAN segment. It is useful only in specialized situations, and
is considered deleterious to security. To turn off CDP entirely, use the commands
shown below in global configuration mode.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # no ecdp run

Central (config)# exit

Central# show cdp

% CDP is not enabled

Central#

In the unlikely event that CDP is needed for part of a network, it can be enabled and
disabled for each interface. To enable CDP use the edp run command in global
configuration mode, and then disable it on each interface where it is not needed using
the no cdp enable command in interface configuration mode.

TCP and UDP Small Servers

The TCP and UDP protocol standards include a recommended list of simple services
that hosts should provide. In virtually all cases, it is not necessary for routers to
support these services, and they should be disabled. The example below shows how
to test whether the TCP small servers are running, and how to disable the TCP and
UDP small servers.

Central# ! if connect succeeds, then tcp-small-servers are enabled
Central# connect 14.2.9.250 daytime

Trying 14.2.9.250, 13 ... Open

Monday, April 3, 2000 11:48:39-EDT

[Connection to 14.2.9.250 closed by foreign host]

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # no service tcp-small-servers

Central (config) # no service udp-small-servers

Central (config)# exit

Central# connect 14.2.9.250 daytime

Trying 14.2.9.250, 13

% Connection refused by remote host
Central#
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Finger Server

The IOS finger server supports the Unix ‘finger’ protocol, which is used for querying
a host about its logged in users. On a Cisco router, the show users command may
be used to list the logged in users. Typically, users who are not authorized to log in to
the router have no need to know who is logged in. The example below shows how to
test and disable the finger server.

Central# connect 14.2.9.250 finger
Trying 14.2.9.250, 79 ... Open
This is the CENTRAL router; access restricted.

Line User Host (s) Idle Location
130 vty O 14.2.9.6 00:00:00 goldfish
*131 vty 1 idle 00:00:00 central

[Connection to 14.2.9.250 closed by foreign host]

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # no ip finger

Central (config) # no service finger

Central (config)# exit

Central# connect 14.2.9.250 finger

Trying 14.2.9.250, 79

% Connection refused by remote host
Central#

HTTP Server

Newer Cisco 10S releases support web-based remote administration using the HTTP
protocol. While the web access features are fairly rudimentary on most Cisco router
10S releases, they are a viable mechanism for monitoring, configuring, and attacking
a router. If web-based remote administration is not needed, then it should be disabled
as shown below.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# no ip http server

Central (config)# exit

Central# connect 14.2.9.250 www

Trying 14.2.9.250, 80

% Connection refused by remote host
Central#

Web-based remote administration is useful primarily when intervening routers or
firewalls prevent use of Telnet for that purpose. However, it is important to note that
both Telnet and web-based remote administration reveal critical passwords in the
clear. Further, web-based administration imposes the requirement that users log in at
full (Ievel 15) privilege. Therefore, web-based remote administration should be
avoided. If web-based administration is examined and found necessary for network
operations, then its use should be restricted as follows.
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e Set up usernames and passwords for all administrators, as discussed in
Section 4.1. The router’s web server will use HTTP basic authentication
to demand a username and password (unfortunately, Cisco IOS does not
yet support the superior HTTP digest authentication standard). If possible,
use AAA user access control as described in Section 4.6; AAA will give
more control and better audit.

o Create and apply an IP access list to limit access to the web server. Access
lists are described in Section 4.3.

o Configure and enable syslog logging as described in Section 4.5.2.

The example below illustrates each of these points. Administrators will be allowed
to connect from the 14.2.9.0 network and the host 14.2.6.18 only.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# ! Add web admin users, then turn on http auth
Central (config) # username nzWeb priv 15 password 0 C5-AlrCarg0
Central (config)# ip http auth local

Central (config)# ! Create an IP access list for web access
Central (config) # no access-list 29

Central (config) # access-list 29 permit host 14.2.6.18 log
Central (config) # access-list 29 permit 14.2.9.0 0.0.0.255 log
Central (config) # access-list 29 deny any log

Central (config)# ! Apply the access list then start the server
Central (config)# ip http access-class 29

Central (config)# ip http server

Central (config) # exit

Central#

If possible, protect the HTTP traffic by setting up [PSec, as described in Section 5.2.
(Some recent versions of IOS can support SSL (HTTPS) for protecting administrative
HTTP traffic. HTTPS is better than plain HTTP, but IPSec is preferred. This guide
does not provide instructions on configuring SSL, consult the Cisco I0S
documentation.)

Bootp Server

Bootp is a datagram protocol that is used by some hosts to load their operating
system over the network. Cisco routers are capable of acting as bootp servers,
primarily for other Cisco hardware. This facility is intended to support a deployment
strategy where one Cisco router acts as the central repository of IOS software for a
collection of such routers. In practice, bootp is very rarely used, and offers an
attacker the ability to download a copy of a router’s IOS software. To disable bootp
service, use the commands shown below.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# no ip bootp server

Central (config)# exit
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Configuration Auto-Loading

Cisco routers are capable of loading their startup configuration from local memory or
from the network. Loading from the network is not secure, and should be considered
only on a network that is wholly trusted (e.g. a standalone lab network). Explicitly
disable loading the startup configuration from the network using the commands
shown below.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# no boot network

Central (config) # no service config

Central (config) # exit

Central#

PAD Service

The packet assembler/disassembler (PAD) service supports X.25 links. This service
is on by default, but it is not needed unless your router is using X.25. Disable it from
global configuration mode as shown below.

Central (config)# no service pad
Central (config) #

IP Source Routing

Source routing is a feature of IP whereby individual packets can specify routes. This
feature is used in several kinds of attacks. Cisco routers normally accept and process
source routes. Unless a network depends on source routing, it should be disabled on
all the net’s routers. The example below shows how to disable IP source routing.

Central (config)# no ip source-route
Central (config) #

Proxy ARP

Network hosts use the Address Resolution Protocol (ARP) to translate network
addresses into media addresses. Normally, ARP transactions are confined to a
particular LAN segment. A Cisco router can act as intermediary for ARP,
responding to ARP queries on selected interfaces and thus enabling transparent
access between multiple LAN segments. This service is called proxy ARP. Because
it breaks the LAN security perimeter, effectively extending a LAN at layer 2 across
multiple segments, proxy ARP should be used only between two LAN segments at
the same trust level, and only when absolutely necessary to support legacy network
architectures.

Cisco routers perform proxy ARP by default on all IP interfaces. Disable it on each
interface where it is not needed, even on interfaces that are currently idle, using the
interface configuration command no ip proxy-arp. The example below shows
how to disable proxy ARP on four Ethernet interfaces.
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Central# show ip interface brief

Interface IP-Address OK? Method Status Protocol
Ethernet0/0 14.1.15.250 YES NVRAM up up
Ethernet0/1 14.2.9.250 YES NVRAM up up
Ethernet0/2 unassigned YES unset down down
Ethernet0/3 unassigned YES unset down down

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface eth 0/0
Central (config-if) # no ip proxy-arp
Central (config-if) # exit

Central (config) # interface eth 0/1
Central (config-if) # no ip proxy-arp
Central (config-if) # exit

Central (config) # interface eth 0/2
Central (config-if) # no ip proxy-arp
Central (config-if) # exit

Central (config) # interface eth 0/3
Central (config-if) # no ip proxy-arp
Central (config-if) # end

Centralf

IP Directed Broadcast

Directed broadcasts permit a host on one LAN segment to initiate a physical
broadcast on a different LAN segment. This technique was used in some old denial-
of-service attacks, and the default Cisco IOS configuration is to reject directed
broadcasts. Explicitly disable directed broadcasts on each interface using the
interface configuration command no ip directed-broadcast as shown in the
example in the next subsection.

IP Unreachables, Redirects, Mask Replies

The Internet Control Message Protocol (ICMP) supports IP traffic by relaying
information about paths, routes, and network conditions. Cisco routers automatically
send ICMP messages under a wide variety of conditions. Three ICMP messages are
commonly used by attackers for network mapping and diagnosis: ‘Host unreachable’,
‘Redirect’, and ‘Mask Reply’. Automatic generation of these messages should be
disabled on all interfaces, especially interfaces that are connected to untrusted
networks. The example below shows how to turn them off for an interface.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface eth 0/0

Central (config-if)# no ip unreachables

Central (config-if) # no ip redirects

Central (config-if) # no ip mask-reply

Central (config-if) # no ip directed-broadcast

Central (config-if) # end

Central#
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MOP

The Maintenance Operations Protocol (MOP) was used for system utility services in
the DECnet protocol suite. It is enabled by default on Ethernet interfaces in some
versions of IOS. Disable it on each Ethernet interface as shown below.

Central (config) # interface eth 0/0
Central (config-if) # no mop enabled
Central (config-if) # end

NTP Service

Cisco routers and other hosts use the Network Time Protocol (NTP) to keep their
time-of-day clocks accurate and in synchrony. If possible, configure all routers as
part of an NTP hierarchy, as described in Section 4.5. If NTP services are not
available on the network, then disable NTP as shown below.

North# show ip interface brief

Interface IP-Address OK? Method Status Protocol
Ethernet0/0 14.2.10.20 YES NVRAM up up
Ethernetl/0 14.1.1.250 YES NVRAM up up

North# config t

Enter configuration commands, one per line. End with CNTL/Z.
North (config) # interface eth 0/0

North (config-if) # ntp disable

North (config-if)# exit

North (config)# interface eth 1/0

North (config-if) # ntp disable

North (config-if) # end

North#

Disabling NTP on an interface will not prevent NTP messages from traversing the
router. To reject all NTP messages at a particular interface, use an access list, as
discussed in Section 4.3.

SNMP Services

The Simple Network Management Protocol (SNMP) is the standard Internet protocol
for automated remote monitoring and administration. There are several different
versions of SNMP, with different security properties. If a network has a deployed
SNMP infrastructure in place for administration, then all routers on that network
should be configured to securely participate in it. In the absence of a deployed SNMP
scheme, all SNMP facilities on all routers should be disabled using these steps:

e Explicitly unset (erase) all existing community strings.
e Disable SNMP system shutdown and trap features.

e Disable SNMP system processing.

The example below shows how to disable SNMP by implementing these
recommendations. It starts with listing the current configuration to find the SNMP
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community strings; note that SNMP must be enabled in order for the SNMP
community strings to appear in the configuration listing. The configuration listing is
often quite long, so you may want to use IOS output filtering to display only the lines
related to SNMP (under IOS 12.0 and earlier, you must simply list the entire
configuration and inspect it visually).

Central# show running-config | include snmp

Building configuration...

snmp-server community public RO

snmp-server community admin RW

Centralf

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# ! erase old community strings

Central (config) # no snmp-server community public RO

Central (config) # no snmp-server community admin RW

Central (config) #

Central (config)# ! disable SNMP trap and system-shutdown features
Central (config) # no snmp-server enable traps

Central (config) # no snmp-server system-shutdown

Central (config) # no snmp-server trap-auth

Central (config) #

Central (config)# ! disable the SNMP service

Central (config) # no snmp-server

Central (config) # end

The last command in the example, no snmp-server, shuts down all SNMP
processing on the router. When SNMP processing is shut down, some SNMP
configuration statements will not appear in any listing of the running configuration,
but they can still be there! The safest way to ensure that SNMP is really unavailable
to an attacker, and will remain so, is to list the established SNMP community strings
and explictly unset them as shown above. For information on setting up and using
SNMP securely, see Section 4.5.3.

Router Name and DNS Name Resolution

Cisco IOS supports looking up host names with DNS. By default, IOS sends DNS
name queries to the broadcast address 255.255.255.255. If you do not want your
router to send queries, turn off DNS name resolution as shown below.

North# config t

Enter configuration commands, one per line. End with CNTL/Z.
North (config) # no ip domain-lookup

North (config)# end

If one or more name servers are available on the network, and you want to be able to
use names in IOS commands, then explicitly set the name server addresses using the
global configuration command ip name-server addresses. In general, DNS
name resolution should be enabled on a router only if one or more trustworthy DNS
servers are available. It is also a very good idea to give the router a name, using the
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4.2.3.

4.2.4.

command hostname; the name you give to the router will appear in the prompt. The
example below shows how to set the router name, and set up a main and backup DNS
server address for the router Central.

router# config t

Enter configuration commands, one per line. End with CNTL/Z.
router (config) # hostname Central

Central (config)# ip name-server 14.1.1.2 14.2.9.1

Central (config) # ip domain-lookup

Central (config) #

You can also set a default DNS domain name, which will be used as part of the fully-
qualified host name of the router and any unqualified name lookups. Setting a
domain name is also necessary for using SSH (see Section 5.3). To set a domain
name, use the config command ip domain-name domain as shown below.

Central (config)# ! full name of this router: Central.testnet.gov
Central (config) # ip domain-name testnet.gov

Central (config) # end

Central#

Disable Unused Interfaces

It is a good idea to explicitly shut down (disable) unused interfaces on your router.
This helps discourage unauthorized use of extra interfaces, and enforces the need for
router administration privileges when adding new network connections to a router.
To disable an interface, use the command shutdown in interface configuration
mode.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface eth0/3

Central (config-if) # shutdown

Central (config-if) # end

Central#

Configuration Example

The configuration listing below shows the configuration commands for disabling
typical unneeded services, as described above. This sample is formatted as it would
appear in a configuration text file stored on a host for download to the router Central.
For more information about NTP and SNMP security configuration, see Section 4.5.

! - IP and network services section
no cdp run

no ip source-route

no service tcp-small-serv

no service udp-small-serv

no ip finger

no service finger

no ip bootp server
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no service pad

no ip http server
no ip name-server
no ip domain-lookup

I Boot control section
no boot network
no service config

I ———— SNMP Section (for totally disabling SNMP)
! disable SNMP trap and system-shutdown features
no snmp-server enable traps

no snmp-server system-shutdown

no snmp-server trap-auth

! turn off SNMP altogether

no snmp-server

! ———— Per-interface services section
interface eth 0/0
description Outside interface to 14.1.0.0/16 net
no ip proxy-arp
no ip directed-broadcast
no ip unreachable
no ip redirect
no mop enabled
ntp disable

interface eth 0/1
description Inside interface to 14.2.9.0/24 net
no ip proxy-arp
no ip directed-broadcast
no ip unreachable
no ip redirect
no mop enabled
ntp disable

interface eth 0/2
description Unused interface
no ip proxy-arp no ip directed-broadcast
no ip unreachable
no ip redirect
no mop enabled
ntp disable
shutdown

interface eth 0/3
description Unused interface
no ip proxy-arp no ip directed-broadcast
no ip unreachable
no ip redirect
no mop enabled
ntp disable
shutdown

interface loopback0
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description Loopback interface for service bindings
no ip proxy-arp

no ip directed-broadcast

no ip unreachable

no ip redirect

ntp disable
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4.3. Access Control Lists, Filtering, and Rate Limiting

4.3.1.

Cisco IOS uses access lists to separate data traffic into that which it will process
(permitted packets) and that which it will not process (denied packets). Secure
configuration of Cisco routers makes very heavy use of access lists, for restricting
access to services on the router itself, and for filtering traffic passing through the
router, and for other packet identification tasks. This section gives a moderately
detailed description of access list syntax, with some extensive examples.

Concepts

Access lists on Cisco routers provide packet selection and filtering capabilities. An
access list consists of one or more rules. For IP traffic, there are two types of access
lists available: standard and extended. Standard access lists only allow source [P
address filtering. Extended access lists can permit or deny packets based on their
protocols, source or destination IP addresses, source or destination TCP/UDP ports,
or ICMP or IGMP message types. Extended access lists also support selective
logging. Both standard and extended IP access lists can be applied to router
interfaces, vty lines (for remote access), IPSec, routing protocols, and many router
features. Only standard IP access lists can be applied to SNMP.

Syntax

The basic structure for an access list rule is shown below.
access-list /ist-number {deny | permit} condition

The access list number tells Cisco IOS which access list the rule should be a part of,
and what kind of access list it is. The condition field, which is different for each kind
of access list, specifies which packets match the rule. Conditions typically involve
protocol information and addresses, but do not involve application-level information.

The following is the syntax for a statement (rule) in a standard IP access list:

access-list /ist-number {deny | permit} source [source-wildcard] [log]

where [list-number is the number of the access list and can be any decimal
number from 1 to 99.

deny denies access if the condition is matched.
permit permits access if the condition is matched.

source is the IP address of the network or host from which the packet
is being sent.

source-wildcard is the wildcard bits to be applied to the source.
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The optional keyword log may be applied to log matches to the rule.
Note that logging for IP standard access lists is supported only in
I0S 12.0 and later.

The following is simplified syntax for a statement in an extended IP access list:

access-list /ist-number {deny | permit} protocol
source source-wildcard source-qualifiers
destination destination-wildcard destination-qualifiers [ log | log-input]

where list-number is the number of the access list and can be any decimal

number from 100 to 199.
deny denies access if the condition is matched.
permit permits access if the condition is matched.

protocol is the name or number of an [P-related protocol. It can be
one of the following keywords: eigrp, gre, icmp, igmp, igrp, ip,
ipinip, nos, ospf, tcp or udp. Or it can be an integer in the range 0 to
255 representing an IP protocol number. (Some protocols allow
further qualifiers: source or destination ports can be specified for tcp
or udp, and message types can be specified for icmp or igmp.)

source is the IP address of the network or host from which the packet
is being sent.

source-wildcard is the wildcard bits to be applied to the source. The
keyword any can be used in place of source and source-wildcard.

source-qualifiers are optional details on the packet source, including
port numbers and other protocol-specific information.

destination is the IP address of the network or host to which the
packet is being sent.

destination-wildcard is the IP address wildcard bits to be applied to
the destination. The keyword any can be used in place of destination
and destination-wildcard.

destination-qualifiers are optional details on the packet destination,
including port numbers and other protocol-specific information.

log, if present, causes a message about the packet that matches the
statement to be logged, and log-input causes a message that includes
the interface (logging is described in Section 4.5.1).

Cisco has also created an alternative called named IP access lists for both standard
and extended lists. This feature allows you to refer to an access list by a descriptive
name instead of by number. It also provides a convenient way to build lists on-line.
The syntax for defining an IP access list by name is shown below. After the list is
defined by name, you can add statements beginning with either the permit or deny
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keyword. After the permit or deny keyword the syntax is the same as defined above
for either the standard list or the extended list.

ip access-list {standard | extended} name
where standard specifies a standard IP access list.
extended specifies an extended [P access list.

name is the name of the access list. The name cannot contain spaces
or punctuation and must begin with an alphabetic character.

Syntax Examples

The example below shows how to create a small extended IP access list that permits
DNS traffic to the address 14.1.1.2, and any TCP traffic from the Internet to all hosts
in the 14.1.0.0/16 network.

North (config)# access-list 140 permit udp any host 14.1.1.2 eq 53
North (config)# access-list 140 deny udp any any log

North (config) # access-list 140 permit tcp any 14.1.0.0 0.0.255.255
North (config) # access-list 140 deny ip any any log

The example below shows the same list as a named IP access list.

North (config)# ip access-list extended border-filter-14

North (config-ext-nacl)# permit udp any host 14.1.1.2 eq 53
North (config-ext-nacl)# deny udp any any log

North (config-ext-nacl)# permit tcp any 14.1.0.0 0.0.255.255
North (config-ext-nacl)# deny ip any any log
( ) #

North (config-ext-nacl exit

General Recommendations

Refer to the two tables in Section 3.2.2 that present common services to restrict
because they can be used to gather information about an internal network or they
have weaknesses that can be exploited. The first table lists those services that should
be completely blocked at the router; they should not be allowed across the router in
either direction or to the router. The second table lists those services on the internal
network or on the router that should not be accessible by external clients.

In each access list there must be at least one permit statement. Otherwise, an access
list with no permit statements will block all network traffic wherever it is applied.

Note that an access list is applied to packets traveling in one direction only. For any
connection that requires two-way interaction (e.g., all TCP traffic, some UDP traffic)
the access list will only affect approximately half the packets. It is possible however
to apply two access lists (one for each direction) for router interfaces, vty lines and
routing protocols. The diagram below shows how access lists work when applied to
router interfaces, using the router East as an example.
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Figure 4-2: Conceptual Model for Access Lists on Interfaces

Use the log keyword at the end of each deny statement in each extended access list,
as shown in the example below. This feature will provide valuable information
about what types of packets are being denied. Logs of denied packets can be useful
for detection and analysis of probes and attacks against a network. Log messages
generated by access lists are at log level 6 ‘Informational’. Access list log messages
always include the access list number, which is usually sufficient to identify the
provenance of the traffic. If you might apply the same access list to more than one
interface, then use the qualifier log-input instead of log.

East (config) # access-list 102 permit ip 14.2.6.0 0.0.0.255 any
East (config) # access-list 102 deny ip any any log-input

Add the following statements at the end of each extended IP access list to deny and to
log any packets that are not permitted. These statements include the entire port
ranges for TCP and UDP explicitly. This will guarantee that the router will log the
values for the source and destination ports for TCP and UDP traffic.

East (config) # access-list 100 deny tcp any range 0 65535
any range 0 65535 log

East (config) # access-list 100 deny udp any range 0 65535
any range 0 65535 log

East (config) # access-list 100 deny ip any any log

Finally, due to limited editing capability on the Cisco router, you cannot easily
modify access lists. Thus, whenever you need to change an access list, it is best to
build it offline on a separate computer. When the access list is ready you can cut and
paste the access list via a connection to the router. Since the original access list is
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4.3.2.

still on the router, you must purge it before adding the updated access list. Below is
an example of how to clear an access list.

East (config) # no access-list 100

Be careful when clearing and rebuilding an access list that is in use. Most of the
time, your changes will take place instantly, possibly dropping traffic or even leaving
the router vulnerable. It is safest to build an access list completely first, then apply it
to the interface or service where you need it.

Filtering Traffic to the Router Itself

Access lists are used in a variety of ways to control access to services on the router
itself. While it is possible to incorporate access controls for these services into the
access lists placed on interfaces, it is typically easier, more reliable, and more
efficient to use the specialized facilities that IOS makes available to apply access
controls directly to the services themselves. For more information about services on
the router, and how to disable unneeded ones, see Section 4.2.

Remote Login (Telnet) Service

There are a number of methods to filter access to the router itself: vty lines, SNMP
servers and routing protocols. The vty lines are used for remote access to the router.
Typically, a router administrator telnets to one of the vty lines. The following
example shows the configuration of an extended IP access list that is applied to the
vty lines. This simple IP access list allows the hosts with IP addresses 14.2.6.6 and
14.2.6.18 to connect to the router East via Telnet. The list denies all other
connections. It also logs all successful and unsuccessful connections.

East (config) # access-list 105 permit tcp host 14.2.6.6 any eq 23 log
East (config) # access-list 105 permit tcp host 14.2.6.18 any eq 23 log
) # access-list 105 deny ip any any log

East (config)# line vty 0 4

(
(

East (config
(

East (config-line) # access-class 105 in
(

East (config-line) # end
SNMP Service

A Cisco router can be configured to act as a client for SNMP. When SNMP service
is enabled on a router, network management tools can use it to gather information
about the router configuration, route table, traffic load, and more. Versions 1 and 2
of SNMP are not considered secure due to the lack of strong authentication. Thus,
SNMP should be used only on internal or protected networks. The following
example shows the configuration of a standard IP access list that is applied to a snmp
server. This access list allows the host with IP address 14.2.6.6 to gather SNMP
information from the router. The list denies all other connections.

East (config)# access-list 75 permit host 14.2.6.6
East (config) # access-list 75 deny any log
East (config) # snmp-server community N3T-manag3m3nt ro 75

For more information about SNMP configuration, see Sections 4.2.2 and 4.5.3.
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4.3.3.

Routing Service

Communications between routers for routing table updates involve routing protocols.
These updates provide directions to a router on which way traffic should be routed.
You can use access lists to restrict what routes the router will accept (in) or advertise
(out) via some routing protocols. The distribute-list acl-num out command
is used to restrict routes that get distributed in routing updates, while the
distribute-list acl-num in command may be used used to filter routes that
will be accepted from incoming routing updates.

The following example shows the configuration of a standard IP access list applied
with the EIGRP routing protocol. With the access list applied, router South will not
advertise routes to the 14.2.10.0 network.

South (config) # access-1list 10 deny 14.2.10.0 0.0.0.255
South (config) # access-list 10 permit any

South (config) # router eigrp 100

South (config-router)# distribute-list 10 out

South (config-router) # end

South#

Access lists can be used for general filtering of routing updates with distance-vector
routing protocols like RIP, EIGRP, and BGP. With link-state routing protocols like
OSPF, access lists can be used only for some specialized kinds of filtering. For more
information about this topic, see Section 4.4.

Filtering Traffic through the Router

The following examples illustrate methods to protect the router or the internal
network from attacks. Note: these separate examples should not be combined into
one access list because the result would contain contradictions. In the next section an
example configuration file is presented that shows one way to combine these
methods into access lists. Refer to the network diagram in Figure 4-1 to understand
the example interfaces, their IP addresses and the corresponding access lists.

IP Address Spoof Protection

The filtering recommendations in this sub-section are applicable to border routers,
and most interior routers. With backbone routers, it is not always feasible to define
‘inbound’ or ‘outbound’. Additional guidance and recommandations maybe found in
[6] and [11].

Inbound Traffic

Do not allow any inbound IP packet that contains an IP address from the internal
network (e.g., 14.2.6.0), any local host address (127.0.0.0/8), the link-local DHCP
default network (169.254.0.0/16), the documentation/test network (192.0.2.0/24), or
any reserved private addresses (refer to RFC 1918) in the source field. Also, if your
network does not need multicast traffic, then block the IP multicast address range
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(224.0.0.0/4). Apply this access list to the external interface of the router, as shown
in the transcript below.

East (config
East (config
East (config
East (config
East (config
East (config
East (config
East (config
East (config
East (config

East (config

#
#
#
#
#
#
#
#
#
#
#
#
#

East (config

)
)
)
)
)
)
)
)
)
)
)
)
)
)

East (config) #

no access-list 100

access-list
access-list
access-list
access-list
access-list
access-list
access-list
access-list
access-list
access-list
access-list
access-list
interface

100
100
100
100
100
100
100
100
100
100
100
100

eth0
East (config-if)# description External interface to 14.1.0.0/16 net

deny
deny
deny
deny
deny
deny
deny
deny
deny
deny

deny ip any any log

ip
ip
ip
ip
ip
ip
ip
ip
ip
ip

14.2.6.0

127.
10.
0.
172.
192.
192.
169.
224.

o O o
o O o
o O o

16.0.0
168.0.0
0.2.0
254.0.0
0.0.0

0.0.0.255
0.255.255.255
0.255.255.255
0.255.255.255
0.15.255.255
0.0.255.255
0.0.0.255
0.0.255.255

15.255.255.255

host 255.255.255.255
permit ip any 14.2.6.0 0.0.0.255

East (config-if)# ip address 14.1.1.20 255.255.0.0
East (config-if)# ip access-group 100 in

East (config-if) # exit

East

East (config-if)# description Internal interface to 14.2.6.0/24 net

config)# interface ethl

East (config-if) # ip address 14.2.6.250 255.255.255.0
East (config-if) # end

(
(
(
(
(
(
(
(
(
(
East (config
(
(
(
(
(
(
(
(
(
(
(

Outbound Traffic

any
any
any
any
any
any
any
any
any
any

log
log
log
log
log
log
log
log
log
log

Do not allow any outbound IP packet that contains an IP address other than a valid
internal one in the source field. Apply this access list to the internal interface of the
router. See example rules below.

East (config) #
East (config) #
East (config) #

) #

East

no access-list 102

access-list 102 permit
access-list 102 deny
interface eth 0/1

ip
ip

14.2.6.0 0.0.0.255 any

any

config-if) # description "internal interface"

any log

East (config-if)# ip address 14.2.6.250 255.255.255.0
East (config-if) # ip access-group 102 in

(
(
(
East (config
(
(
(

On most Cisco routers, [0S 12 offers another mechanism for IP address spoof
protection: IP unicast reverse-path forwarding verification. Though specialized, and
not suitable for all networks, this facility offers good performance and ease of
maintenance. Section 4.4.7 shows how to set up reverse-path forwarding verification
on routers that support it.

Exploits Protection

This sub-section describes how to use access lists to defeat or discourage several
common attacks using 10S traffic filtering capabilities.

Version 1.1¢

&9



Router Security Configuration Guide

TCP SYN Attack

The TCP SYN Attack involves transmitting a volume of connections that cannot be
completed at the destination. This attack causes the connection queues to fill up,
thereby denying service to legitimate TCP users. The following discussion shows
two different approaches.

External Access Blocked

The access list rules shown below will block packets from an external network that
have only the SYN flag set. Thus, it allows traffic from TCP connections that were
established from the internal network, and it denies anyone coming from any external
network from starting any TCP connection.

East (config) # access-list 106 permit tcp any 14.2.6.0 0.0.0.255 established
East (config) # access-list 106 deny ip any any log

East (config) # interface eth 0/0

East (config-if) # description External interface

East (config-if)# ip access-group 106 in

Limiting External Access with TCP Intercept

The access list rules shown below will block packets from unreachable hosts using
the TCP intercept feature; thus, it only allows reachable external hosts to initiate
connections to a host on the internal network. In intercept mode the router intercepts
each TCP connection establishment, and determines if the address from which the
connection is being initiated is reachable. If the host is reachable, the router allows
the connection to be established; otherwise, it prevents the connection.

East (config)# ip tcp intercept list 107
East (config) # access-list 107 permit tcp any 14.2.6.0 0.0.0.255
East (config) # access-list 107 deny ip any any log

East (config-if) # description External ethernet interface to 14.1.0.0 net

(

(

(
East (config) # interface ethO

(
East (config-if) # ip access-group 107 in
(

East (config-if)# exit

TCP intercept is a very effective mechanism for protecting hosts on a network from
outside TCP SYN attacks, for extensive details consult the Cisco IOS 12 Security
Configuration Guide [5]. The TCP intercept feature is available in most, but not all,
Cisco IOS version 12.0 and later releases. Note that TCP intercept, while it can be
very useful, can also impose significant overhead on router operations. Examine and
test the performance burden imposed by TCP intercept before using it on an
operational network.

Land Attack

The Land Attack involves sending a packet to the router with the same IP address in
the source and destination address fields and with the same port number in the source
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port and destination port fields. This attack may cause denial of service or degrade
the performance of the router. The example below shows how to prevent this attack.

East (config) # access-list 103 deny ip host 14.1.1.20 host 14.1.1.20 log
East (config) # access-list 103 permit ip any any
East (config) # interface ethO

East (config-if)# ip address 14.1.1.20 255.255.0.0
East (config-if)
East )

(
(
(
East (config-if)# description External interface to 14.1.0.0/16
(
( ip access-group 103 in

(

#
config-if)# exit

Smurf Attack

The Smurf Attack involves sending a large amount of ICMP Echo packets to a
subnet's broadcast address with a spoofed source IP address from that subnet. Ifa
router is positioned to forward broadcast requests to other routers on the protected
network, then the router should be configured to prevent this forwarding from
occurring. This blocking can be achieved by denying any packets destined for
broadcast addresses. The example statements below block all IP traffic from any
outside host to the possible broadcast addresses (14.2.6.255 and 14.2.6.0) for the
14.2.6.0/24 subnet.

East (config) # access-list 110 deny ip any host 14.2.6.255 log
East (config)# access-list 110 deny ip any host 14.2.6.0 log
East (config)# interface interface ethO

East (config-if)# ip access-group 110 in

East (config-if)# exit

ICMP Message Types and Traceroute

There are a variety of ICMP message types. Some are associated with programs. For
example, the ping program works with message types Echo and Echo Reply. Others
are used for network management and are automatically generated and interpreted by
network devices. For inbound ICMP traffic, block the message types Echo and
Redirect. With Echo packets an attacker can create a map of the subnets and hosts
behind the router. Also, he can perform a denial of service attack by flooding the
router or internal hosts with Echo packets. With ICMP Redirect packets the attacker
can cause changes to a host’s routing tables. Otherwise, the other ICMP message
types should be allowed inbound. See the example below for inbound ICMP traffic.

East (config)# access-list 100 deny icmp any any echo log

East (config) # access-list 100 deny icmp any any redirect log
East (config) # access-list 100 deny icmp any any mask-request log
East (config)# access-list 100 permit icmp any 14.2.6.0 0.0.0.255

For outbound ICMP traffic, one should allow the message types Echo, Parameter
Problem, Packet Too Big, and Source Quench and block all other message types.
With Echo packets users will be able to ping external hosts. Parameter Problem
packets and Source Quench packets improve connections by informing about
problems with packet headers and by slowing down traffic when it is necessary.
Packet Too Big is necessary for Path MTU discovery. The example below shows a
set of filter rules for outbound ICMP traffic that permit these message types.
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East (config access-list 102 permit icmp any any echo

( ) #
East (config) # access-list 102 permit icmp any any parameter-problem
East (config) # access-list 102 permit icmp any any packet-too-big
( ) #
( ) #

East (config access-list 102 permit icmp any any source-quench

East (config access-list 102 deny icmp any any log

Another program that deals with certain [CMP message types is traceroute.
Traceroute is a utility that prints the IP addresses of the routers that handle a packet
as the packet hops along the network from source to destination. On Unix and Linux
operating systems, traceroute uses UDP packets and causes routers along the path to
generate ICMP message types ‘Time Exceeded’ and ‘Unreachable’. An attacker can
use traceroute response to create a map of the subnets and hosts behind the router,
just as they could do with ping’s ICMP Echo Reply messages. Therefore, block
naive inbound traceroute by including a rule in the inbound interface access list, as
shown in the example below (ports 33400 through 34400 are the UDP ports
commonly used for traceroute).

East (config)# access-list 100 deny udp any any range 33400 34400 log

A router may be configured to allow outbound traceroute by adding a rule to the
outbound interface access list, as shown in the example below.

East (config) # access-list 102 permit udp any any range 33400 34400 log

Distributed Denial of Service (DDoS) Attacks

Several high-profile DDoS attacks have been observed on the Internet. While routers
cannot prevent DDoS attacks in general, it is usually sound security practice to
discourage the activities of specific DDoS agents (a.k.a. zombies) by adding access
list rules that block their particular ports. The example below shows access list rules
for blocking several popular DDoS attack tools. [Note that these rules might also
impose a slight impact on normal users, because they block high-numbered ports that
legitimate network clients may randomly select. You may choose to apply these
rules only when an attack has been detected. Otherwise, they would be applied to
traffic in both directions between an trusted network and an untrusted network.]

! the TRINOO DDoS systems

access-1list 170 deny tcp any any eq 27665 log

access-list 170 deny udp any any eq 31335 log

access—-list 170 deny udp any any eq 27444 log

! the Stacheldraht DDoS system
access-1list 170 deny tcp any any eq 16660 log

access-1list 170
! the TrinityV3
access-1list 170
access-1list 170

deny tcp any any
system

deny tcp any any
deny tcp any any

eq

€q
eq

! the Subseven DDoS system and some

access-1list 170
access-1list 170
access-1list 170
access-1list 170
access-1list 170

deny tcp any any
deny tcp any any
deny tcp any any
deny tcp any any
deny tcp any any

range 6711 6712 log

65000

33270
39168
varia

log

log
log
nts

eq 6776 log
eq 6669 log
eq 2222 log
eq 7000 log
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The Tribe Flood Network (TFN) DDoS system uses ICMP Echo Reply messages,
which are problematic to block because they are the heart of the ping program.
Follow the directions in the [ICMP sub-section, above, to prevent at least one
direction of TFN communication.

4.3.4. Example Configuration File

The configuration file shown below is not a complete configuration file. Rather, it
provides an example for using access lists on a Cisco router. The diagram below
shows the topology that this file is based on. The security policy implemented with
the access lists allows most traffic from the internal network to the external network.
The policy restricts most traffic from the external network to the internal network.

Other Protected
networks network
14.2.6.0/24

Interface eth0 Interface eth1
14.1.1.20/16 14.2.6.250/24

hostname East
|
interface Ethernet0
description Outside interface to the 14.1.0.0/16 network
ip address 14.1.1.20 255.255.0.0
ip access-group 100 in
|
interface Ethernetl
description Inside interface to the 14.2.6.0/24 network
ip address 14.2.6.250 255.255.255.0
ip access-group 102 in
!
! access-1list 75 applies to hosts allowed to gather SNMP info
! from this router
no access-list 75
access-list 75 permit host 14.2.6.6
access-list 75 permit host 14.2.6.18
!
! access-1list 100 applies to traffic from external networks
! to the internal network or to the router
no access-list 100
access-list 100 deny ip 14.2.6.0 0.0.0.255 any log
access-1list 100 deny ip host 14.1.1.20 host 14.1.1.20 log
access-1list 100 deny ip 127.0.0.0 0.255.255.255 any log

access-1list 100 deny ip 10.0.0.0 0.255.255.255 any log
access-1list 100 deny ip 0.0.0.0 0.255.255.255 any log
access-list 100 deny ip 172.16.0.0 0.15.255.255 any log
access-list 100 deny ip 192.168.0.0 0.0.255.255 any log
access-1list 100 deny ip 192.0.2.0 0.0.0.255 any log
access-1list 100 deny ip 169.254.0.0 0.0.255.255 any log
access-1list 100 deny ip 224.0.0.0 15.255.255.255 any log

access-list 100 deny ip any host 14.2.6.255 log
access-list 100 deny ip any host 14.2.6.0 log
access-1list 100 permit tcp any 14.2.6.0 0.0.0.255 established
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access-1list 100 deny icmp any any echo log

access-1list 100 deny icmp any any redirect log

access-1list 100 deny icmp any any mask-request log

access-1list 100 permit icmp any 14.2.6.0 0.0.0.255

access-1list 100 permit ospf 14.1.0.0 0.0.255.255 host 14.1.1.20
access-1list 100 deny tcp any any range 6000 6063 log
access-1list 100 deny tcp any any eq 6667 log

access-1list 100 deny tcp any any range 12345 12346 log
access-1list 100 deny tcp any any eq 31337 log

access-list 100 permit tcp any eq 20 14.2.6.0 0.0.0.255 gt 1023
access-list 100 deny udp any any eq 2049 log

access-list 100 deny udp any any eq 31337 log

access-1list 100 deny udp any any range 33400 34400 log
access-1list 100 permit udp any eq 53 14.2.6.0 0.0.0.255 gt 1023
access-1list 100 deny tcp any range 0 65535 any range 0 65535 log
access-1list 100 deny udp any range 0 65535 any range 0 65535 log
access-list 100 deny ip any any log

!

! access-1list 102 applies to traffic from the internal network

! to external networks or to the router itself

no access-list 102

access-1list 102 deny ip host 14.2.6.250 host 14.2.6.250 log
access-list 102 permit icmp 14.2.6.0 0.0.0.255 any echo
access-list 102 permit icmp 14.2.6.0 0.0.0.255 any parameter-problem
access-1list 102 permit icmp 14.2.6.0 0.0.0.255 any packet-too-big
access-1list 102 permit icmp 14.2.6.0 0.0.0.255 any source-quench
access-1list 102 deny tcp any any range 1 19 log

access-list 102 deny tcp any any eq 43 log

access-list 102 deny tcp any any eq 93 log

access-list 102 deny tcp any any range 135 139 log

access-1list 102 deny tcp any any eq 445 log

access-1list 102 deny tcp any any range 512 518 log

access-1list 102 deny tcp any any eq 540 log

access-list 102 permit tcp 14.2.6.0 0.0.0.255 gt 1023 any 1t 1024
access-list 102 permit udp 14.2.6.0 0.0.0.255 gt 1023 any eq 53
access-list 102 permit udp 14.2.6.0 0.0.0.255 any range 33400
34400 log

access-1list 102 deny tcp any range 0 65535 any range 0 65535 log
access-1list 102 deny udp any range 0 65535 any range 0 65535 log

access-list 102 deny ip any any log
I

o O

! access-1list 150 applies to admin access from specific hosts
no access-list 150
access-1list 150 permit tcp host 14.2.6.10 host 0.0.0.0
access-1list 150 permit tcp host 14.2.6.11 host 0.0.0.0 eq 23 log
access-1list 150 permit tcp host 14.2.6.12 host 0.0.0.0
access-list 150 deny ip any any log
!
snmp-server community N3T-manag3m3nt ro 75
!
line vty 0 4

access-class 150 in

password 7 123456789012345678901234

login

transport input telnet
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Turbo Access Control Lists

Some Cisco router models support compiled access control lists, called “Turbo
ACLs”, in IOS 12.1(6), and later. Using compiled access control lists can greatly
reduce the performance impact of long lists. To enable turbo access lists on a router,
use the configuration mode command access-list compiled. (If your IOS does
not support compiled access lists, the command will generate a harmless error
message.) Once this facility is enabled, IOS will automatically compile all suitable
access lists into fast lookup tables while preserving their matching semantics. Once
you have enabled turbo access lists, you can view statistics about them using the
command show access-list compiled. Ifyou use access lists with six or more
rules on high-speed interfaces, then compiled ACLs can give improved performance.

Rate Limiting with Committed Access Rate

Committed Access Rate (CAR) is a router service that gives administrators some
control over the general cross-section of traffic entering and leaving a router. By
allocating a specific amount of bandwidth to defined traffic aggregates, data passing
through the router can be manipulated to preserve fragile traffic, eliminate excessive
traffic, and limit spoofed traffic; however, the most important task that CAR can
perform is to mitigate the paralyzing effects of DoS attacks and flash crowds.

You can use CAR to reserve a portion of a link’s bandwidth for vital traffic, or to
limit the amount of bandwidth consumed by a particular kind of attack. In the latter
case, it may not be necessary to keep CAR rules in place at all times, but to be ready
to apply them quickly when you detect an attack in progress. This short section gives
an overview of CAR, and a few simple examples.

CAR Command Syntax

Configuring CAR requires you to apply rate limiting rules to each interface where
you enforce constraints on traffic or bandwidth usage. Each interface can have a
separate, ordered set of rules for the in-bound (receiving) and out-bound (sending)
directions. The general syntax for a CAR rule is shown below, somewhat simplified.

rate-limit {input | output} [access-group [rate-limit] acl]
token-bit-rate burst-normal-size burst-excess-size
conform-action action exceed-action action

To add a rule to an interface, simply type the rule in interface configuration mode, as
shown in the examples below. To remove a rule, enter it again adding the keyword
no to the front. To view the CAR rules on all the interfaces, use the command show
interface rate-limit. The output of the command will show both the rules and
some traffic statistics about the rate limiting. A sample of the output is included in
the first example below.

For more information on CAR commands, consult the “IOS Quality of Service
Solutions Command Reference” section of the IOS documentation.
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Defining Rules

Each rate limit rule is made up of 3 parts: the aggregate definition, the token bucket
parameters, and the action specifications.

e The aggregate definition section of a rule defines the kind of traffic (or

“packet aggregate”) to which the rule applies. The aggregate definition
must include the traffic direction, and may also include fine-grained traffic
selection specified with an access control list. If the rule is meant to apply
to packets entering the router, use the input keyword; for packets leaving
the router use the output keyword. If the aggregate definition includes
an access-group clause, then the CAR rule will apply only to traffic that
is permitted by or matches that access list; if you supply no access-group
clause then the rule applies to all traffic. [It is also possible to apply CAR
rules to packets by QoS header and other criteria, but that is outside the
scope of this brief discussion.] If the keyword rate-1imit appears, it
indicates that the aggregate is defined by a rate-limit access list, otherwise
the access list should be a standard or extended IP access list. Rate-limit
access lists define aggregates based on IP precedence or MAC addresses.

The second part of the rate-limit command is comprised of the three token
bucket parameters. The CAR facility uses a token bucket model to
allocate or limit bandwidth of traffic. This model gives you a flexible
method to stipulate bounds of traffic behavior for an aggregate. The token
bucket model needs three parameters for configuration: the token bit rate,
the traffic burst normal size (in bytes), and the traffic burst exccess size.
The token bit rate parameter must be specified in bits per second (bps), and
must be greater than 8000. It generally describes the allowed rate for the
aggregate. The burst normal size, given in bytes, is generally the size of a
typical traffic transaction in a single direction. For simple protocols, such
as ICMP or DNS, it would simply be the size of a typical message. The
burst excess size denotes the upper bound or maximum size expected for
traffic bursts, before the aggregate uses up its allocated bandwidth. For a
more detailed description of the token bucket model, consult [9].

The last section of a rule consists of the two action specifications. The
first action instructs the router on how to handle packets when the
aggregate conforms to bandwidth allocation, and the second how to handle
packets when the aggregate exceeds its bandwidth allocation. Depending
on your IOS version, there may be as many as nine possible actions; the
most commonly used four are described below.

CAR Action Syntax Action Performed
drop Discard the packet.
transmit Transmit or forward the packet.
continue Apply the next rate-limit rule.
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CAR Action Syntax Action Performed

set-prec-transmit prec Set the IP precedence to prec and
transmit or forward the packet.

CAR Examples

In the first example, CAR is used to reserve 10% of a 10Mb Ethernet link for vital
outgoing SMTP traffic, and to limit outgoing ICMP ‘ping’ traffic to less than 1% of
the link. The rest of the link’s bandwidth will be usable by excess SMTP traffic and
all other IP traffic. In practice, you might want to impose both outbound and inbound
rate limiting to protect the vital SMTP traffic.

North (config)# no access-list 130
North (config) # access-list 130 permit tcp any any eq smtp
North (config) # no access-list 131
North (config) # access-list 131 permit icmp any any echo
North (config)# access-list 131 permit icmp any any echo-reply
North (config) # interface eth0/0
North (config-if) # rate-limit output access-group 130
1000000 25000 50000
conform-action transmit exceed-action continue
North (config-if)# rate-limit output access-group 131
16000 8000 8000
conform-action continue exceed-action drop
North (config-if)# rate-limit output 9000000 112000 225000
conform-action transmit exceed-action drop
North (config-if)# end
North# show interface rate-limit
Ethernet0/0
Output
matches: access-group 130
params: 1000000 bps, 25000 limit, 50000 extended limit
conformed 12 packets, 11699 bytes; action: transmit
exceeded 0 packets, 0 bytes; action: continue
last packet: 2668ms ago, current burst: 0 bytes
last cleared 00:02:32 ago, conformed 0 bps, exceeded 0 bps
matches: access-group 131
params: 16000 bps, 2500 limit, 2500 extended limit
conformed 130 packets, 12740 bytes; action: continue
exceeded 255 packets, 24990 bytes; action: drop
last packet: 7120ms ago, current burst: 2434 bytes
last cleared 00:02:04 ago, conformed 0 bps, exceeded 990 bps
matches: all traffic
params: 9000000 bps, 112000 limit, 225000 extended limit
conformed 346 packets, 27074 bytes; action: transmit
exceeded 0 packets, 0 bytes; action: drop
last packet: 7140ms ago, current burst: 0 bytes
last cleared 00:01:40 ago, conformed 2000 bps, exceeded 0 bps
North#

In this second example, CAR is being used to throttle a TCP SYN flood attack.

North (config)# no access-list 160

North (config) # access-list 160 deny tcp any any established
North (config) # access-list 160 permit tcp any any syn

North (config) # interface eth0/0
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North (config-if) # rate-limit input access-group 160

64000 8000 8000

conform-action transmit exceed-action drop
North (config-if)# end
North#

The CAR rule in this example simply discards excessive TCP SYN packets. In this
case, legitimate traffic would also be affected. If you knew the general source of the
attack (perhaps an IP address range) then you could make the defense more selective
by incorporating the address range into the aggregate definition access list. For
another example of using CAR to combat a DoS attack, consult [10].

Control Plane Policing (CPP)

Conceptually, router operations can be abstracted into three planes: forwarding,
control, and management. The forwarding plane (also called the “data” plane)
forwards user data packets through the router. The management plane consists of
traffic for configuring and monitoring router operations. The control plane consists of
the routing, signaling and link management protocols. Timely and reliable operation
of the management and control planes are essential for maintaining the flow of traffic
through the forwarding plane.

Control Plane Policing (CPP) is a Cisco IOS feature that you can employ to counter
resource starvation-based DoS attacks that target the central processor of a router
(control plane and management plane). CPP protects the central processor via
policies that filter or rate limit traffic directed to the processor. Detailed information
about CPP may be found in a Cisco white paper [12].

To implement a CPP policy, all traffic destined for the control plane of a router must
be categorized into network administrator-defined groups or classes (e.g. the
“critical,” “normal,” “malicious,” and “default” classes). Then service policies
should be created and applied that cause traffic classes destined for the route
processor to be accepted, discarded, or rate limited. Take care when defining and
applying CPP policy -- it is easy to accidentally restrict the wrong traffic and disrupt
management or control plane services.

Before attempting to configure CPP, identify the classes you wish to handle, and
rough traffic rate limits for each of them. Once you have defined your classes,
setting up control plane policing on IOS requires four steps.

1. Create access lists that match (permit) the traffic from members of each
class. (If you have a ‘default’ class, do not create an access list for it.)

2. Define a named class map for each of the access lists you created in step
1, using the class-map command.

3. Create a policy map using the policy-map command. In the map, use
the class map-name command to define rate-limiting policy for each
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named class. Define a default rate-limiting policy using the command
class class-default

4. Apply your policy map to the control plane using the commands
control-plane and service-policy.

The example below shows how to configure CPP with three different classes: a
trusted class for internal and specific external hosts, a malicious class for a known
hostile host, and a default class for all other addresses. Traffic from hosts in the
trusted class will have no rate limits. Traffic from the malicious host will be dropped
entirely. Traffic from all other hosts will be rate-limited to 150 packets per second.
When planning your CPP rate limits, consider the bandwidth from possibly hostile
sites, and the bandwidth required to maintain router operations.

North# config t

Enter configuration commands, one per line. End with CNTL/Z.
North (config)# ! define ACL for CPP trusted hosts

North (config) # access-list 151 permit ip 14.1.0.0 0.0.255.255 any
North (config) # access-list 151 permit ip 14.2.0.0 0.0.255.255 any
North (config) # access-list 151 permit ip host 7.12.1.20 any
North (config)# ! define ACL for known hostile host

North (config) # access-list 152 permit ip host 1.2.3.4 any
North (config)# ! define a class mapping for trusted host
North (config) # class-map match-any cpp-trusted

North (config-cmap) # match access-group 151

North (config-cmap) # exit

North (config)# ! define a class mapping for the malicious host
North (config) # class-map match-any cpp-malicious

North (config-cmap) # match access-group 152

North (config-cmap) # exit

North (config)# ! define our CPP policy map

North (config) # policy-map cpp-policy

North (config-pmap) # class cpp-trusted

North (config-pmap-c)# ! no action here, allow any rate
North (config-pmap-c) # exit

North (config-pmap) # class cpp-malicious

North (config-pmap-c)# ! drop all traffic in this class
North (config-pmap-c)# police rate 10 pps

North (config-pmap-c-police)# conform-action drop

North (config-pmap-c-police) # exceed-action drop

North (config-pmap-c-police) # exit

North (config-pmap-c) # exit

North (config-pmap) # class class-default

North (config-pmap-c)# ! rate-limit all other traffic

North (config-pmap-c) # police rate 150 pps

North (config-pmap-c-police) # conform-action transmit

North (config-pmap-c-police) # exceed-action drop

North (config-pmap-c-police) # exit

North (config-pmap-c) # exit

North (config-pmap) # exit

North (config)# ! apply the policy map for CPP

North (config) # control-plane

North (config-cp) # service-policy input cpp-policy

North (config-cp)# end

North#

)
)
)
)
)
)
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To view the current CPP policy and traffic statistics, use the command
show policy-map control-plane.

To remove a CPP policy, use the command no service-policy command as
shown below.

North (config) # control-plane

North (config-cp) # no service-policy input cpp-policy
North (config-cp)# end

North#
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4.4. Routing and Routing Protocols

“A protocol is a formal description of a set of rules and conventions that govern how
devices on a network exchange information.”[5] This section will discuss two basic
types of protocols, with a focus on the latter. The two types of protocols are:

e Routed protocols —
These are protocols that can be routed by a router. The routed protocol
allows the router to correctly interpret the logical network. Some examples
of routed protocols are IP, IPX, AppleTalk, and DECnet.

e Routing protocols —
“A routing protocol gathers information about available networks and the
distance, or cost, to reach those networks.”[7] These protocols support
routed protocols and are used to maintain routing tables. Some examples
of routing protocols are OSPF, RIP, BGP, IS-IS, and EIGRP.

All of the examples in this section are based on the sample network architecture
shown in Figure 4-1.

Routed Protocols

The most commonly used routed network protocol suite is the TCP/IP suite; its
foundation is the Internet Protocol (IP). This section will not provide an in-depth
discussion of this protocol, as that is far beyond the scope of this guide, consult [6]
for a detailed introduction. ARPA sponsored the development of IP over twenty-five
years ago under the ARPANET project. Today, it is the basis for the worldwide
Internet. Its growth and popularity can be attributed to IP’s ability to connect
different networks regardless of physical environment, and the flexible and open
nature of the IP network architecture.

IP is designed for use on large networks; using IP, a connected host anywhere on a
network can communicate with any other. In practice, host applications almost never
use raw IP to communicate. Instead, they use one of two transport-layer protocols
built on top of IP: the Transmission Control Protocol (TCP) or the User Datagram
Protocol (UDP). Use of TCP or UDP is immaterial to routing, which takes place
exclusively at the network layer. Each IP host does not need to know a path through
the network to every other host, instead it only needs to know the address of one or a
small number of routers. These routers are responsible for directing each IP packet to
its intended destination.

In a small network, each router can simply be connected directly to every other
router. For larger networks, of course, connecting every router to every other would
be prohibitively expensive. Instead, each router maintains a route table with
information about how to forward packets to their destination addresses. Correct,
efficient, and secure operation of any large IP network depends on the integrity of its
route tables. For a detailed introduction to the concepts of routing, consult [16].
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Route Tables and Routing Protocols

A router’s primary responsibility is to send a packet of data to the intended
destination. To accomplish this, each router needs a route table. Each router builds
its table based on information from the network and from the network administrators.
The router then uses a set of metrics, depending on the contents of the table and its
routing algorithm, to compare routes and to determine the ‘best’ path to a destination.

Routers use four primary mechanisms for building their route tables:

1. Direct connection: Any LAN segment to which the router is directly
connected is automatically added to the route table. For example, the
router Central is connected to the LAN segment 14.2.9.0/24.

2. Static routing. As network administrator, you can manually instruct a
router to use a given route to a particular destination. This method
usually takes precedence over any other method of routing.

3. Dynamic routing. Uses router update messages from other routers to
create routes. The routing algorithm associated with the particular
routing protocol determines the optimal path to a particular destination,
and updates the route table. This method is the most flexible because it
can automatically adapt to changes in the network.

4. Default routing. Uses a manually entered route to a specific ‘gateway of
last resort” when route is not known by any other routing mechanism.
This method is most useful for border routers and routers that serve as
the sole connection between a small LAN and a large network like the
Internet. Routers that depend on a single default gateway usually do not
use routing protocols.

Although many different dynamic routing protocols exist, they can be divided into
two groups: interior and exterior gateway protocols. An interior gateway protocol
(IGP) is used for exchanging routing information between gateways within an
autonomous system. An autonomous system is a group of networking components
under one administrative domain. The gateways within the autonomous system use
the route information conveyed by the IGP messages to direct IP traffic. An exterior
gateway protocol (EGP) is used between autonomous systems. It is typical, although
not universal, that interior gateway protocols are employed on interior routers, and
exterior gateway protocols on backbone routers. Border routers might use either, or
both, depending on the network architecture in which they are found. Border
Gateway Protocol version 4 (BGP-4) is the exterior gateway protocol used for
conveying route information between autonomous systems on the Internet.

This section focuses on a small number of widely used routing protocols: RIP, OSPF,
BGP, IS-IS, and EIGRP. The first three are IETF standards, IS-IS is an ISO
standard, and the last, EIGRP, is vendor-defined. RIP, the Routing Information
Protocol, is an example of a distance vector based interior gateway protocol. OSPF,
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Open Shortest Path First, and IS-1S, Intermediate-System to Intermediate-System, are
examples of link state interior gateway protocols. BGP-4, the Border Gateway
Protocol, version 4, is the IETF standard exterior gateway protocol. EIGRP, the
Enhanced Interior Gateway Routing Protocol, is a proprietary Cisco IGP that is
sometimes used in all-Cisco networks. The table below provides a short comparison.

Table 4-2 — Five Popular IP Routing Protocols

RIP Distance vector protocol: maintains a list of distances to other networks
measured in hops, the number of routers a packet must traverse to reach its
destination. RIP is suitable only for small networks, partly because the
maximum distance is 15 hops. Broadcasts updates every 30 seconds to
neighboring RIP routers to maintain integrity. Each update is a full route table.

OSPF Link state protocol: uses a link speed-based metric to determine paths to other
networks. Each router maintains a simplified map of the entire network.
Updates are sent via multicast, and are sent only when the network
configuration changes. Each update only includes changes to the network.
OSPF is suitable for large networks.

IS-IS Link state protocol: uses a cost-based metric by default to determine paths to
other networks. Optional metrics are delay, expense and error. Cisco IOS
supports only the cost based metric. Routers establish and maintain neighbor
adjacencies every 10 seconds by default. A complete link state database is
broadcast by a designated router every 10 seconds by default to synchronize
neighbor route tables. IS-IS is suitable for large networks.

EIGRP | Distance vector protocol: maintains a complex set of metrics for the distance to
other networks,and incorporates some features of link state protocols.
Broadcasts updates every 90 seconds to all EIGRP neighbors. Each update
includes only changes to the network. EIGRP is suitable for large networks.

BGP A distance vector exterior gateway protocol that employs a sophisticated series
of rules to maintain paths to other networks. Updates are sent over TCP
connections between specifically identified peers. BGP-4 employs route
aggregation to support extremely large networks (e.g. the Internet).

Another important aspect of a routing protocol scheme is the amount of time it takes

for network architecture or connectivity changes to be reflected in the route tables of
all affected routers. This is usually called the rate of convergence. For example, in a
large network OSPF offers much faster convergence than RIP.

Configuring routing in IP networks can be a very complex task, and one which is
outside the scope of this guide. Routing does raise several security issues, and Cisco
I0S offers several security services for routing; this section discusses some of these
security issues and describes several of the security services in moderate detail. For
general guidance on routing protocols, consult the Cisco IOS documentation, or [3].

Common routing hazards

A question that is often overlooked is “Why do we need to concern ourselves with
security of the network?”” A better question to ask would be “What kind of damage
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4.4.2.

could an adversary do to our network?” Section 3 presents some motivations for
overall router security. This section focuses on security issues related to routing and
routing protocols. Routing security should be a top priority for network
administrators who want to:

e prevent unauthorized access to resources on the network,
e protect mission information from unauthorized exposure and modification,

e prevent network failures and interruptions in service.

An unprotected router or routing domain makes an easy target for any network-savvy
adversary. For example, an attacker who sends false routing update packets to an
unprotected router can easily corrupt its route table. By doing this, the attacker can
re-route network traffic in whatever manner he desires. The key to preventing such
an attack is to protect the route tables from unauthorized and malicious changes.
There are two basic approaches available for protecting route table integrity:

1. Use only static routes —
This may work in small networks, but is unsuitable for large networks
because it increases administrative overhead and requires administrative
response to any failures.

2. Authenticate route table updates —
By using routing protocols with authentication, network administrators
can deter attacks based on unauthorized routing changes. Authenticated
router updates ensure that the update messages came from legitimate
sources, bogus messages are automatically discarded.

Another form of attack an adversary might attempt against a router is a denial of
service attack. This can be accomplished in many different ways. For example,
preventing router update messages from being sent or received will result in bringing
down parts of a network. To resist denial of service attacks, and recover from them
quickly, routers need rapid convergence and backup routes.

A detailed analysis of routing protocol threats and countermeasures may be found in
a Cisco SAFE white paper [45].

ARP and LANs

Address Resolution Protocol, or ARP, is the protocol used to map IP addresses to a
particular MAC or Ethernet address. ARP is described in more detail in RFC 826 and
Parkhurst [2]. Proxy ARP is a method of routing packets using the Ethernet MAC
address instead of the IP address to determine the final destination of a packet. For a
detailed description of Proxy ARP, consult RFC 1027.

However, because ARP offers no security, neither does Proxy ARP. The fundamental
security weakness of ARP is that it was not designed to use any form of
authentication. Anyone on a LAN segment can modify an entry in the ARP cache of
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4.4.3.

a router that serves the segment. Therefore, if a host on the network does not use
default gateways, but instead uses Proxy ARP to handle the routing, it is susceptible
to bad or malicious routes. In any case, Proxy ARP is generally not used anymore,
and it should be disabled. The following example illustrates how to do just that.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface ethernet0/0

Central (config-if) # no ip proxy-arp

Central (config-if) # exit

Central (config) # interface ethernet0/1

Central (config-if) # no ip proxy-arp

Central (config-if) # end

Central#

Route tables, static routes, and routing protocols

This section describes how to protect routers from some common routing hazards.
The main focus of this section is using peer router authentication with interior
gateway protocols. Section 4.4.5 gives some security guidance for one exterior
gateway protocol, BGP-4.

Router Neighbor Authentication

The primary purpose of router neighbor authentication is to protect the integrity of a
routing domain. In this case, authentication occurs when two neighboring routers
exchange routing information. Authentication ensures that the receiving router
incorporates into its tables only the route information that the trusted sending router
really intended to send. It prevents a legitimate router from accepting and then
employing unauthorized, malicious, or corrupted routing updates that would
compromise the security or availability of a network. Such a compromise might lead
to re-routing of traffic, a denial of service, or simply giving access to certain packets
of data to an unauthorized person.

OSPF Authentication

Router neighbor authentication is a mechanism that, when applied correctly, can
prevent many routing attacks. Each router accomplishes authentication by the
possession of an authentication key. That is, routers connected to the same network
segment all use a shared secret key. Each sending router then uses this key to ‘sign’
each route table update message. The receiving router checks the shared secret to
determine whether the message should be accepted. This sub-section describes the
implementation of router neighbor authentication in OSPF, because it is a good
illustration of the basic principle; authentication in RIP version 2 and EIGRP work in
a similar fashion.

OSPF uses two types of neighbor authentication: plaintext and message digest
(MDS5). Plaintext authentication uses a shared secret key known to all the routers on
the network segment. When a sending router builds an OSPF packet, it signs the
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packet by placing the key as plaintext in the OSPF header. The receiving router then
compares the received key against the key in memory. If the keys match, then the
router accepts the packet. Otherwise, the router rejects the packet. This method does
not provide much security because the key is in plaintext in the packet. Using this
method reveals the secret key to any attacker using a network sniffer on the right
LAN segments. Once an attacker captures the key, they can pose as a trusted router.

The second, and more secure method, is message digest authentication. Figure 4-3
shows our example network with its routing protocols.

Internet

eth0/0

OSPF

Facility =
Area 0 Network T) —
14.1.0.0/16 14.2.6.250/24
ANy woo | 14.1.15.25016 14.2.6.0/24
ﬁ Autonomous System Border Router (ASBR)
eth0/1 14.2.9.250/iZ‘“‘“‘m\
\\
RIP Second Floor “

14.2.9.0/24

eth0/1 | 14.2.10.64/24

14.2.10.0/24

Figure 4-3: An Example Routing Architecture

In this example, routers North, East, and Central all share the same secret key,
rOutes-4-all, with a Key ID of 1. Each of these routers authenticates to each
other using the MD5 message digest authentication method, whose cryptographic
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authentication type is denoted by a value of 2. Figure 4-4 shows how East
authenticates to North. East first builds an OSPF packet, both header and body. It
then picks a primary key to use on the network segment. In this case, the key is
rOutes-4-all. The corresponding Key ID, 1, is placed in the header. East also
places a 32-bit sequence number in the header. This sequence number protects
against replay attacks so that no two OSPF packets will have the same hash value.
The sequence number is incremented with every new packet. Finally, the secret key
is appended to the packet. East runs the cryptographic hash algorithm, MDS5, against
the OSPF packet. The output, 16 bytes, is written over the secret that was appended
to the packet.

The receiving router, North, looks at the Key ID to determine which key was used to
generate the hash, or signature. The router then uses its own key to regenerate the
hash on the received packet in the same manner as the sending router. If the
regenerated hash matches the hash that was sent from East, then the North trusts the
packet. Otherwise, it rejects the packet as being invalid.

OSPF Version | OSPF pkt type \I OSPF Version | OSPF pkt type
OSPF length : OSPF length
|
—— Source OSPF Router ID —— | —— Source OSPF Router ID ——
|
|
|
— OSPF Area ID — | — OSPF Area ID —
|
|
0 (no checksum) | 0 (no checksum)
2 (cryptographic auth type) : 2 (cryptographic auth type)
0 | 0
1 (Key ID) 16 (MDS5 len) : 1 (Key ID) 16 (MDS5 len)
. \ MD5 hash .
Cryptographic sequence number ) A Cryptographic sequence number
|
OSPF packet body : OSPF packet body
|
| i
- — | — — |
| |
| |
MD5
- | ! .
16-byte secret I < cryptographic
| hash
|
|
|
|
|
/

—_————— —

Figure 4-4: OSPF Calculation of an MDS Authentication Signature (from [4])

OSPF Plaintext Authentication

This method is not recommended, use the superior MD5 method.
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OSPF MD5 Authentication

The example below illustrates an example of setting up MDS5 for OSPF router
neighbor authentication. The example transcripts below show routers North and East
receiving the key rOutes-4-all. In practice, all the routers participating in a given
network should be configured in the same way, using the same key. Using the
example network shown in Figure 4-1, router Central would also have to be
configured with MDS5 authentication and the same shared key as shown below.

North# config t

Enter configuration commands, one per line. End with CNTL/Z.
North (config) # router ospf 1

North (config-router)# network 14.1.0.0 0.0.255.255 area 0

North (config-router)# area 0 authentication message-digest
North (config-router) # exit

North (config)# int eth0/1

North (config-if)# ip ospf message-digest-key 1 md5 rOutes-4-all
North (config-if) # end

North#

East# config t

Enter configuration commands, one per line. End with CNTL/Z.
East (config) # router ospf 1

East (config-router)# area 0 authentication message-digest
East (config-router)# network 14.1.0.0 0.0.255.255 area 0

East (config-router)# network 14.2.6.0 0.0.0.255 area 0

East (config-router) # exit

East (config)# int ethO

East (config-if)# ip ospf message-digest-key 1 md5 rOutes-4-all
East (config-if) # end

East#

RIP Authentication

The RIP routing protocol also supports authentication to prevent routing attacks.
RIP’s method of authentication is very similar to that of OSPF, although the 10S
commands are somewhat different. The neighboring RIP routers use shared secret
keys. Each sending router uses these keys to generate the cryptographic hash
incorporated into each RIP update message. The receiving router then uses the shared
secret to check the hash and determine whether the message should be accepted.

RIP Plaintext Authentication

This method is not recommended, use the superior MD5 method, below.

RIP MD5 Authentication

The example below illustrates an example of setting up MD5 for RIP router neighbor
authentication. The example transcripts below show routers from Figure 4-3, Central
and South, receiving the key my-supersecret-key, contained in their respective
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key chains. In practice, all the routes connected to a given network must be
configured in the same way. That is, all of them must possess the same shared key(s).

Prior to enabling RIP MD5 authentication, each neighboring router must have a
shared secret key. RIP manages authentication keys by the use of key chains. A key
chain is a container that holds multiple keys with the associated key IDs and key
lifetimes. Multiple keys with different lifetimes can exist. However, only one
authentication packet is sent. The router examines the key numbers in order from
lowest to highest, and uses the first valid key that is encountered. In the example
below, Central and South have key chains named CENTRAL-KC and SOUTH-KC.
Both key chains share the keys my-supersecret-key and my-othersecret-
key. However, both routers will only use the first valid key. The other key is usually
used when migrating to different keys.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # key chain CENTRAL-KC

Central (config-keychain)# key 1

Central (config-keychain-key) # key-string my-supersecret-key
Central (config-keychain-key)# exit

Central (config-keychain) # key 2

Central (config-keychain-key) # key-string my-othersecret-key
Central (config-keychain-key) # end

Central#

~ o~ o~~~ —~

South# config t

Enter configuration commands, one per line. End with CNTL/Z.
South (config) # key chain SOUTH-KC

South (config-keychain) # key 1

South (config-keychain-key) # key-string my-supersecret-key
South (config-keychain-key) # exit

South (config-keychain) # key 2

South (config-keychain-key) # key-string my-othersecret-key
South (config-keychain-key) # end

South#

RIP version 1 did not support authentication. This was a feature that was included in
RIP version 2. Each RIP router must first be configured to use version 2 in order to
enable authentication during routing updates. The example below shows how to
enable version 2 of RIP.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# router rip

Central (config-router) # version 2

Central (config-router)# network 14.0.0.0

Central (config-router) # end

Central#

South# config t
Enter configuration commands, one per line. End with CNTL/Z.
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South
South
South
South
South#

config)# router rip
config-router) # version 2
config-router)# network 14.0.0.0
config-router) # end

—~ o~~~

Finally, the example below shows how to enable authentication for RIP.
Authentication for RIP is enabled on the interfaces. In the example below, Central
will be using the key chain CENTRAL-KC that was created earlier and the MD5
method of authentication.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # int ethernet0/1

Central (config-if)# ip rip authentication key-chain CENTRAL-KC
Central (config-if)# ip rip authentication mode md5

Central (config-if)# end

Central#

South# config t

Enter configuration commands, one per line. End with CNTL/Z.
South (config) # int ethernet0/0

South (config-if) # ip rip authentication key-chain SOUTH-KC
South (config-if) # ip rip authentication mode md5

South (config-if)# end

South#

—~ o~~~

EIGRP Authentication

EIGRP route authentication is provided through the use of a keyed Message Digest 5
(MD5) hash. This insures the integrity of routing messages accepted from
neighboring routers. To configure EIGRP authentication:

1. Select the MDS5 authentication mode.
2. Enable authentication for EIGRP messages.
3. Specify the key chain, key number, and key string to be used.

4. Configure key management (optional).

The example below details the steps necessary to configure MDS5 authentication on
two EIGRP peers, North and East. Initially, EIGRP is configured on both routers for
the 14.1.0.0/16 network. Proceeding into the interface configuration mode, MD5
authentication is enabled within autonomous system 100 and linked to a particular
key chain. Router North’s key chain is defined as northke and router East’s key
chain is named eastkec. The key chain name is locally significant and neighboring
routers do not have to be configured with the same name. Finally, the key chain is
defined within key chain configuration mode consisting of a key name, key number,
and key string. In this example, Router North has associated key number 1 with the
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key-string ‘secret-key’. Key management is optionally configured with the accept-
lifetime and send-lifetime commands. In this case, the routers will send updates
authenticated with the key ‘my-secret-key’ from October 1, 2003 until January 1,
2004; it will accept updates with that key until January 7, 2004. The examples
below show how to configure EIGRP authentication and keys.

North# config t

Enter configuration commands, one per line.End with CNTL/Z.

North (config)# router eigrp 100

North (config-router)# network 14.1.0.0 255.255.0.0

North (config-router) # exit

North (config)# interface eth 0/1

North (config-if) # ip authentication mode eigrp 100 md5

North (config-if)# ip authentication key-chain eigrp 100 NORTH-KC

North (config-if) # exit

North (config) # key chain NORTH-KC

North (config-keychain) # key 1

North (config-keychain-key) # key-string my-secret-key

North (config-keychain-key) # send-lifetime 00:00:00 Oct 1 2003
00:00:00 Jan 1 2004

North (config-keychain-key) # accept-lifetime 00:00:00 Oct 1 2003
00:00:00 Jan 7 2004

North (config-keychain-key) # end

North#

East# config t
Enter configuration commands, one per line. End with CNTL/Z.
East (config)# router eigrp 100

East (config-router) # network 14.1.0.0 255.255.0.0

East (config-router)# network 14.2.6.0 255.255.255.0

East (config-router) # passive-interface ethl

East (config-router) # exit

East (config)# interface eth 0

East (config-if)# ip authentication mode eigrp 100 md5

East (config-if)# ip authentication key-chain eigrp 100 EAST-KC
East (config-if)# exit

East (config) # key chain EAST-KC

East (config-keychain)# key 1

East (config-keychain-key)# key-string my-secret-key

East (config-keychain-key) # send-lifetime 00:00:00 Oct 1 2003

00:00:00 Jan 1 2004

East (config-keychain-key) # accept-lifetime 00:00:00 Oct 1 2003
00:00:00 Jan 7 2004

East (config-keychain-key) # end

East#

It is important to note that each key string is associated with a specific key number.
In the example above, the key-string “secret-key” is associated with key number 1.
Multiple keys and key-strings can be configured on a router, but only one
authentication packet is sent. The router chooses the first valid key while examining
the key numbers from lowest to highest.
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IS-IS Authentication

IS-IS provides three methods of authentication to prevent routing attacks: Plaintext
(or clear text), Enhanced Clear Text and Hashed Message Authentication Code
Message Digest 5 (HMAC-MDS). Plaintext authentication uses a shared secret key
known to all the routers on the network segment. This method does not provide much
security because the key is in plaintext in the packet. Using this method reveals the
secret key to any attacker using a network sniffer on the associated LAN segments.
Once an attacker captures the key, they can pose as a trusted router. Enhanced Clear
Text authentication functions like Plaintext authentication with the exception that the
authenticating key is encrypted only within the configuration of the router. The final,
and recommended security practice is to use HMAC-MDS5 authentication. This
method sends a “message digest” instead of the authenticating key itself. The
message digest is created using a shared secret key and a message, but the key itself
is not sent, preventing it from being read while it is being transmitted.

The IS-IS HMAC-MDS authentication feature adds an HMAC-MDS digest to each
IS-IS protocol data unit (PDU) packet before transmitting the packet across the
network. The digest is used by the receiving router(s) to authenticate each PDU. This
process prevents unauthorized PDUs from being accepted and used in the IS-IS
routing domain.

IS-IS has five PDU packet types: LSP, LAN Hello, Serial Hello CNSP and PSNP.
The IS-IS HMAC-MDS authentication can be applied to all five types of PDU. The
authentication can be enabled on the two different IS-IS Levels (Level 1 and Level 2)
independently. “The interface-related PDUs (LAN Hello, Serial Hello, CNSP and
PSNP) can be enabled with authentication on different interfaces, with different
levels and different passwords.” [26]

In order to use IS-IS HMAC-MDS5 authentication, you must configure the following
three things:

1. akey chain,
2. an IS-IS routing protocol instance, and
3. HMAC-MDS authentication.

The keys on the key chain must be identical on neighboring routers. Each sending
router uses its keys to generate the cryptographic hash incorporated into IS-IS
messages. The receiving router then uses its identical set of keys to check the IS-IS
authentication. The transcripts below show routers from Figure 4-5, North and East,
being configured with the key my-secret-key, in their respective key chains.

North# config t

Enter configuration commands, one per line. End with CNTL/Z.
North (config) # key chain ISIS-KC

North (config-keychain) # key 1

North (config-keychain-key) # key-string my-secret-key

North (config-keychain-key) # end

North#
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East# config t

Enter configuration commands, one per line. End with CNTL/Z.
East (config) # key chain ISIS-KC

East (config-keychain)# key 1

East (config-keychain-key) # key-string my-secret-key

East (config-keychain-key) # end

East#

Internet

eth0/0

NET =49.0001.0000.0000.0001.00

cnon | 14.1.1.250/16

\ NET = 49.0001.0000.0000.0003.00

Facility -
IS-IS Network :
| Area 49.0001

14.2.6.0/24

Figure 4-5: An Example Routing Architecture

Next, ensure the [S-IS routing protocol process is running on the routers. Then select
the IS-IS PDU types to authenticate and enable IS-IS HMAC-MDS5 authentication on
the routers. For example, a site’s security policy may require that routers authenticate
to establish neighbor adjacencies within an area and perhaps it requires that routers
authenticate before accepting routing database updates within an area. The following
scripts implement this security policy. Notice that IS-IS HMAC-MDS5 authentication
is applied to the North router’s ethernet interface 0/1 and on the East router’s ethernet
interface 0 to authenticate neighbor adjacencies (i.e. LAN Level 1: Hello packets).
Also notice that IS-IS HMAC-MDS5 authentication is applied to the IS-IS instance to
authenticate routing database updates (i.e. Level 1: LSP, CNSP, and PSNP packets):

North# config t

Enter configuration commands, one per line. End with CNTL/Z.
North (config) # router isis secure-network

North (config-router)# net 49.0001.0000.0000.0001.00

North (config-router)# is-type level-1

North (config-router)# authentication mode md5 level-1

North (config-router)# authentication key-chain ISIS-KC level-1
North (config-router)# exit

North (config) # interface ethernet 0/1

North (config-if)# ip address 14.1.1.250 255.255.0.0

North (config-if)# ip router isis secure-network
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North (config-if) # isis authentication mode md5 level-1

North (config-if)# isis authentication key-chain ISIS-KC level-1
North (config-if)# end

North#

East# config t

Enter configuration commands, one per line. End with CNTL/Z.
East (config) # router isis secure-network

East (config-router)# net 49.0001.0000.0000.0003.00

East (config-router)# is-type level-1

East (config-router)# authentication mode md5 level-1

East (config-router)# authentication key-chain ISIS-KC level-1
East (config-router)# exit

East (config) # interface ethernet 0

East (config-if)# ip address 14.1.1.20 255.255.0.0

East (config-if) # ip router isis secure-network
East (config-if

East (config-if

East (config-if

East#

# isis authentication mode md5 level-1
# isis authentication key-chain ISIS-KC level-1
# end

)
)
)
)

Authentication on Level 2 packets is accomplished by changing the level-1 parameter
in the example above to level-2.

IS-IS offers a unique security advantage compared to other IP routing protocols. IS-
IS packets are encapsulated over the data link and are not carried in IP packets.
Therefore an attacker has to be physically attached to a router in the IS-IS network to
maliciously disrupt the IS-IS routing environment. “Other routing protocols, such as
RIP, OSPF and BGP, are susceptible to attacks from remote IP networks through the
Internet because routing protocol packets are ultimately embedded in IP packets,
which makes them susceptible to remote access by intrusive applications.” [27]

Key Management

The strength of these methods, RIP, OSPF, IS-IS, and EIGRP routing update
authentication, depends on two factors: the secrecy of the keys and the quality of the
keys. A key’s secrecy is intact only if it is known by the trusted routers but hidden
from any attacker. The best method for distributing keys to trusted routers is to do it
manually. The other issue with maintaining secrecy is the question of “How many
keys should be used in the routing domain?” That is, whether one key should be used
for the entire routing domain, or a separate key for each router neighbor-to-neighbor
connection. Using a separate key for each router neighbor-to-neighbor connection
can become an administrative nightmare, so using a common key for the entire
routing domain is recommended. However, maintaining the secrecy of the key
becomes much more important, because failure to do so can compromise the entire
network. Key lifetime is also important. RIP, IS-IS, and EIGRP use Cisco IOS key
chains, which offer substantial control over key lifetime. OSPF uses single keys; an
administrator must manually change the keys when their lifetimes expire.
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Management of key lifetime is accomplished optionally through the use of the
keychain accept-lifetime and send-1lifetime commands. Both of these are
configured within the key chain configuration mode, and specify the start-time and
end-time to accept and send individual keys. These commands apply to keys in a
keychain, so they can be used for IS-IS, EIGRP, and RIPv2 authentication, but not
OSPF authentication. The router must be configured to maintain correct time (see
Section 4.5.2). The number of different keys and the key validity periods should be
defined in the router security policy.

The other factor that authentication relies upon is the quality of the keys. The rules
for generating good passwords apply to generating good keys as well. See Section 4.1
for a detailed description.

If you use routing update authentication, then your router security policy should
define the key management procedures and responsibilities.

Static Routes

Static routes are manually configured on the router as the only path to a given
destination. These routes typically take precedence over routes chosen by dynamic
routing protocols.

In one sense, static routes are very secure. They are not vulnerable to spoofing
attacks because they do not deal with router update packets. Using static routes
exclusively can make network administration very difficult. Also, configuring a
large network to use only static routes can make the availability of large pieces of the
network subject to single points of failure. Static routes cannot easily handle events
that change the network topology, such as link failures. A dynamic routing protocol,
such as OSPF, can correctly re-route traffic in the case of a router or link failure.

In most cases, static routes take precedence over their dynamic counterparts.
However, if an administrative distance is specified, then that static route can be
overridden by dynamic information. For example, OSPF-derived routes have a
default administrative distance of 110. Thus a static route must have an
administrative distance greater than 110 if the OSPF derived route is to have

precedence over the static route. Static routes have a default administrative distance
of 1.

The following example illustrates how to create a static route with a higher
administrative distance than OSPF. For more information on the internal workings of
static routes, consult [7].

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# ip route 14.2.6.0 255.255.255.0 14.1.1.20 120
Central (config) # end

Central#
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The simplest approach for discarding traffic with black-hole routes is to set up static
routes, as discussed in Section 4.4.6.

Convergence

Reducing the convergence time (the time it takes for all routers to learn of a change
in the network) can improve the level of security. If an attacker creates a spoofed
route to redirect traffic, then reducing the convergence time will cause that false route
to die quickly, unless the attacker continues to send routing updates. However,
constantly sending routing updates will likely expose the identity of the infiltrator. In
either case, different aspects of network security will be addressed.

As a cautionary note, reducing convergence time, especially when using RIP, will
increase network load. The default settings have been selected to provide optimal
performance.

The example below illustrates how to reduce convergence on an OSPF and RIP
network. The timers for OSPF can be viewed by using the show ip ospf pid
command and the show ip ospf interface interface command.

Central# show ip ospf 1

SPF schedule delay 5 secs, Hold time between two SPFs 10
secs

Central# show ip ospf interface ethernet0/0
Ethernet0/0 is up, line protocol is up
Internet Address 192.168.20.150/24, Area 1
Transmit Delay is 1 sec, State DROTHER, Priority 1

Timer intervals configured, Hello 10, Dead 40, Wait 40,
Retransmit 5
Hello due in 00:00:05

The output of the show ip ospf pid command shows that OSPF on Central will
perform an SPF (Shortest Path First) calculation 5 seconds after it receives a topology
change. If this value is 0, then Central starts an SPF calculation after receiving a
topology change. It will also wait 10 seconds between two consecutive SPF
calculations. If this value is 0, then two consecutive SPF calculations can be done
without any waiting period. Reducing both of these timers causes routing to switch to
an alternate path more quickly in the event of a failure.

The output of the show ip ospf interface interface command shows that
the time between Hello packets on interface ethernet0/0 is 10 seconds. The Dead
interval, which is 40 seconds in the example, is the time hello packets must not have
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been seen before Central declares its neighbor dead. The Retransmit interval is the
time between LSA (Link State Advertisement packets sent by OSPF)
retransmissions. This time, which is 5 seconds, must be greater than the expected
round trip between Central and any other router on the same network. Otherwise, the
routers will be sending needless LSA packets. The Transmit Delay is the time in
seconds that Central will take to transmit a link-state update packet.

If the Hello-interval and Dead-interval are modified on a router, then all other OSPF
routers on that network must be changed as well. That is, all routers on that network
must have the same Hello-interval and Dead-interval.

The example below shows how to modify OSPF timers. The first modification sets
the SPF calculation delay to 1 second and the delay between two consecutive SPF
calculations to 4 seconds. The second modification sets the Hello-interval to 5
seconds, the Dead-interval to 20 seconds, the Retransmit-interval to 8 seconds, and
the Transmit-delay to 6 seconds.

Central# config t

Central (config) # router ospf 1

Central (config-router)# timers spf 1 4
Central (config-router)# end

Central# show ip ospf

SPF schedule delay 1 secs, Hold time between two SPFs 4 secs

Central# config t
Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface ethernet0/0
Central (config-if)# ip ospf hello-interval 5
Central (config-if)# ip ospf dead-interval 20
Central (config-if)# ip ospf retransmit-interval 8
Central (config-if)# ip ospf transmit-delay 6
Central (config-if)# end
Central# show ip ospf interface ethernet0/0
Ethernet0/0 is up, line protocol is up
Internet Address 192.168.20.150/24, Area 1
Transmit Delay is 6 sec, State DR, Priority 1

Timer intervals configured, Hello 5, Dead 20, Wait 20,
Retransmit 8
Hello due in 00:00:02

Similarly, the timers for RIP can be viewed by using the show ip protocols
command.

Central# show ip protocols
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4.4.4.

Routing Protocol is "rip"
Sending updates every 30 seconds, next due in 22 seconds
Invalid after 180 seconds, hold down 180, flushed after 240

In its current configuration, RIP routing updates are sent every 30 seconds. If no
update is received within 180 seconds, then the route is declared invalid. The hold
down time is the time that a route will remain in the routing table before a new route
is accepted. The flush time is the amount of time that a route will remain in the
routing table before it is removed if no update to that route is received. The sleep
time, which is not shown, is the amount of time, measured in milliseconds, an update
will be delayed before transmission. The example shows how to modify the RIP
timers.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # router rip

Central (config-router) # timers basic 20 120 150 230 3
Central (config-router) # end

Central# show ip protocols

Routing Protocol is "rip"
Sending updates every 20 seconds, next due in 6 seconds
Invalid after 120 seconds, hold down 150, flushed after 230

Central#

In general, OSPF and IS-IS are preferable to RIP. It is also possible to redistribute
OSPF or IS-IS routes over RIP, and this is preferable to running RIP on an entire
large network. For details on this topic, consult Chapter 13 of [2].

Disabling unneeded routing-related services

Passive Interfaces

The passive-interface command is used to prevent other routers on the network
from learning about routes dynamically. It can also be used to keep any unnecessary
parties from learning about the existence of certain routes or routing protocols used.
It is typically used when the wildcard specification on the network router
configuration command configures more interfaces than desirable. The example
below illustrates such a case.

Routerl# show config

interface ethernetO
description Active routing interface for 14.1.0.0 net

ip address 14.1.15.250 255.255.0.0
|
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interface ethernetl

description Active routing interface for 14.2.0.0 net

ip address 14.2.13.150 255.255.0.0
|

interface ethernet?2

description Passive interface on the 14.3.0.0 net

ip address 14.3.90.50 255.255.0.0
!

router ospf 1
network 14.0.0.0 0.0.0.255 area O
passive-interface ethernet?2

Routerl#

When used on OSPF, this command blocks routing updates from being sent or
received on an interface. In the example above, OSPF has been enabled to run on all
subnets of 14.0.0.0. However, by designating ethernet2 as a passive interface,
OSPF will run only on interfaces ethernet0 and ethernetl. An alternative method
to this is to simply not enable OSPF on certain interfaces, as shown below.

Routerl# show config

interface ethernetO
ip address 14.1.15.250 255.255.0.0
|
interface ethernetl
ip address 14.2.13.150 255.255.0.0
|
interface ethernet?2
ip address 14.3.90.50 255.255.0.0
|
router ospf 1
network 14.1.
network 14.2.

0.0 0.0.255.255 area 0
0.0 0.0.255.255 area O

Routerl#

This command functions slightly differently on RIP. When used on RIP, this
command stops routing updates from being sent out on an interface, but routing
updates will still be received and processed. This command is especially important
when using RIP version 1, because that version only uses major network numbers. In
Figure 4-3, enabling RIP on Central will cause RIP broadcasts to be sent out of
interfaces ethernet0/0 and ethernet0/1. The reason for this is that both interfaces
appear to have the same Class A internet address, i.e. 14.x.x.x. Thus, although
ethernet0/0 is part of an OSPF network, RIP broadcasts will be sent through that
interface. The example below illustrates how to remedy that problem.
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Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # router rip

Central (config-router)# passive-interface ethernet0/0

Central (config-router) # end

Central#

The syntax for using this command on OSPF is nearly identical. The example below
illustrates that, however, since OSPF is not enabled on the interface to the RIP
network, this step is unnecessary. Therefore, the following example is for illustration
purposes only.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # router ospf 1

Central (config-router)# passive-interface ethernet0/1

Central (config-router) # end

Central#

Using filters to block routing updates

The distribute-list command is used to apply access lists on routing protocols.
This command has two primary functions. To suppress advertisements of particular
networks in updates, use the distribute-list out command . To filter the
receipt of network updates, use the distribute-list in command. Each
command behaves differently with respect to the routing protocol used.

To apply this command to a routing protocol, you must first create an access list. For
more information about how to create access lists, see Section 4.3. For illustration
purposes, an access list with rules filtering out 14.2.10.0/24 will be used.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # access-list 55 deny 14.2.10.0 0.0.0.255
Central (config) # access-list 55 permit any

Central (config)# end

Central#

The OSPF distribute-list in configuration command prevents routes from
being inserted into the routing table, but it does not stop routes from being sent out in
the link-state advertisements (LSAs). Thus all downstream routers will learn about
the networks that were supposed to be filtered in these LSAs. Some authors,
including Parkhurst [2], advise against using distribute-list in for OSPF.

The distribute-list out command in OSPF configuration mode stops routes
from being advertised in updates. However, this restriction only applies to external
routes, that is, routes from a different autonomous system (AS). The following
example shows how to prevent Central from advertising the 14.2.10.0 network from
the RIP routing domain into the OSPF routing domain. With this setting North and
East would not see a route to the 14.2.10.0 network.
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Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # router ospf 1

Central (config-router) # distribute-list 55 out

Central (config-router) # end

Central#

The RIP distribute-list in command deletes routes from incoming RIP
updates. Subsequently, all updates sent from that router will not advertise the deleted
route. The following example shows Central deleting the route to 14.2.10.0 network
as it comes in from a RIP update from South. Therefore, since Central no longer has
a route to network 14.2.10.0, it will not advertise this network to other routers. Thus,
North and East will not see a route to 14.2.10.0.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # router rip

Central (config-router) # distribute-list 55 in

Central (config-router) # end

Central#

The RIP distribute-1list out command prevents routes from being advertised in
updates. Thus, the effect of applying the same filter used in the previous examples to
South is that North, East and Central will not see routes to the 14.2.10.0 network.

South# config t

Enter configuration commands, one per line. End with CNTL/Z.
South (config) # access-1list 55 deny 14.2.10.0 0.0.0.255

South (config) # access-list 55 permit any

South (config) # router rip

South (config-router)# distribute-list 55 out

South (config-router) # end

South#

The examples above essentially accomplish the same task, that is, hosts from the
14.2.10.0 network are prevented from reaching the Internet. However, the three
different filters also have unusual side effects. Using the first filter, hosts on the
14.2.10.0 network can communicate with hosts on the 14.1.0.0 network if the hosts
on the latter network use Central, instead of North, as their default gateway. This is
because, while Central is not advertising a route to the 14.2.10.0 network, thereby
preventing North from learning that route, Central still has the route in its table.

The second and third filters each fix the problem that was evident with the first filter.
However, a similar problem arises. Connections from hosts on the 14.2.10.0 network
can be made with hosts on the 14.2.9.0 network if the hosts on the latter network use
South, instead of Central, as their default gateway. This is because either Central is
filtering the routes it receives (second filter) or South filters the routes it advertises
(third filter). In either case, South still maintains a route to the 14.2.10.0 network
because it is directly connected to it. (Of course, the easiest way to prevent hosts on
the 14.2.10.0 network from communicating with hosts on any other subnets is to
simply turn off interface Ethernet0/1 on South, but that is a drastic approach.)
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4.4.5.

Migrating from RIP to OSPF: Security issues and concerns

Although RIP has withstood the test of time and proven itself to be a reliable routing
protocol, OSPF is the superior routing protocol. Both protocols are supported by
virtually every routing vendor, but OSPF offers better scaling and faster convergence.

If support for RIP is not an essential requirement, then migrating to OSPF is the
recommended solution. While both protocols support authentication, OSPF offers
better convergence times, and using OSPF reduces the likelihood of accidentally
sending out routing update packets on an unintended interface. Migration procedures
are beyond the scope of this document, see [2] for detailed directions. However, an
important step to remember is to remove RIP after OSPF has been enabled. Failure to
do so will not cause a routing failure, but an attacker could then take advantage of
RIP and insert a malicious route into the routing table. The example below shows
how to turn off RIP. Remember to turn off RIP on all the routers after migration.

Central (config) # no router rip
Central (config) #

After disabling RIP, check the configured protocols using the command
show ip protocols.

Exterior Gateway Routing Protocol Security

Configuring an exterior gateway protocol can be very complex, and is outside the
scope of this guide. This sub-section presents four security mechanisms that you
should when using BGP-4: the Generalized Time-to-Live (TTL) Security
Mechanism, MD5 authentication, prefix list filtering, and route flap damping.
Control Plane Policing (CPP) can also help protect BGP operations, a brief
discussion of CPP appears in Section 4.3.7.

The examples in this sub-section show how to configure the indicated BGP security
mechanisms, but they do not show how to configure BGP routers in a large network.
For more information on BGP and BGP Security, consult [15], [17], [18], [21], [23],
and [30] through [43].

Figure 4-6 shows the relationship between our example network, and the service
provider that serves as its connection to the Internet. In this particular case, our
example network constitutes a single autonomous system, AS number 26625, while
the service provider gateway router, named ISPCust7, is part of AS 27701.
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14.2.0.250
ISPCust7
14.2.0.20
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— 27701

Network

Other autonomous systems of
the Internet

Figure 4-6: BGP Neighbors and their Autonomous System Numbers

This sub-section shows how to set up BGP authentication and other security
measures, it does not address operational issues that arise when deploying BGP
infrastructure in a large network. For more information on BGP operations, consult
[15], [17], [21], and [31].

Generalized TTL Security Mechanism (GTSM)

The Generalized TTL Security Mechanism (GTSM), documented in RFC 3682 [32]
and introduced in Cisco IOS 12.0(27)S and 12.3(7)T, utilizes the Time-to-Live (TTL)
field of the IP header to protect exterior BGP (eBGP) peering sessions from remote
attacks. This mechanism uses the TTL value in a received packet and compares it to
an administrator defined hop count. If the received IP packet contains a TTL value
greater than or equal to the expected TTL value (i.e. 255 minus an administrator
defined hop count), then the packet is processed. Otherwise, the packet is silently
discarded. Since remote attacks originate multiple router hops away from an intended
target, limiting the hop count to the actual number of hops between eBGP peers will
help prevent attacks initiated on any network that does not lie between the peers.

The following example shows how to implement the GTSM between routers North
and ISPCust7 in Figure 4-6. Before enabling GTSM, use the trace command to verify
that the BGP peers are indeed separated by the expected number of hops. Also,
coordinate the implementation of GTSM between eBGP peers so that the command
sequence is issued on both peers during a time interval less than the BGP hold time,
otherwise the BGP session will terminate. Additional information on GTSM may be
found in [33].

North# trace ip 14.2.0.250
Type escape sequence to abort
Tracing the route to 14.2.0.250
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1 14.2.0.250 0 msec * 0O msec
North# config t
Enter configuration commands, one per line. End with CNTL/Z.
North (config) # router bgp 26625
North (config-router)# neighbor 14.2.0.250 ttl-security hops 1
North (config-router) # end
North#

ISPCust7# trace ip 14.2.0.20
Type escape sequence to abort
Tracing the route to 14.2.0.20
1 14.2.0.20 0 msec * 0 msec
ISPCust7# config t
Enter configuration commands, one per line. End with CNTL/Z.
ISPCust7 (config) # router bgp 27701
ISPCust7 (config-router)# neighbor 14.2.0.20 ttl-security hops 1
ISPCust7 (config-router)# end
ISPCust7#

BGP and MD5 Authentication

BGP peers can be protected from DoS, spoofing, and man-in-the-middle attacks by
implementing RFC 2385, “Protection of BGP Sessions via the TCP MDS5 Signature
Option” [34]. This security mechanism operates between two BGP peers and requires
the configuration of a shared key on each of these peers. The shared key is used to
create and verify the MD5 signature (i.e. one-way hash) for each segment transmitted
and received during the BGP session respectively. The shared key takes the form of a
password configured on each peer router. BGP shared keys should follow the
password guidance specified in section 4.1.5 and in the relevant IOS documentation

The following two-part example pertains to Figure 4-6. It shows how the network
administrators of North in AS 26625 and the network administrators of ISPCust7 in
AS 27701 would use the shared key “rOutes4All” when configuring MD5
authentication for their peering session.

The commands below would be performed on North by the local administrator.

North# config t

Enter configuration commands, one per line. End with CNTL/Z.
North (config)# router bgp 26625

North (config-router)# neighbor 14.2.0.250 remote-as 27701
North (config-router)# neighbor 14.2.0.250 password rOutes4All
North (config-router)# end

North#

The commands below would have to be performed by the network administrators of
the ISP router to which North has a BGP peering connection.

ISPCust7# config t
Enter configuration commands, one per line. End with CNTL/Z.
ISPCust7 (config)# router bgp 27701
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ISPCust7 (config-router)# neighbor 14.2.0.20 remote-as 26625
ISPCust7 (config-router)# neighbor 14.2.0.20 password rOutes4All
ISPCust7 (config-router) # end

ISPCust7#

Prefix List Filtering

Prefix list filtering is a common technique used to prevent damage such as DoS,
traffic redirection, and prefix hijacking caused by malicious prefix advertisements.
Use prefix list filtering to enforce routing policy by disregarding advertisements and
withdrawals of specific prefixes. (Prefix filtering may be used to prevent an ISP from
transiting traffic through a multihomed customer to another ISP.)

Prefix list filters can be used to filter both inbound and outbound route updates on a
per-peer basis. Although the use of prefix list filters is not restricted to BGP, prefix
list filtering is an important technique employed by AS network administrators to
filter BGP route advertisements.

There are several general rules that you should consider when developing prefix lists
and filters for your BGP routers:

1. AS ingress and egress prefix lists should filter martian address space (i.e.
address space that should never be propagated through the Internet),
including both RFC 1918 special use addresses [44] and bogon addresses
[38] (i.e. address space that IANA has not yet allocated). Team Cymru,
Cisco, and others maintain bogon address lists; examples appear in [18] and
[42].

2. AS ingress prefix lists should prevent internal prefixes from being advertised
to the AS by some other AS.

3. ISP egress prefix lists should filter what is advertised to other ISP peers.
These filters should only permit advertisement of routes to networks that
have been allocated or assigned to the ISP and its customers.

4. ISP egress prefix lists should prevent ISP core network prefixes from being
advertised to any other AS.

5. ISP ingress prefix lists applied to advertisements from a customer should
permit only those prefixes that have been assigned or allocated to the
customer.

6. ISP ingress prefix lists applied to advertisements from peer ISPs should
prefixes that are more specific than those assigned by Internet registries (see
[39] — [41]). At a minimum, ISP ingress prefix lists should deny advertised
prefixes more specific than /24.
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The following example pertains to Figure 4-6. It shows how to configure and apply
prefix list filters to prevent a subset of martian addresses, notably private addresses
(i.e. 10.0.0.0/8, 172.16.0.0/12, and 192.168.0.0/16), from being advertised by router
North and accepted by router ISPCust7. The explicit permit all prefix list entry with
sequence number 100000 is used so that after the deny filters are applied, no other
prefixes will be affected by the implicit deny of the prefix list filter mechanism. The
sufficiently high sequence number 100000 is chosen so that many new entries can be
added to the prefix list sequentially prior to the explicit permit all entry. For more
information on prefix filtering, refer to [35] and [42].

North# config t

Enter configuration commands, one per line. End with CNTL/Z.

North (config) # ip prefix-list NO-MARTIANS seq 60 deny
10.0.0.0/8

North (config) # ip prefix-list NO-MARTIANS seq 70 deny
172.16.0.0/12

North (config) # ip prefix-list NO-MARTIANS seq 80 deny
192.168.0.0/16

North (config) # ip prefix-list NO-MARTIANS seq 100000 permit
0.0.0.0/0 1le 32

North (config) # router bgp 26625

North (config-router)# neighbor 14.2.0.250 prefix-list
NO-MARTIANS out

North (config-router) # end

North#

ISPCust7# config t

Enter configuration commands, one per line. End with CNTL/Z.

ISPCust7 (config) # ip prefix-list NO-MARTIANS seq 60 deny
10.0.0.0/8

ISPCust7 (config) # ip prefix-list NO-MARTIANS seq 70 deny
172.16.0.0/12

ISPCust7 (config) # ip prefix-list NO-MARTIANS seq 80 deny
192.168.0.0/16

ISPCust7 (config)# ip prefix-list NO-MARTIANS seq 100000 permit
0.0.0.0/0 le 32

ISPCust7 (config)# router bgp 27701

ISPCust7 (config-router)# neighbor 14.2.0.20 prefix-list
NO-MARTIANS in

ISPCust7 (config-router) # end

ISPCust7#

Route Flap Damping

Route flap damping is a method that may be used to provide router CPU and network
stability while BGP routes are converging. Damping controls the effect of route
flapping which occurs when a route constantly transitions from an up-to-down or
down-to-up state. These transitions cause excessive BGP route update messages (i.e.
add/withdraw routes) to propagate through the network. ISPs and other backbone
providers may configure BGP damping to mitigate route flapping.
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4.4.6.

The syntax for the bgp dampening command permits several optional parameters.
Cisco default parameters are shown below.

bgp dampening [half-life] [reuse] |[suppress-limit] [max-
suppress-time]

e half-life - range is 1-45 minutes; default is 15 minutes.
e reuse - range is 1-20000; default is 750.
o suppress-limit - range is 1-20000; default is 2000.

® max-suppress-time - range is 1-225 minutes; default is 4 times the value of
the half-life parameter (e.g. 60 minutes).

The following example shows the network administrator of [ISPCust7 in AS 27701
enabling route flap damping with default parameter values.

ISPCust7 (config) # router bgp 27701

ISPCust7 (config-router)# neighbor 14.2.0.20 remote-as 26625
ISPCust7 (config-router)# bgp dampening

ISPCust7 (config-router) # end

ISPCust7#

The selection of BGP damping parameters for use in the Internet is not trivial and has
been the topic of debate for several years. Opinions differ on the usefulness of route
flap damping and the correct values for damping parameters. Consult the following
references before implementing route flap damping: [23], [36], [37]. Operational
experience has shown that vendor defaults may be too aggressive. If you choose to
use route flap damping, begin by using the defaults, and monitor your network
carefully to determine the appropriate parameters for your network environment.

To display the dampened routes with the corresponding suppression time remaining,
use one of the two commands shown below. The list of dampened paths is useful in
determining which remote networks are having instability problems.

North# show ip bgp dampened-paths ! 12.2 and earlier
or
North# show ip bgp dampening dampened-paths ! 12.3

Using Black-Hole Routing

Many administrators configure their routers to filter connections and drop packets
using basic and extended access lists. Access lists provide the administrator with a
high degree of precision in selectively permitting and denying traffic. For example,
access lists would allow an administrator to block only Telnet (TCP port 23) traffic
from exiting their network. The fine granuality access lists provide can impose
significant administrative and performance burdens, depending on the network
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architecture, router configuration, and traffic load. Backbone routers, in particular,
are often too heavily utilized to permit heavy use of access lists.

An alternative to access lists for traffic control is a technique known as black hole
routing, or null routing. Null routing sacrifices the fine selectivity of access lists, it
can be used only to impose a ban on all traffic sharing a specific destination address
or network. There is no simple way to specify which protocols or types of traffic may
or may not pass. If an address or network is null routed, ALL traffic sent to it will
immediately be discarded. Because this type of filtering is done as part of normal
routing, it imposes little or no performance burden on normal packet flow.

It is important to note that null routing can only discard traffic based on its addresses
(usually only the destination). This makes it well-suited to mitigating attack
situations where ‘bad’ traffic into your network is all directed to one or a small
number of address ranges. It is also well-suited for discarding data directed to
unassigned or reserved addresses.

Configuring Null Routing

The simple way to configure null routing is to set up a null interface and create a
static route that directs the undesirable packets to it. For example, to block packets
with a destination address in the reserved range of 10.0.0.0/8 network, the following
configuration would work:

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface null0

Central (config-if)# no ip unreachables

Central (config-if) # exit

Central (config)# ip route 10.0.0.0 255.0.0.0 nullO
Central (config)# exit

Central#

To null route additional IP addresses in the future, you would simply add additional
static routes, using ip route statements as shown above.

It is important to turn off the generation of ICMP unreachable messages on the null0
interface. Because the null0 interface is a packet sink, packets sent there will never
reach their intended destination. On a Cisco router, the default behavior when a
packet cannot be delivered to its intended destination is to send the source address an
ICMP unreachable message. If an administrator was utilizing null routing to block a
denial of service attack, this would cause the router trying to block the attack to
ultimately flood its own upstream with ICMP unreachable messages. For every
packet that was filtered, the router would send a message back to the host originating
the attack. This can compound the damage of the initial attack. When you disable
ICMP unreachable messages, the offending packets will be dropped silently.

More sophisticated filtering with null routing is possible with more advanced
techniques. It is possible to use a selective BGP or OSPF neighbor router to distribute
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4.4.7.

null routes throughout a network. However, the configuration of such advanced null
routing is beyond the scope of this guide. Null routing can also be combined with
filtering to support traceback of some types of DoS attacks, as described in [24].
Additional practices for null routing are described in [15].

It is also possible to set up automatically triggered null routing in an entire network.
Setting up such a capability is beyond the scope of this guide, for a detailed look at
the topic, consult [45].

Unicast Reverse-Path Forwarding Verification

Most Cisco routers running IOS 12.0 and later support a routing-based filtering
feature called IP unicast reverse-path forward (Unicast RPF) verification. When this
feature is enabled on an interface, the router uses its routing tables to decide whether
to accept or drop individual packets arriving on the interface. As noted in Section 4.3,
it is good security practice to reject a packet with a spoofed source address. Unicast
reverse-path verification supports rejecting such packets, and in some cases it can
offer significant advantages over using access lists for that purpose. Unicast reverse-
path verification is not enabled by default; you must explicitly apply it to each
interface where you want verification to be done. Used correctly, and in situations
where it applies, unicast RPF verification prevents most forms of IP address
spoofing.

How Does Unicast Reverse-Path Verification Work?

All routers maintain a routing table that lets them decide how to forward packets.
Unicast reverse-path verification uses the routing table to decide whether a packet
with a particular source address is valid: if the interface on which the packet with
address A.B.C.D was received is the one that the router would use to send a packet to
A.B.C.D, then the packet is considered ‘good’, otherwise it is ‘bad’. Good packets
are forwarded normally, bad packets are discarded.

Figure 4-7 shows two packets arriving at the router Central on its ‘inside’ interface,
EthO/1. The first packet bears a proper source address, it is from a host behind the

South router. The second packet bears a spoofed source address, it might have been
generated by a piece of malicious software secretly installed somewhere on LAN 2.

For packet 1, the router looks up its source address, 14.2.10.2, in the routing table. It
finds the interface Eth 0/1, which is the interface on which packet 1 has arrived. This
is a match, so the router forwards packet 1 normally out interface Eth 0/0. For packet
2, the router looks up its source address, 7.12.1.20, in the route table. It finds
interface Eth 0/0, which is not the interface on which packet 2 has arrived. Because
the packet has arrived on the wrong interface, it fails unicast reverse-path
verification, and the router discards the packet.
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14.1.0.0/16

14.1.15.250
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Interface Eth0/0

€

Packet 1

14.2.9.250
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Interface Eth0/1

Destination Gateway Interface
14.2.9.0/24 -- Eth 0/1
14.2.10.0/24 | 14.2.9.64 Eth 0/1
14.2.6.0/24 14.1.1.20 Eth 0/0
14.1.0.0/16 -- Eth 0/0
0.0.0.0/0 14.1.1.250 | Eth 0/0

Routing Table

Packet 1
src=14.2.10.2

dest=10.6.5.9

Packet 2
src=7.12.1.20

dest=7.12.1.20

Figure 4-7: IP Unicast RFP Verification

Because unicast RPF verification uses the route table, it automatically adjusts to most
changes in network structure. Access lists, while more broadly applicable, also
require more maintenance.

When to Avoid Unicast Reverse-Path Verification

This facility can be very useful for rejecting packets with improper IP source

addresses, but only when the network architecture permits it to be used. Avoid
unicast RPF verification if any of the following conditions apply; use access lists
instead.

e Router uses asymmetric routes —
if any of the interfaces on the router participate in asymmetric routes (one
interface for sending, and a different one for receiving), then simple
unicast RPF verification may not be used. It will incorrectly reject packets
arriving on the receive leg of the asymmetric route. Cisco has stated that
future IOS versions will perform unicast RPF correctly in these cases [11].

e Router does not support CEF —
according to the Cisco documentation, unicast reverse-path verification
depends on Cisco Express Forwarding. If your router does not or cannot

support CEF, then you cannot use unicast RPF.
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Unicast RPF verification is best suited for routers that act as part of the security
boundary between two networks (e.g. a filtering router between a LAN and the
Internet). Used properly, it can provide better performance than an access list for
ingress and egress address filtering. For more details on how and where to apply
unicast RPF verification, consult [10].

Configuring Unicast Reverse-Path Verification

Unicast RPF verification depends on a particular routing mode called Cisco Express
Forwarding (CEF). Therefore, to use unicast RPF, first enable CEF, and then enable
verification on the desired interfaces. The transcript below shows how to enable
verification on the router Central.

Central# config t

Central (config) # ip cef

Central (config) # interface eth 0/0

Central (config-if)# ip verify unicast reverse-path
Central (config-if)# end

Central#

Cisco routers equipped with Versatile Interface Processors (VIPs) may require you to
enable CEF with the command ip cef distributed instead of the simple version
shown above. Consult [10] for details about CEF requirements. Note that you must
not turn off CEF while unicast RPF is enabled.

To check whether unicast RPF is enabled on a particular interface, or to view
statistics about dropped packets, use show ip interface interface-name. The
example below shows how the output will look when unicast RPF is enabled in IOS
12.3. Under 12.2 and earlier, only the lines about drops may appear.

Central# show ip interface eth0/0
Ethernet0/0 is up, line protocol is up
Internet address is 14.1.15.250/16

Broadcast address is 255.255.255.255

IP verify source reachable-via RX, allow default
0 verification drops
0 suppressed verification drops

Central#

To disable unicast RPF, enter interface configuration mode and use the command
no ip verify unicast reverse-path (12.0 through 12.2) or no ip verify
unicast (12.3 and later).

Unicast Reverse-Path Verification and Access Lists

Cisco IOS version 12.1 and later include significant enhancements to unicast RPF. In
particular, access lists may be applied to RPF. When a packet fails reverse-path
verification, then the access lists are applied. If the access list denies the packet, then
it is dropped. If the access list permits the packet, then it is forwarded. Thus, the
access list allows you to create exceptions to unicast RPF’s usual functioning. Also,
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if the access list rule that denies a packet includes the 1og qualifier (see Section
4.3.1) then a log message is generated.

For more information about advanced unicast RPF features, consult [11] and [15].
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4.5. Audit and Management

4.5.1.

4.5.2.

Concepts and Mechanisms

Routers are a critical part of network operations and network security. Careful
management and diligent audit of router operations can reduce network downtime,
improve security, and aid in the analysis of suspected security breaches. Cisco
routers and Cisco IOS are designed to support centralized audit and management.
This section describes the logging, management, monitoring, and update facilities
offered in Cisco IOS 11.3, 12.0, and later.

e Logging —
Cisco routers support both on-board and remote logs.

e Time —
Accurate time is important for good audit and management; Cisco routers
support the standard time synchronization protocol, NTP.

e Network Management —
The standard protocol for distributed management of network components
is the Simple Network Management Protocol (SNMP). SNMP must be
disabled or carefully configured for good security.

e Network Monitoring —
Cisco routers support basic facilities for Remote Network Monitoring
(RMON). The RMON features depend on SNMP, and must also be
disabled or carefully configured.

e Software Maintenance —
Keeping up with new major software releases is important, because new
releases include fixes for security vulnerabilities. Installing new Cisco
IOS software in a router is not especially difficult.

e Debugging and Diagnostics —
Troubleshooting router problems requires proficiency with Cisco’s
diagnostic commands and debugging features.

The sub-sections below describe recommended configurations for good security.
Complete details on the commands and features discussed may be found in the Cisco
I0S documentation, especially the Cisco IOS Configuration Fundamentals Command
Reference documents for I0S 12.0.

Configuring Logging and Time Services

Logging is a critical part of router security; good logs can help you find configuration
errors, understand past intrusions, troubleshoot service disruptions, and react to
probes and scans of your network. Cisco routers have the ability to log a great deal
of their status; this section explains the different logging facilities, describes the
logging configuration commands, and presents some configuration examples.
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Keeping the correct time on a router is also important for accurate logs. Cisco
routers fully support the standard Network Time Protocol (NTP), which is used on
the Internet and on all major US DOD networks to distribute accurate time.
Configuration guidance for NTP appears at the end of this sub-section.

Overview and Motivations for Logging

Cisco routers can log system errors, changes in network and interface status, login
failures, access list matches, and many more kinds of events. Some motivations for
keeping router logs are listed below.

e Recording router configuration changes and reboots
e Recording receipt of traffic that violates access lists (see Section 4.3)
e Recording changes in interface and network status

e Recording router cryptographic security violations (see Section 5.2)

There are some events that can be important to security but which Cisco routers
cannot log. Four such events are: changing EXEC privilege level, changing a
password, changing the configuration via SNMP, and saving a new configuration to
the NVRAM.

Log messages can be directed in five different ways, as discussed below. Messages
can be sent to all five, or any combination. The most valuable forms of logging are
forms that are persistent, that can be preserved over time.

1. Console logging —
Log messages are sent to the console line (see Section 4.1.2). This form
of logging is not persistent, messages printed to the console are not
stored by the router. Console logging is handy for operators when they
use the console, but are otherwise of little value unless some other device
or piece of software preserves the output.

2. Terminal Line logging —
Any enabled exec session, on any line, can be configured to receive log
messages. This form of logging is not persistent. Turning on line
logging is useful only for the operator using that line.

3. Buffered logging —
Cisco routers can store log messages in a memory buffer. The buffered
data is available only from a router exec or enabled exec session, and it is
cleared when the router boots. This form of logging is useful, but does
not offer enough long-term protection for the logs.

4. Syslog logging —
Cisco routers can send their log messages to a Unix-style syslog logging
service. A syslog service simply accepts messages, and stores them in
files or prints them according to a simple configuration file. This form of

140

Version 1.1c



Advanced Security Services

logging is the best available for Cisco routers, because it can provide
protected long-term storage for logs.

5. SNMP trap logging —
For some kinds of events, Cisco routers can generate Simple Network
Management Protocol (SNMP) trap messages. This facility allows
routers to be monitored as part of an overall SNMP-based network
management infrastructure.

Cisco IOS messages are categorized by severity level. The lower the severity level
number, the more critical the message is. The severity levels are described in the
table below. Note that, when you are using logging levels in commands in I0S 11.3
and earlier, you must use the level name; in IOS 12.0 you may use the name or the

number.
Table 4-3 — Cisco Log Message Severity Levels
Level Level Name Description Example
0 emergencies Router becoming unusable | I0S could not load
1 alerts Immediate action needed Temperature too high
2 critical Critical condition Unable to allocate memory
3 errors Error condition Invalid memory size
4 warnings Warning condition Crypto operation failed
5 notifications | Normal but important Interface changed state, up
event to down, or down to up
6 informational | [nformation message Packet denied by an access
list on an interface
7 debugging Debug message Appears only when
debugging is enabled

For example, the message below appears in the log when a user changes the running
configuration. It has a severity level of 5, as shown by the numeric field “-5-" in the

message name.

Mar 31 9:00:16 EST: %SYS-5-CONFIG_I: Configured from console by vty0 (14.2.9.6)

Message name and severity level

—— Time that message was generated

Message text

Figure 4-8: Format of a Cisco IOS Log Message
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For best security, set up syslog logging, buffered logging, and consider use of
console logging. In a network where SNMP management is already deployed, enable
SNMP trap logging also. (SNMP is discussed in sub-section 4.5.3, below. RMON is
a monitoring facility based on SNMP, sub-section 4.5.4 presents RMON
configuration issues.) The descriptions below recommend logging configuration
settings, for more information about Cisco logging command and facilities, consult
the “Troubleshooting Commands” section of the IOS Configuration Fundamentals
Command Reference.

First, turn on logging services, as shown below.

Central# config t
Enter configuration commands, one per line. End with CNTL/Z
Central (config) # logging on

Setting up Console and Buffered Logging

To turn on console logging, use the commands shown below. This example sets the
logging level for the console to level 5.

Central (config)# ! set console logging to level 5 (notify)
Central (config) # logging console notification
Central (config) # exit

This example sets the console message level to 5, notifications, which means that
important messages will appear on the console, but access list log messages will not.
Use the command logging console info to see all non-debug messages
including access list log messages. Use logging console debug to see ALL
messages on the console; but be aware that this can place a burden on the router and
should be used sparingly.

In general, the logging level at the console should be set to display lots of messages
only when the console is in use or its output is being displayed or captured. If you

are not using the console, set the console logging level to 2 using the configuration
command logging console critical.

For buffered and other forms of persistent logs, recording the time and date of the
logged message is very important. Cisco routers have the ability to timestamp their
messages, but it must be turned on explicitly. As a rule of thumb, your log buffer
size should be about 16 Kbytes; if your router has more than 16 Mbytes of RAM,
then you can set the log size to 32 or 64 Kbytes. The example below shows how to
turn on buffered logging, enable time stamps, and view the buffered log.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z
Central (config)# ! Set a 16K log buffer at information level
Central (config) # logging buffered 16000 information

Central (config)# ! turn on time/date stamps in log messages
Central (config) # service timestamp log date msec local show-timezo
Central (config) # exit

Central# show logging
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Syslog logging: enabled (0 messages dropped,l flushes,0 overruns)
Console logging: level critical, 0 messages logged
Buffer logging: level informational, 1 messages logged
Trap logging: level debugging, 332 message lines logged
Logging to 14.2.9.6, 302 message lines logged

Log Buffer (16000 bytes):

Mar 28 11:31:22 EST: %SYS-5-CONFIG I: Configured from console by
vty0 (14.2.9.6)

Central#

Setting up Terminal Line Logging

Any terminal or virtual terminal line can act as a log monitor. There are two parts to
setting up terminal monitor logging. First, set the severity level for terminal line
monitor log messages; this needs to be done only once. Second, while using a
particular line, declare it to be a monitor; this needs to be done once per session. The
example below shows how to set up terminal line monitoring for informational
severity (level 6) on a telnet session virtual terminal line.

Central# show users

Line User Host (s) Idle Location
*130 vty O bob idle 00:00:00 14.2.9.6
Central# config t
Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# ! set monitor logging level to level 6
Central (config) # logging monitor information
Central (config)# exit
Central# ! make this session receive log messages
Central# terminal monitor
Central# config t
Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface eth 0/1
Central (config-if)# ! shutdown will log a message, level 5
Central (config-if) # shutdown
Central (config-if) #
Mar 28 15:55:29 EST: %LINK-5-CHANGED: Interface Ethernet0/1,
changed state to administratively down

Setting up Syslog Logging

Syslog logging is the most useful form of logging offered by Cisco routers. It offers
the network administrator the ability to send log messages from all of the routers (and
other Cisco equipment) on a network to a central host for examination and storage.
All Unix and Linux operating system configurations include syslog servers, and
several free and commercial syslog servers are available for Windows NT/2000/XP.
For more information consult the tools list in Section 9.3.
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Review of Syslog Concepts

A syslog server is a network host that accepts messages and processes them. A
syslog client is a host that generates messages. The diagram below shows a typical
configuration with syslog in use.

Eth0/0 | 14.1.15.250

14.2.10.64
Eth 0/1

14.2.9.250

Eth 0/1
logQ

Syslog
server host

14.2.9.64

Eth 0/0
\@Sa—ges

14.2.9.6

|

Log message
storage

Figure 4-9: A Small Syslog Configuration

There are four things that you must set for syslog logging: the destination host or
hosts, the log severity level, the syslog facility , and the source interface for the
messages.

The destination host may be specified with host name, a DNS name, or an IP address.
Any number of syslog hosts may be specified, but typically only one or two are
needed (see below).

The severity level for syslog messages is usually the same as that for buffered log
messages. Set the severity level limit for messages sent to syslog using the logging
trap command.

The syslog facility is simply the name you’ll use to configure storage of your
messages on the syslog server. There are several dozen valid syslog facility names,
but the ones used for routers are typically local0 through local7. Syslog servers also
support the notion of severity levels, the levels have the same meanings as the Cisco
severity levels listed in Table 4-3 above; for more information consult any Unix
syslog.conf(4) manual page or other syslog documentation on the server host.

The source interface is the network connection from which the syslog messages will
be sent; use the loopback interface if you have defined one, otherwise use the
network interface closest to the syslog server.
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The example below shows how to configure the router Central, shown in the figure
above, to load informational severity and above (level 6) messages to the syslog
server, using syslog facility local6 and the loopback interface.

Central#

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.

Central (config) # logging trap information

Central (config)# logging 14.2.9.6

Central (config)# logging facility localé

Central (config) # logging source-interface loopback0

Central (config)# exit

Central# show logging

Syslog logging: enabled (0 messages dropped, 11 flushes, 0

overruns)
Console logging: level notifications, 35 messages logged
Monitor logging: level debugging, 35 messages logged
Buffer logging: level informational, 31 messages logged

Logging to 14.2.9.6, 28 message lines logged

Central#

It is important to configure the syslog server to store router messages in their own
file. Configuration file syntax for syslog servers is uniform for all Unix and Linux
syslog servers; the configuration file is almost always /etc/syslog.conf. The example
below shows the syslog configuration line for saving Central’s messages into a file.

# Save router messages to routers.log
local6.debug /var/log/routers.log

Additional Issues for Syslog Logging

For a router whose security is critical, such as a border router on the Internet, it is
best to designate two independent syslog servers. At least one of the two syslog
servers’ logs should be backed up to permanent storage (CD-R or tape).

On a border router, set up access control lists to reject syslog traffic from the outside
network. Syslog uses UDP port 514. An example access list entry for the router
Central is shown below (note: it is usually better to set up your access lists to permit
explicitly required ports and protocols and deny all else, rather than denying specific
ports as shown here). For more information on access lists, consult Section 4.3.

access-list 120 deny udp any 14.2.9.0 0.0.0.255 eq syslog
access-1list 120 deny udp any 14.2.10.0 0.0.0.255 eqg syslog

In a situation where a sizable set of routers and other devices are sending messages to
the same syslog server, separate the devices into 2-5 populations with similar duties.
Use a separate syslog facility name for each population. For example, local6 for
border routers, local5 for interior routers, and local4 for LAN switches and other
network hardware. Save all messages of critical (level 2) severity and above to a
single special file, and otherwise save messages for each facility into a separate file.
The syslog configuration lines below illustrate this.
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# Critical and higher messages to critical.log

local6.crit /var/log/net-critical.log
localb.crit /var/log/net-critical.log
locald.crit /var/log/net-critical.log
# All other router and switch messages to their respective files
local6.debug /var/log/border-routers.log
local5.debug /var/log/inner-routers.log
local4d.debug /var/log/other-net-hw.log
SNMP Trap Logging

Cisco routers have the ability to report certain events as SNMP traps. While only a
small subset of all log messages can be reported this way, it may be useful in a
network that already has SNMP management deployed.

There are four parts to setting up SNMP trap logging. First, set the trap logging
level, second, select an SNMP logging host, third, set the SNMP source interface,
last, enable SNMP traps for syslog logging. The example below shows how to
configure SNMP trap logging for a receiving host 14.2.9.1.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # logging trap information

Central (config) # snmp-server host 14.2.9.1 traps public
Central (config) # snmp-server trap-source loopbackO

Central (config) # snmp-server enable traps syslog

Central (config)# exit

Central#

Many of the trap messages sent by a Cisco router will not appear as formatted error
messages in commercial SNMP viewing tools. It may be necessary to add Cisco-
specific format specifications to the SNMP tools. However, trap messages about link
status changes and other typical network hardware events should be interpretable by
commercial SNMP tools, and may be useful in monitoring the network status. SNMP
is described in more detail in the next sub-section.

Time Services, Network Time Synchronization and NTP

Successful audit of a large network can depend on synchronization of the various
logs and records maintained for the hosts on that network. All Cisco routers have a
clock that maintains the time and date, although some older Cisco models may lose
time when turned off, and no router can keep accurate time by itself over weeks and
months of operation. It is very important to set the time on a router when it is first
installed, and then keep the time synchronized while the router is in operational use.

It is possible to perform manual network time synchronization, adjusting the time on
each router and host on a network manually on a regular basis. Manual time
synchronization is tedious, error prone, and unreliable. Cisco routers fully support
automated network time synchronization based on the standard Network Time
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Protocol (NTP). The sub-sections below give some background information on NTP,
and explain how to configure it on Cisco 10S.

Setting the Time Manually

To set the time, follow these three steps: first, check the clock, second, set the
timezone if necessary, and last set the time. Examine the clock using the show
clock detail command. Ifthe timezone is not correct, then set the time zone
using the clock timezone configuration command. If the detail output reports a
time source of NTP, then do not set the clock manually, see the descriptions of NTP
below. Otherwise, set the time in privileged EXEC mode by using the clock set
command, and turn off NTP on each interface using ntp disable.

Central# show clock detail

22:26:21.747 UTC Tue Mar 28 2000

Time source is user configuration
Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# clock timezone EST -5
Central (config) # interface eth 0/0
Central (config-if) # ntp disable

Central (config-if)# end

Central# clock set 17:27:30 28 March 2000
Central# show clock

17:27:34.495 EST Tue Mar 28 2000

Central#

If you manage routers spread across several time zones (e.g. US east and west coasts)
then you should set the router time zone on all your routers to universal time or
GMT.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # clock timezone GMT 0

Central (config) # exit

Central#

Review of NTP Concepts

NTP is the standard Internet protocol for time synchronization, and it is used on most
large operational networks. Typical NTP deployment is hierarchical, as shown in
Figure 4-10: one or more stratum 1 servers get their time from an authoritative
source, like an atomic clock or GPS. Stratum 2 hosts get their time from stratum 1
servers, and so on. NTP is designed to make time synchronization automatic and
efficient. Because having accurate time can be important for security, especially for
intrusion and forensic analysis, NTP should be used to synchronize all the devices
and hosts on a network whenever it is available.
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Figure 4-10: The NTP Hierarchy

If an NTP client is configured with several NTP servers, it will select among them
automatically based on time accuracy and stratum level. Cisco routers (except the
old 1000-series) are capable of acting at any stratum in the NTP hierarchy except
stratum 1. As shown in the figure, NTP clients may also have peer associations;
setting up peer associations is beyond the scope of this guide. For more information
about NTP configuration, consult the “Performing Basic System Management”
chapter of the Cisco IOS Configuration Fundamentals Configuration Guide.

In some cases, a Cisco router may be used as the border router between the Internet
and an internal, protected network which requires time synchronization from a time
server on the Internet. In these cases, the router should be configured as an NTP
client to two or more reliable Internet time servers, and may serve as the NTP server
to the hosts on the internal network. This configuration will allow the router to block
general NTP traffic at the boundary. If at all possible, NTP authentication should
also be used (see below).

Commercial stratum 1 radio receivers are available that use a broadcast time source
(e.g. GPS or a time signal from the US Naval Observatory) to offer NTP service. If
your network has one of these, then you can configure all your routers to get their
time from it, directly or indirectly. For more information on this topic, see [11].

For more information about NTP and Internet NTP servers, or to obtain the latest
NTP server software and tools for a variety of operating systems, visit the main NTP
site: http://www.ntp.org/. Note that Cisco IOS implements version 3 of the
NTP protocol, and can be monitored using NTP standard-compliant tools, such as the
ntpqg tool distributed with the open-source NTP package.
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Configuring Basic NTP Service

To set up a Cisco router to participate in an NTP network, simply designate one or
more NTP servers. To find out the main NTP servers on the wide-area network you
plan to join, consult the network administrator.

There are two steps to configuring a Cisco router to be a simple NTP client: first, set
the NTP source interface, second, designate one or more NTP servers. The NTP
source interface is the network connection from which the NTP control messages will
be sent; use the network interface on the same network as the designated server, or
the one that is the fewest number of network hops distant from the servers. To add
an NTP server use the command ntp server. Use the source qualifier to bind
the NTP service to the loopback interface. The example below shows how to
configure the router South to use the router Central as its NTP server, and how to
check that the NTP association is working.

South# config t
Enter configuration commands, one per line. End with CNTL/Z.
South (config) # interface eth0/0
South (config-if) # no ntp disable
South (config-if) # exit
South (config) # ntp server 14.2.9.250 source loopback0
South (config) # exit
South#
! wait one minute or so...
South# show ntp associations

address ref clock st when poll reach delay offset
*~14.2.9.250 26.15.203.9 9 11 512 377 2.0 -0.25
* master (synced), # master (unsynced), + selected, - candidate,
~configured

South# show clock detail
09:30:08.170 EST Wed Mar 29 2000
Time source is NTP

South#

Access restrictions can be imposed on NTP in two ways: interface access lists and
NTP access lists. If you use NTP, then your interface access lists should be
configured to permit the NTP protocol (TCP port 123 and UDP port 123) only for
designated NTP participants. The example below shows access list entries that
permit NTP traffic between router South’s loopbackO interface and a designated
address of 14.2.9.250. For more information about access lists consult Section 4.3.

access-list 120 permit tcp host 14.2.9.250 eqg ntp host 14.2.11.141 eqg ntp
access-list 120 permit udp host 14.2.9.250 eqg ntp host 14.2.11.141 eqg ntp

NTP access lists can be used to impose fine-grained access control on NTP servers,
clients, and peers. A full explanation of NTP access control is outside the scope of
this guide, check the Cisco IOS documentation for details. The example below
shows how to set up an NTP server, and restrict NTP transactions to that server
alone.

Version 1.1c 149



Router Security Configuration Guide

South# config t

Enter configuration commands, one per line. End with CNTL/Z.
South (config) # ntp server 14.2.9.250 source loopback0

South (config) # access-list 21 permit host 14.2.9.250

South (config) # access-list 21 deny any

South (config) # ntp access-group peer 21

South (config) # exit

South# show ntp associations

address ref clock st when ©poll reach delay offset
*~14.2.9.250 26.15.203.9 9 11 512 377 2.0 -0.25
* master (synced), # master (unsynced), + selected, - candidate,
~configured
South#

By default, a Cisco router configured with one or more NTP servers or peers will act
as an NTP server. Unless your network is responsible for providing time service to
other networks, you should disable NTP on all external interfaces. The example
below shows how to disable NTP server facilities on an interface.

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config) # interface eth 0/2

Central (config-if) # ntp disable

Central (config-if) # end

Central#

Configuring NTP Authentication

Cisco IOS supports authenticated NTP, which uses pre-placed keys to establish a
trusted community of NTP servers and peers. Setting up such a community is outside
the scope of this guide; the description below shows how to set up authentication for
an Cisco router so that it can use a designated NTP server that uses authentication.

South# config t

Enter configuration commands, one per line. End with CNTL/Z.
South (config) # ntp authenticate

South (config) # ntp authentication-key 1 md5 router

South (config) # ntp trusted-key 1

South (config) # ntp server 14.2.9.250 key 1 source loopbackO
South (config) # exit

Note that configuring NTP authentication, as shown here, does not prevent a router
from responding to NTP queries from other network hosts. To restrict the set of
hosts to which your router will provide NTP service, use an access list.

Configuration Sample

The configuration command listing below shows the configuration commands for a
router with console logging, buffered logging, syslog logging, and authenticated
network time synchronization. The host receiving the log messages is 14.2.9.6, and
the time server is 14.2.9.250. This sample is formatted as it would appear in a
configuration text file stored on a host for download to the router South.
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! turn on timestamps for log entries
service timestamps log datetime msec localtime show-timezone

! setting logging levels and syslog parameters
logging console notifications

logging monitor debug

logging buffered 16000 informational

logging facility localé6

logging source-interface loopback0

logging 14.2.9.6

logging on

! a tiny access list to permit access only for Central
access-list 21 permit 14.2.9.250
access-1list 21 deny any

! designate Central as our sole NTP server with authentication
ntp authentication-key 1 md5 LTGTR-769015

ntp authenticate

ntp trusted-key 1

ntp access-group peer 21

ntp server 14.2.9.250 key 1 source loopbackO

4.5.3. Security for the Simple Network Management Protocol (SNMP)

The Simple Network Management Protocol (SNMP) supports a connection between
two entities that communicate with each other: the manager and the managed entity,
the agent. In the case of Cisco routers, the router is always the agent. A software
application on a PC or workstation normally acts as the manager. A free and usable
implementation of an SNMP agent and manager may be obtained from the NET-
SNMP home page (http://net-snmp.sourceforge.net/ - NET-SNMP is the
successor to ucd-snmp, the SNMPv3 agent used in the creation of this section).

An SNMP agent device maintains information and makes it accessible to managers;
the information on each device is organized in a virtual store called a Management
Information Base (MIB). SNMP is the transport protocol used to share and change
information between MIBs.

A MIB is a hierarchical, tree-like structure used to store a virtual database of network
management information. Each piece of data, or object, in a MIB is referenced by an
object identifier (OID). An OID is a unique, dotted, numerical name, where the dots
separate branches in a MIB tree. When requesting the value of an object, one may use
the OID or the actual name of each branch (separated by dots). If the referenced
value is not a bottom leaf of the tree, values for the entire branch are returned. An in
depth discussion of SNMP data organization is outside the scope of this guide; for
more information consult [7].

SNMP may be used to query the status of or set the values of network components.
SNMP may also be used by an entity on the network to send alerts indicating
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problems. There are currently three versions of SNMP: SNMPv1, SNMPv2c and
SNMPv3. IOS version 11.3 supports SNMPv1 and SNMPv2c. 10S versions 12.0
and later support all three versions of SNMP.

This section will give a brief overview of SNMP security and will detail how to
enable SNMP more securely. Cisco IOS supports a large number of SNMP-related
commands, those that do not have a direct impact on security are not covered.

SNMP Security

When SNMPv1 was developed, it was originally intended to be a short-term solution
for (remotely) managing networks. As such, it was developed quickly and strong
security was not a requirement. However, since it was the only network management
protocol available at the time, it became widely used. Proposals were put forth to
integrate security (as well as more functionality) into later versions of the protocol.
Unfortunately, conflict arose between competing proposal advocates and no security
standard was agreed upon. Consequently strong security was left out of SNMPv2c. In
the late 1990s, SNMPv3 was developed specifically with strong security in mind.

SNMPv1 and SNMPv2c¢ have weak security. SNMPv1 uses a community string to
limit access to the MIB. This string is sent across the network in clear text. SNMPv2
relies on the same mechanism for access control to the MIB. SNMPv3 defines three
levels of security. They are described in the table below.

Table 4-4: SNMPv3 Security

Security Level Authentication Encryption
SNMPv3 | noAuthNoPriv Username sent in the clear None
authNoPriv HMAC-MDS or HMAC-SHA None

authPriv HMAC-MD5 or HMAC-SHA DES (56-bit)

The Cisco documentation indicates that IOS 12.0 supports all three security levels.
However, DES 56-bit encryption was not supported in the versions of IOS used for
preparation of this section (12.0(7) and 12.0(5)).

SNMP Vulnerability

In early 2002, serious SNMP vulnerabilities were disclosed that affected Cisco
routers and many other network devices. If your IOS release is one of the vulnerable
ones (and virtually every IOS prior to February 2002 is) then you should either
upgrade your I0S (recommended), disable SNMP altogether, or take other protective
measures. For more information, consult the Cisco security advisory “Malformed
SNMP Message-Handling Vulnerabilities” [9].
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Configuring SNMP - Getting Started

In both IOS versions 11 and 12, there are some basic commands you must run to
enable SNMP. In order to enable SNMP a default community string must be set.
This string is stored on the router in clear text and will be sent across the network in
the clear. So, anybody who knows this community string has access to essentially the
entire MIB. SNMP logging must also be enabled (see section 4.5.1). It is a good idea
to run the show snmp command to display the SNMP status and statistics, as shown
below.

East# config t
Enter configuration commands, one per line. End with CNTL/Z
East (config) # snmp-server community publicstring
East (config) # snmp-server host 14.2.6.6 traps public
East (config)# exit
East# show snmp
Chassis: east
Contact: John Doe
Location: Headgquarters
0 SNMP packets input
0 Bad SNMP version errors
Unknown community name
Illegal operation for community name supplied
Encoding errors
Number of requested variables
Number of altered variables
Get-request PDUs
Get-next PDUs
0 Set-request PDUs
0 SNMP packets output
0 Too big errors (Maximum packet size 2048)
No such name errors
Bad values errors
General errors
Response PDUs
Trap PDUs
SNMP logging: enabled
Logging to 14.2.6.6.162, 0/10, 0 sent, O dropped.
East#

O O O O O O o

O O O O O

Running these basic commands by themselves is not very secure. Unfortunately, on
Cisco 10S version 11.3 (which implements SNMPv1 and SNMPv2c), there is no
other alternative when enabling SNMP. While there is some mention of enhanced
security options (for SNMPv2c) in the Cisco documentation, these commands have
been disabled. However, in version 12.0, SNMPv3 has been implemented and
provides more security features. The rest of this section focuses on SNMPv3.

SNMPv3

A Cisco router capable of running SNMPv3 allows for more security measures to be
applied. It is a good idea to disable the public community string. Then an access
control list (see Section 4.3) needs to be created to limit machine access to the router

Version 1.1¢ 153



Router Security Configuration Guide

(through SNMP). More than one machine may be added on the access-list. Following
is an example that does this.

East# config t

Enter configuration commands, one per line. End with CNTL/Z
East (config) # no snmp-server community publicstring

East (config)# ! create access list to use later

East (config) # access-list 20 permit 14.2.6.6

East (config)# exit

After these commands, SNMP is still enabled but no one has access to the MIB
because the community string, which solely defined access to the MIB, is disabled. A
better method to allow access to the MIB is to use strict controls. Limited access may
be given to the MIB by defining groups, users and MIB views. A MIB view defines a
portion of the MIB that a user or group may see/modify provided they have the
appropriate credentials. First, a group must be defined by specifying a group name,
the version of SNMP and the security model desired. A specific SNMP MIB view, as
well as the access to that view may also be defined. If this MIB view is not specified
the default is to have access to basically the whole MIB. The second step is to add
users to the group. Then a MIB view should be defined to either include specific MIB
branches or exclude specific MIB branches.

The following example defines a non-privileged user, “jdoe”, who is a member of the
“publicUser” group. This group has read access to the “sysonly” view, which is the
“system” branch of the MIB. This branch contains useful information and is
beneficial for users to have access to. No community string is required; instead
authentication is based on the user name. This is an example of a noAuthNoPriv
security model. The following example also introduces two new commands used to
verify that the new groups and users have been added correctly.

East# config t

Enter configuration commands, one per line. End with CNTL/Z
East (config) # snmp-server group publicUser v3 noauth read
sysonly

East (config) # snmp-server user jdoe publicUser v3

East (config) # snmp-server view sysonly system included

East (config)# exit

East#

East# show snmp group

groupname: publicUser security model:v3 noauth

readview :sysonly writeview: <no writeview specified>

notifyview: <no notifyview specified>
row status: active

East#

East# show snmp user

User name: jdoe

Engine ID: 00000009020000500F033680
storage-type: nonvolatile active
East#

East# show snmp view

sysonly system - included nonvolatile active
East#
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4.5.4.

The more secure model implemented is authNoPriv. This security model uses MD5
or SHA to hash the community string. The steps to support this security model are
similar to the steps in supporting the noAuthNoPriv model. First, a group must be
defined. Then users must be added to the group with a password string. This string
may be hashed using MDS5 or SHA. Then the MIB view is defined. A MIB view may
be defined by more than one included/excluded statement to restrict the view to the
appropriate MIB branches.

The following example defines a privileged user, “root” who uses MD5 for
authentication. This means that when user “root” tries to access/modify MIB data, his
community string “secret” will be hashed and then sent across the network. This
makes it harder to compromise the community string. User “root” is a member of the
“administrator” group. In this example, members of the administrator group have
restricted read and write access, defined by the view “adminview”, to the MIB. This
view gives access to all parts of the MIB except the branches that display routing
information. So, even if the community string is somehow compromised, the routing
tables are not accessible remotely. Likewise, the routing tables are not permitted to be
modified remotely. Of course, while not shown, it is always a good idea to use the
show commands to verify the new settings.

East# config t

Enter configuration commands, one per line. End with CNTL/Z
East (config) # snmp-server group administrator v3 auth read
adminview write adminview

East (config) # snmp-server user root administrator v3 auth md5
“secret” access 20

East (config) # snmp-server view adminview internet included
East (config) # snmp-server view adminview ip.ipAddrTable excl
East (config) # snmp-server view adminview ip.ipRouteTable excl
East (config)# exit

The examples above showed some basic rules that should be followed when
configuring SNMP on a router. Access-lists, users, groups and views must be defined
to control access to the MIB. While SNMP is helpful because it allows an
administrator to remotely configure the router, it also provides a potentially
dangerous conduit into a network.

Security for Remote Monitoring (RMON)

This sub-section describes RMON and security issues related to it. If you are not
using RMON, it should be disabled. RMON is based on SNMP, it can be disabled by
disabling SNMP (see Section 4.2). Otherwise, follow the guidance below.

Overview of RMON

Remote Monitoring (RMON)), is an extension of SNMP. It provides the capability
of monitoring and analyzing traffic — data to and from network devices on distributed
network segments. The RMON standard was originally developed by the Internet
Engineering Task Force (IETF) to provide proactive monitoring and analysis of
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traffic data on distributed LAN segments. The RMON Management Information
Base (MIB) defined in RFC 1757 is a standard method for monitoring basic
operations of network devices on LAN segments by providing interoperability
between SNMP management stations and RMON monitoring agents. Protocol
analyzers or RMON probes add enhanced monitoring capability of RMON agents by
passively collecting data packets on the monitored LAN segment. The probe
communicates the data collected to a Network Management Station via SNMP. On
the network management station, a network administrator uses applications such as
NetScout Manager Plus, Optivity LAN, or HP OpenView to process and display the
RMON results in graphical or report form.

RMON specifications are defined in the basic RMON standard, RFC 1757, referred
to as RMONI1 and in the extended version, RFC 2021, referred to as RMON2.
RMONT1 is widely implemented in most data communication devices. However,
RMONI collects current and historical traffic statistics up to the MAC-layer of the
OSI model. RMON?2 provides traffic-level statistics plus finer granularity of network
behavior from the network to the application layers of the OSI model.

Implementation of RMON in Cisco Routers

The Cisco IOS versions installed in most Cisco routers, beginning with IOS 11.1 on
up to 10S 12.0, implement a small sub-section of the RMONI1 agent standard. [0S
images ordered with the explicit RMON option, basically RMONI, collect and log
information in all nine groups, Statistics, History, Alarm, Host, HostTopN, Matrix,
Filters, Packet Capture, and the Event Groups. If the agent installed on the router
does not include the explicit RMON option, the RMON agent implements the Alarm
and Event groups only. Since the RMON option is an add-on enhancement to the
Cisco router’s 10S, this document covers only those features and security concerns
applicable to the most common IOS releases.

In order to enable RMON on the Cisco routers, a Read Only community string is
required when configuring the standard SNMP agent. As a security precaution, a
read/write community string is highly discouraged (see Section 4.2). Some network
monitoring probes may require a read/write community string in order to
communicate with the agent. In addition, if the network architecture includes a
deployed SNMP infrastructure and network management station, then enable SNMP
traps on the router (see Section 4.5.2). The network management station will record
details about all configured events triggered on the monitored router.

The basic IOS RMON agent supports the Alarm and Event groups. The configuration
of the alarm group is dependent on a previously configured RMON event. The alarm
group periodically samples statistics from variables and compares them to thresholds
configured on the agent. The configured parameters of an alarm identify a SNMP
MIB variable to monitor, the polling period, a rising threshold with the associated
event, and a falling threshold. If a data sample crosses a defined threshold, the
RMON agent fires an event. The event fired, logs a message or generates a trap and
transmits it to the Network Management station. The implementation of the rising
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and the falling thresholds of an alarm are dependent on the previous configuration of
an associated event. The basic [OS RMON agent supports the following commands:

show rmon alarms Display information on alarms configured
show rmon events Display information on events configured
rmon event number [log] Configure an RMON event

[trap community]
[description string]
[owner string]

rmon alarm number MIB-object Configure an RMON alarm
interval {delta | absolute}

rising-threshold value [event-number]

falling-threshold value [event-number] [owner string]

The first two commands display information on configured RMON facilities. Use
the rmon event command to provide a description of an event and specifies
whether a message is logged or a trap is generated. Use the rmon alarm command
to designate the actual MIB variable monitored on the Cisco router. RMON alarms
provide an excellent tool for monitoring the network interfaces supported by the
router. However, there are several limitations on the type of SNMP variables RMON
is capable of monitoring. Alarms may define any SNMP MIB variable that has an
elementary data type such as integer, counter, gauge, timeticks, etc. The MIB object
monitored must also resolve to an ASN.1 notation. It is acceptable to use the Object
Identifier (OID) or the qualified variable name that resolves to its OID. An important
requirement that is easily overlooked is the instance number of the monitored
variable. All monitored objects must include an instance number of the monitored
variable. Variables included in the SNMP table format will have an instance number
equivalent to the entry number of the table. All other elementary data variables
should have an instance number of ‘0’. For example, the following command defines
an alarm configured on a member of the MIB II interfaces table, ifTable:

Central# config t

Enter configuration commands, one per line. End with CNTL/Z.
Central (config)# rmon alarm 1 ifEntry.13.1 30 delta

rising-threshold 40 1 falling-threshold 0 owner rscg

Central (config)# exit

Central# show rmon alarms
Alarm 1 is active, owned by rscg

Monitors ifEntry.13.1 every 30 second(s)

Taking delta samples, last value was 3

Rising threshold is 40, assigned to event 1

Falling threshold is 0, assigned to event 0

On startup enable rising or falling alarm
Alarm 2 is active, owned by config

Central#
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4.5.5.

The interface entry, i fEntry.13.1, identifies variable ifInDiscards, the number of
inbound packets discarded. Alarm number 1 defines a sampling period of every 30
seconds for the number of discarded packets inbound to the Ethernet interface stored
at table entry 1 or instance 1. The agent monitors increases of forty discarded
packets or more starting from the last value sampled.

A router’s RMON agent can be very useful for monitoring the number of checksum,
input and output errors, input and output discarded packets, unknown or unsupported
protocols, etc. RMON may be very data intensive depending on the number of
monitored variables and the length of the sampling period. If the amount of traffic
generated by RMON seems to be too high, then change the sampling period to a
longer time (e.g. 30 seconds to 60 seconds).

Performing Cisco 10S Software Updates

This sub-section outlines the motivations and procedures for upgrading the system
software on a Cisco router. An upgrade can be beneficial for security, but if done
improperly it can leave a router vulnerable. It is important to note that most Cisco
updates can only be accomplished by replacing the IOS software running on the
router; there is no facility for amending or patching installed IOS software. This
section also presents information about backing out of an upgrade.

To determine the current software release running on a router, use the command
show version, and identify the version and memory size as shown below.

Central> show version
I0S (tm) 3600 Software (C3640-I-M), Version 11.3(4)T1, RELEASE (fcl)
Copyright (c) 1986-1998 by cisco Systems, Inc.

System image file is "flash:c3640-i-mz.113-4.T1", booted via flash
cisco 3640 (R4700) processor with 28672K/4096K bytes of memory.

8192K bytes of processor board System flash (Read/Write)

Central>

The underlined portions of the transcript are the software version, router model,
RAM size, and flash memory size, respectively. To compute the total RAM on the
router, simply add the two parts of the RAM size rating: this router has 32MB of
RAM. It is important to know the router model and memory sizes before attempting
to obtain a software upgrade.
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Motivations for Updating Router Software

Installing an IOS update entails inconvenience and the risk of disruption of service.
Weigh the benefits of upgrading against the risks before you start. The list below
describes some good reasons for installing an update.

1. To fix known vulnerabilities —
when security vulnerabilities are found in Cisco IOS products, one
solution may be to upgrade to a later edition of the I0S software.

2. To support new features —
Cisco has added new operational and security features to each new 10S
release. If you need one or more of these features to support your
network, or to enforce your local security policy, then it makes sense to
upgrade.

3. To improve performance —
you might need an upgrade to support new hardware or hardware
features. If the performance benefit is greater than the cost of upgrading,
then do the upgrade.

Software updates entail substantial costs. First, the router must be out of service for
at least a short time during the installation process; depending on router model and
other factors, the minimum downtime will range from at least a minute to several
minutes. Second, some features may not work in a newer release; they might be
broken or simply unsupported. It is very important to read the release notes for a new
release and test it carefully before installing it for operational use, to ensure that the
new software can fully support the router functions your network needs. Third, a
new release may degrade performance, either by implementing new features or by
reducing available free memory. If the performance of your router is critical, then
measure the performance before upgrading, and again afterwards; be prepared to
back out if the performance has suffered.

Deciding which update to pick is a complex topic, you must take many factors into
account: feature availability, release status, cost, router memory size, and bug history.
For more information about Cisco 1OS release types, see Section 8.3.

Obtaining Updates

Cisco makes software updates available through a variety of purchase and
maintenance mechanisms. The logistics of purchasing updates is beyond the scope of
this document. If you have a maintenance agreement with Cisco, you can download
updates from the Software Center on the Cisco web site.

Whenever you download Cisco IOS software (often called an IOS “image”), it is best
to check the length after downloading. During the software selection and download
sequence at Cisco’s web site, you will be given the length of the release in bytes.
Print the summary web page, which will include the length, for the IOS image you’ve
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selected. After downloading the IOS binary file, check the length against the printed
page. The summary page will also include the MD5 hash value for the IOS image;
use the md5sum command, or a similar checksum utility, to check the hash value. If
the length or hash of your file differ from the summary page, discard the file and
download it again.

Before You Perform the Update

Check all the items below before installing a new IOS image on your router.

L.

Ensure that you have enough memory.

Cisco routers have two fundamental kinds of memory: RAM and Flash.
Every Cisco 10S release has minimum memory requirements. Use the
commands show version and show flash to check the amount of
memory your router has. Do not install an update unless the router to be
upgraded satisfies the memory requirements for both RAM and Flash.
(Often, a major upgrade will require more memory, because many Cisco
routers are configured with just enough memory to run the IOS version
pre-installed at the time of purchase. When possible, it is prudent to
configure operational routers with as much memory as they can hold.)

Check your TFTP, RCP, or FTP configuration.

Router software updates are usually performed using TFTP or FTP;
Cisco IOS 12.0 supports FTP, most earlier releases do not. Make sure
that the TFTP or FTP server is correctly set up for both upload and
download. Copy the new Cisco IOS software into the server’s download
directory. Most newer 10S releases support SCP, a secure file copy
protocol based on SSH.

If possible, use SCP or FTP for performing Cisco upgrades. (If the
router to be upgraded is running IOS 11.3 or earlier, then FTP will
probably not be available.) While TFTP is supported by all IOS
versions, it is not a secure service, and should not be running in a secure
network. Enable TFTP only for the update sequence, then disable it
again.

To use SCP, you will need to have an SSH server running on a host in
your network. For more information, consult [12].

Schedule your downtime.

Installing an update imposes a minimum downtime, and may impose
much longer downtime (up to half an hour if things go wrong and you
have to back out). Schedule your upgrade ahead of time, and inform the
user community as needed.

Read the entire upgrade procedure, below.
Review the entire procedure before you start. Be sure that you are
familiar with all the IOS commands involved.
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If possible, it is safest to replace a router and take it offline for update. If a redundant
router or a hot spare is available, take advantage of that to perform the update without
disrupting service.

Update Procedure

This section presents a suggested sequence of steps for installing Cisco 10S software.
The sequence is very conservative, by following it you can avoid mishaps, and ensure
that you can restore your previous IOS version if necessary. The sequence has three
phases: backup, install, and test. The backup phase, steps 1-3, involves copying the
running [0S software and configuration onto the TFTP server host for safekeeping.
The install phase, step 4, involves loading the new software. The test phase, steps 5-
6, involves checking that the new software is running the old configuration
successfully. The steps are described below, followed by a console transcript of a
successful update.

0. Log in on the router console, confirm the current IOS and boot version.
It is best to perform router updates from the system console rather than
from a network login. The console will show important status messages
in the later steps of the installation that would not be visible otherwise.
Check the current IOS version number and flash contents with the
commands show version and show flash, make a record of them.

If you are planning to use FTP, set an FTP username and password that
will work on your server (otherwise, the router will attempt to log in as
user “anonymous’). For example:

Central (config)# ip ftp username uploader

Central (config)# ip ftp password Y3tidttack!
Central (config) # end

1. Enable privileges, and back up the current IOS software.
Copy the router’s current IOS image to the server using the copy
command as shown below.

Central# copy flash: tftp:

or

Central# copy flash: ftp:

You will need to supply a file name and the IP address or host name of
the TFTP or FTP server host. If this step fails, do not proceed, abandon
the update and check the server configuration before trying again.

2. Shut down external 