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Underground injection of gas is a common practice in the oil and gas industry.  Injection
into deep, brine-saturated formations is a commercially proven method of sequestering CO2 .
However, it has long been known that displacement of a connate fluid by a less viscous fluid
produces unstable displacement fronts with significant fingering.  This fingering allows only a
small fraction of the pore volume of a brine-saturated formation to be available for
sequestration, while providing a large interfacial region between the carbon dioxide and the
brine.  A better understanding of the fluid displacement process should lead to reduced capital
and operating costs for CO2 sequestration in brine fields.  The interfacial length will provide
information to study the extent of dissolution of CO2 in the brine as well as the extent of
possible hydrate formation.  By studying the flow for several viscosity ratios, the effect of
polymeric viscosifiers can be evaluated.

We have developed a pore-level model of the immiscible injection of CO2 (a non-
wetting fluid) into a porous medium saturated with brine (a wetting fluid).  This model
incorporates a distribution of different 'pore-throat' radii , the wettability of the formation (i.e.
the gas-liquid-solid contact angle, the interfacial tension between the fluids, the fluid viscosities,
and all other parameters that appear in the capillary number.  The computer code for the model
maintains a constant injection to within a few per cent.

The model has been used with experimental values of interfacial tensions and a range of
possible viscosities, to study the injection of carbon dioxide into brine-saturated porous media,
at high pressures.  Results are presented for saturations and fingering patterns for a range of
capillary numbers and viscosities.

I.  Introduction

Flow in porous media is a subject of scientific and engineering interest for a
number of reasons.  For half a century, it has been believed that flow in porous media is a
compact (i.e.  Euclidean ) process whereby the interface advances linearly with the total amount
of the fluid as predicted by a Darcy's law treatment using saturation-dependent relative
permeabilities.[1]-[5]  In the last fifteen years, it has been appreciated that flow in porous media
is fractal in certain well-defined limits.[6]-[9]  The flow is known to be described by self-similar
diffusion-limited-aggregation (DLA) fractals in the limit of zero viscosity ratio,  M =  µI /µD

 =
0  (i.e. where the injected fluid has zero viscosity and the displaced fluid has finite viscosity).
[6]-[8],[10]-[12]  The flow is known to be described by self-similar invasion percolation fractals in
the limit of zero capillary number,  NC = µ

D
 V / σ cosθ = 0  , where viscous drag forces

mailto:mferer@wvu.edu
mailto:bromhal@netl.doe.gov


2

(viscosity of the displaced fluid times average fluid velocity) are zero, while the capillary forces
(proportional to interfacial tension, σ,  times sine of the contact angle θ ) are finite.

Diffusion Limited Aggregation (DLA) was originally introduced to describe colloidal
aggregation.[13] Soon, it was appreciated that because the continuum versions of both DLA and
viscous fingering are both governed by Laplace's Equation, both should provide equivalent
displacement patterns in the limit of zero  viscosity ratio.[14]  Indeed, evidence from both
experiment and modeling showed that not only were the DLA and viscous fingering patterns
visually similar but they also had the same fractal character.[6]-[9] ,[11],[12],[15]-[19]   

Invasion Percolation was proposed as a model of immiscible drainage (where a non-
wetting fluid is injected into a medium saturated with a wetting fluid), in the limit of zero
injection velocity, i.e.  at zero capillary number. [7]-[9],[20]  In Invasion Percolation, only the
largest throat (with the smallest capillary pressure) on the interface is invaded by the injected,
non-wetting fluid.  In this Invasion Percolation rule, it is assumed that wetting fluid will be
displaced towards the outlet.  However, in two dimensions, one may need to include trapping
effects where a blob of the wetting fluid cannot reach the outlet because it is surrounded by non-
wetting fluid.  The patterns of injected fluid from Invasion Percolation with trapping (IPwt)
have been observed to have a fractal character with a fractal dimension D ≈1.82.[7]-[9],[20]

Experiments have shown that patterns of drainage at small capillary number (NCa = 10-5) are
visually similar to patterns from IPwt and that they have the same fractal dimension,  D ≈  1.84,
as IPwt.[21]

Recently, we have shown that our model produces results which agree with both DLA
(in the limit of very large viscosity ratio) and with IPwt (in the limit of very small capillary
number).[22]   Having demonstrated the validity of our model in these two very different  limits,
coupled with the physicality of the model and the excellent consistency with fluid conservation,
we are be confident in extending our studies to the physically relevant intermediate regime,
where the limiting models (DLA and IPwt) are not valid.

II.  Objectives

We have used our computer model, as described  in Section III, to study the injection of
carbon dioxide into a brine saturated reservoir.  In our modeling, we used typical experimental
values of surface tension and viscosity for carbon dioxide at high pressures , σ = 21 dynes/cm,
µ ≈  0.05 cp (viscosity ratio M=0.05) and larger.[23],[24]   We assumed a water-wet porous
medium, i.e. a contact angle  θ = 0o .   We assumed a size scale for the porous medium where
the typical pores are 100µm apart (i.e. the length scales in our model is l=  100µm).  For our
model, this would give a smallest capillary pressure of 7500 dynes/cm2 .   Although this size
scale would significantly affect the pressure necessary to inject the carbon dioxide, the
saturations should be more directly affected by variations in capillary number than by the size
scale of the porous medium.

In section IV, we present results for the saturation profiles and fingering patterns from a
range of capillary numbers for model systems with 2700 pore bodies.  Surprisingly for these
systems, the saturation’s are nearly independent of capillary number.  The fingering patterns
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show that the saturation’s are consistent with IPwt at small capillary numbers; for this small
viscosity ratio, the fingering changes from IPwt-like to DLA-like as the capillary number
increases.  Both fingering models (IPwt and DLA) yield small CO2 saturations.  For larger
viscosity ratios, we show that the saturations increase with capillary number as expected.

III.  Approach - Description of the Model

The pore-level model is intended to incorporate, as realistically as possible, both the
capillary pressure that tends to block the invasion of narrow throats and the viscous pressure
drop in a flowing fluid.   The two-dimensional model porous medium is a diamond lattice,
Fig.1, which consists of pore bodies of volume, 3l , at the lattice sites and throats connecting the
pore bodies which are of length, l  , and have a randomly chosen cross-sectional area between 0
and 2l .  Compared to several models reported in the recent literature, we believe that our model
should be both more general and more flexible, in part because both the throats and the pore
bodies have finite volume in comparison with i) refs. [6] and [25],  where the throats contain zero
volume of fluid, and ii) refs. [26]-[28], where the pore bodies have zero volume.  Furthermore, in
our model, the volumes of both the pore bodies and throats can be set as desired.  In this sense
the work of Periera is closer to our model, but this work focuses on three-phase flows at
constant pressure.[29]   Of course all of these models include the essential features of random
capillary pressures blocking the narrowest throats and a random conductivity depending on a
given viscosity ratio.

III.A.  Capillary Pressure

When the interface has entered one of the pore throats, the radius of curvature, R,  of the
meniscus is fixed by contact angle, θ, and the radius of the pore throat, r ;

R = r/cosθ   . (1)

Therefore, the pressure drop across the meniscus is fixed at the capillary pressure

(2)

where σ is the surface tension.  Thus the flow velocity is given by the throat conductance times
the total pressure drop across the throat; see Fig. (2),

(3a)

In the model the transmissibility (conductance) of the throat is given by

(3b)

where Athroat is the cross-sectional area of the throat, x is the fraction of the throat of length l
which is filled with defending fluid, and M is the ratio of the non-wetting, invading fluid's (CO2
) viscosity to that of the wetting, defending fluid (brine),  M = µnw /µw.  (Note: this definition
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of

Figure 1
shows the CO2 displacing the brine with volume flow velocity qthroat = gthroat ( Pnw - Pw  -
Pcap). of course if  Pnw - Pw  < Pcap  the CO2 retreats and the brine re-occupies the throat.

M agrees with the convention of Lenormand [6],  but it is the inverse of the convention used in
our earlier papers on miscible, unstable flow [15]-[18].)  The quantity, g*, carries all the
dimensionality of g throat

 g* = 3l /( 8 wπµ ) (4)

Many of our results for the flow velocity will presented in terms of  q* = q/g* , which is
independent of the particular value of the viscosity of the wetting fluid. From Eq. (3a), the non-
wetting fluid advances if the pressure difference between the pore filled with CO2 (non-wetting
fluid) and the pore filled with brine (wetting fluid) exceeds the capillary pressure.  Otherwise the
CO2 will retreat.

Naive use of Eq. 2 causes a number of complications in the programming.  These
complications arise because of the blocking that occurs if the CO2 fluid is at the entrance to a
throat, Fig. 3; if the sign of the pressure drop ( Pnw - Pw ) is such that it would advance the non-
brine but the magnitude of the pressure drop does not exceed the capillary pressure ( Pnw - Pw  <
Pcap ) , the interface remains stationary at the inlet of the throat. This will lead to very small time
steps.  If the CO2 is close to the entrance of a narrow throat, which will likely be blocked to this
invading fluid, a very small time step may be needed to advance the fluid to the entrance of the
throat, but not into the throat.   This makes a reliable control on the velocity difficult; as the inlet
pressure is changed to maintain a constant flow the throat blockages will change requiring a
complicated feedback loop connecting inlet pressure, flow velocity and throat blockages.  A
clever solution to these problems was suggested in refs.  [26]-[28];  they argued that real throats
would have a gradual decrease in cross-sectional area accompanied by a gradual increase in
capillary pressure.  Consistent with this work, we assume that the capillary pressure increases
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from zero at the inlet to a throat of radius r and length l  to the value in Eq. 2 at the center of the
throat.  This dependence is given by the equation

(5)

where x is still the distance along the throat from 0 to l .  Eq. (5) solves the problem of trying to
advance a fluid into a blocked throat, because the inlet of a throat will never be blocked since it
has zero capillary pressure.  Furthermore, the feedback between blockage and the inlet pressure
is removed, so that the constant velocity condition is easier to satisfy.

Implicit in this model, is the assumption that the pressure within a pore body is uniform.
Assuming otherwise would require doing full fluid dynamics using the Navier-Stokes equation.
This is inconsistent with the pore-level model approach and would severely limit the size of the
model porous medium, given finite computer resources.   Although, these idealizations (Eq. (5),
etc. ) may seem unphysical on a real microscopic scale, the model has a random distribution of
conductances and correlated capillary pressures.  Significantly, the pressure must exceed the
randomly-distributed capillary pressures in Eq. 2 to pass through the throat; and the flow
velocity (Eq. 3) has the correct dependence upon throat radius.

III.B.  Finding the Pressure Field

Volume conservation of the incompressible fluid, dictates that the net volume flow q out
of any pore body must be zero.  Let us consider use of the above rules for the situation in Fig 2.
In Fig. 2, the flow velocities, as directed out of the (i,j) pore body through the throats are

Requiring that the net flow out of pore body (i,j) be zero leads to the following equation for  Pi,j:
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Figure 2
shows a possible occupation of adjacent pore-bodies.  For this occupation, the flow velocities
are given by Eq. (6a) and the pressure in the (i,j) pore body is given by Eq. (6b) (a specific
realization of Eq. (7)).

Eq. (6b)  is of the form

 
(7)

where i)  the factor f is zero if there is no meniscus in the throat;   ii)  the factor f is +1 if the
pore body (i,j) is filled with non-wetting fluid (CO2) and the connecting pore body is filled with
wetting fluid (brine);   iii)  the factor f is -1 if the pore body (i,j) is filled with brine and the
connecting pore body is filled with CO2.

  Once the location of the interface is known, the numerical value of the capillary pressure
in each throat is known (zero, if the interface is neither in the throat nor at either inlet to the

throat).  Furthermore, for each pore body at (i,j), the values of the sums   (∑g )  and  (  ∑
 

 f g

Pcap  )  can be calculated and stored; note that these sums are independent of the values of the
pressures in the pore bodies.  Then the program iterates (Eq. 7), determining the pressure field
until stability is achieved where the residual is less than some small value; i.e. until

       
(8)
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where ε  is chosen to be small, e.g.  ε   = 10-3 .   This value of ε is chosen to minimize run-time
without seriously sacrificing mass-conservation.   For example, in one of the typical sets of five
runs presented in this paper, after an average of 77,000 time steps there was an average
difference of less than 1% between the total volume of fluid injected into the medium and the
total volume of fluid expelled from the medium.

To maintain a constant volume flow qo, the flow velocity was determined for two
estimates of the inlet pressure.  Assuming a linear relationship between flow velocity and inlet
pressure (consistent with Eq. 6a),  the linear relationship would then predict an inlet pressure, Po
, to produce the desired volume flow, qo.[28]    If the two estimates of the inlet pressure are too
close together, the prediction of  Po  will be unreliable; on the other-hand, if the estimates of the
inlet pressure are too far apart computer time will be wasted iterating Eq.7 to determine the
different pressure fields for each.  In practice, the difference between the two initial estimates
needs to increase with capillary number.  With a good choice of initial estimates, this procedure
is very accurate; for a typical set of runs, the standard deviation from the average outlet flow
velocity, q=50.4,  represented an scatter of 0.007%.

III.C.  Flow Rules

Once the pressure field has been determined, we can determine the interface advance
through a time interval ∆t.  A throat is on the interface, if the pore body at one end contains some
wetting fluid (it may be filled with wetting fluid) and if the pore body at the other end is fully
invaded by non-wetting fluid (or was fully invaded and is not yet fully re-invaded by wetting fluid
due to backflow).  As discussed earlier, a time interval, ∆t, needs to be chosen which is small
enough that

   

Figure 3 the  CO2 can advance within the pore throat (left-hand figure) or through the pore throat
into the pore body (right-hand figure).

spurious local oscillations in the flow are avoided but not so small that the program run-time is
unnecessarily long.  For the cases discussed here, with large surface tension, the following
prescription seems adequate.  For all interfacial throats where the non-wetting fluid has yet to reach
the midpoint of that throat, so that the capillary pressure is still increasing, the time interval is
chosen so that the non-wetting fluid advances no more than 3.5% into any such throat.  For all
throats  where the non-wetting fluid has advanced past the midpoint, so that the capillary pressure
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is decreasing, the time step allows the interface to advance no further than 33% into any such
throat.  Having determined the interface and chosen the time step, we have attempted to make the
flow rules as non-restrictive as possible.

Flow can increase the amount CO2 within the pore throat (Fig. 3a), or through the pore
throat into the pore body (Fig. 3b).  Similarly, backflow can cause the interface to retreat within
the pore throat (Fig. 4a) or through the pore throat into the pore body (Fig. 4b).  If, during a time
step, either type fluid over-fills a pore body, the excess is shared by the outflow throats.  For
these flow-rules, the throats are taken to be cylindrical with cross-sectional area A and length l ,
consistent with refs. [26]-[28],[30] .  The variation in the capillary pressure, Eq. (5), can be
assumed to results from variations in contact angle.  Again, this aspect of dubious microscopic
physicality does not affect the basic feature of the model that the pressure drop across any throat
must exceed the capillary pressure of that cylindrical throat, Eq. (2), for the non-wetting fluid to
advance through the throat.

    

Figure 4 the  CO2 can retreat within the pore throat (left-hand figure) or through the pore throat into
the pore body (right-hand figure).

We have attempted to make the flow-rules as non-restrictive and physical as possible.

i)  All parts of the porous medium, pore-throats and pore-bodies have a
volume which can be occupied by either type of fluid.

ii) Locally, back-flow as well as forward flow are allowed if they are
ordained by the local pressure drops.

iii) Complications, such as over-filled pore bodies or plugs of fluid
trapped in the pore throats are treated as physically as possible.

iv) Unphysical aspects, such as isolated 'blobs' of wetting fluids residing in
pore-bodies, are tracked by the program and found to be insignificant.

v)  Most importantly, the flow rules accurately account for all of the non-
wetting fluid injected into the porous medium. For the smallest
capillary number, there is a 0.25% difference between flow-rule
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determination of the volume of injected fluid occupying the medium
and the volume of fluid injected into or displaced out of the medium.
For the larger capillary number, this difference is less than 0.01%.

IV. Results - Dependence of Saturations and Fingering Patterns upon Nc  and  M

In this section, we present results from running our computer code on systems which are
90 pores wide by 30 long (in the direction of average flow) using typical experimental values for
surface tension and viscosity of CO2 and brine as discussed in section II.  We chose to model
our flow on short wide systems, since long narrow geometries are known to mis-represent the
fingering because of coarsening.[7]-[9]   Figure 5 shows some typical, near-breakthrough
fingering patterns where the CO2 is injected along the lower edge.

Figure 6 shows near-breakthrough CO2 saturation profiles for a wide range of capillary
numbers with viscosity ratio M=0.05.  The data points show averages over 5 different
realizations of the porous medium (i.e. for each realization a different seed was used in the
random number generator to determine the cross-sectional area of each throat); the error bars
show the standard errors from the set of five realizations. Over  this wide-range of capillary
numbers there is little difference between the saturation profiles or between the total
breakthrough saturations of CO2 which are all around 20% or less.

Although the effect of capillary number on CO2 saturation is small, if not negligible,
capillary number has a significant effect upon the geometry of the fingering.  For M=0.05,
Figure 5a shows that the fingering for a low capillary number, Nc = 6.25xl0-6 , is identical to the
fingering for IPwt (Invasion Percolation with trapping).  Using the same model porous medium,
the CO2  occupation from our model for this low capillary number is shown by the open circles,
while the CO2 occupation from the IPwt is given by the small filled circles.  That is, when the
pore body location is marked by an open circle with a small filled circle inside, that same pore
body was occupied by  CO2 using our model and independently by CO2 using IPwt.  For the
five model porous media on which we've run the model, the agreement between IPwt and the
model was excellent.  In the worst case, the occupation of seven pore bodies was different
between our model and IPwt.   For the model porous medium shown in Fig. 5, the CO2
occupation from the model and IPwt are identical.  Figure 5b shows the CO2 occupation at a
larger capillary number for this same porous medium.  Of course, since this is the same porous
medium as that shown in Fig. (5a), the IPwt occupation, shown by the small filled circles, is the
same for both.  However, the fingering from the model at this large capillary number is very
different from the IPwt fingering in Fig.5a.  Indeed, at large capillary number the fingering from
the model (open circles) is visually similar to DLA fingering.[7]-[9],[22]  Since both DLA and
IPwt have low breakthrough saturations,  both of these fingering patterns are consistent with the
CO2 saturation profiles in figure 6.

These low CO2 saturations for M=0.05 are to be contrasted with the saturations that can
be achieved at larger viscosity ratios.  For the same capillary numbers (i.e. the same surface
tension and volume flows), we have performed the simulations with viscosity ratio, M=1.  The

Figure 5  shows the occupation of a particular realization of a model porous medium.
         The small solid circles show the CO2 occupation as predicted by Invasion Percolation

with trapping (IPwt).
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          The open circles show the CO2 occupation as predicted by our pore-level model for
M=0.05 and M=1 at two different Capillary numbers
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Figure 6 shows the near-breakthrough CO2 saturation profiles of for viscosity ratios M=0.05
(left-hand figure) and M=1.00 (right hand figure) for a range of Nc from 6.25x10-6  to 6.4x10-3 .

       
Figure 7 shows the breakthrough saturations of CO2  in the 30x90 porous media with viscosity
ratios M=0.05 (filled circles) and M=1 (x).
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results are very different.  At small capillary number, the M=1 saturations and fingering are
similar to IPwt as they should be (see fig. 5c), but for M=1, even at this low capillary number
deviations from IPwt are setting in.  However, as capillary number increases, the flows become
compact with negligible fingering (Fig. 5d) and the saturations increase dramatically  (Fig. 6).
Figure 7 shows the variation in CO2 saturations at breakthrough vs. capillary number for both
M=0.05 and M=1.00.  As we've seen above, the breakthrough CO2 saturations are nearly
constant for M=0.05, whereas they increase significantly for the larger viscosity ratio M=1.0 .

V.  Conclusions and Future Work

Our results from simulations show that injection of low viscosity CO2  into the two-
dimensional porous medium leads to small fractional saturations at breakthrough yielding the
sequestration of only a small amount of carbon dioxide.  If the viscosity of the carbon dioxide
could be increased sufficiently, these results suggest that the efficiency of carbon dioxide
sequestration could be doubled.  Since this work has been done on small systems with only two
viscosity ratios, it is important to ascertain how these effects change when one scales-up to
realistically sized systems.  However, it is interesting that the viscosity ratio M=0.05 produces
DLA-like fingering on the size scale in Fig. 5, since our earlier work on miscible systems
showed that flows for even smaller viscosity ratios were compact (negligible fingering) at even
smaller size scales. It is also important to determine how this effect depends upon viscosity ratio
throughout the range of physical interest.
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