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ABSTRACT

This paper documents that a textbook, supply and demand, simultaneous equations model of
import prices and quantities can explain many aspects of import price and quantity behavior over the past
25 years, appears to forecast better than standard trade equations, and the instruments we use appear to
be valid instruments. On the negative side, although the demand equation and the two reduced form
equations satisfy nominal homogeneity restrictions, the supply equation does not. One possible
explanation for this is that foreign suppliers do not believe that exchange rate shocks have the same
permanence as price or wage shocks. Overall, however, the findings reported in this paper show that a
classical simultaneous equations model can explain the behavior of non-oil import prices and quantities

fairly successfully.



U.S. Import Demand and Supply with Relatively Few Theoretical or Empirical Puzzles

Andrew M. Warmner'

Given the large movements in the real value of the dollar and the stubborn persistence of the U.S.
trade deficit in the 1980s, research on the market for U.S. imports has intensified in recent years. Much
of the recent literature, which includes Mann (1986), Krugman and Baldwin (1987), Dornbusch (1987),
Feenstra (1987), Baldwin (1988), Froot and Klemperer (1989), Moffet (1989), and Marston (1990), has
emphasized import price determination, with a particular focus on the pass-through of nominal exchange
rate changes to import prices. These studies have greatly increased our understanding of the variety of
ways in which import prices can respond to exchange rate changes, and have done so typically by using
insights grounded in the industrial organization literature. Much of the original motivation for this
literature derived from evidence that import prices seemed to be insufficiently sensitive to the large
depreciation of the dollar that began in 1985, suggesting that there may have been a structural break in
this relationship.

Subsequent research has undercut the original empirical motivation for this literature, although the
theoretical insights still retain their value. To mention just one example, Hooper and Mann (1989), found
that some of the apparent break in pass-through dissolves after controlling for foreign cost variables more
carefully. For example, in 1986, as continued dollar depreciation was exerting upward pressure on dollar
import prices, the decline in oil prices was lowering energy costs of foreign firms at the same time,
offsetting this pressure. Failure to control for the effect of falling oil prices could lead to the erroneous
impression that import prices were not rising enough in response to depreciation. After controlling for

foreign energy and labor costs Hooper and Mann find that only one of their equations provide evidence
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research assistance of Glenn Yamagata and Peter Fishman. Errors remain my own.



for a structural break in the pass-through relationship.

On the other hand, research on import quantity determination proceeds on a separate track from
this research on import prices. Although traditional import demand models have been criticized for their
partial equilibrium nature, and for devoting insufficient attention to intertemporal issues, the consensus
view, echoed by Krugman and Baldwin (1987), was that conventional import demand models tracked
imports and exports fairly successfully:

"The experience with volatile exchange rates since 1970 has in important respects been a

vindication for such conventional modeling. With plenty of variation in the data even the simplest

estimation techniques yield plausible results, and the simple equations have by and large
successfully tracked the impact of the exchange rate on the trade balance.”

Ironically, soon after these words were written, the forecasts of both import prices and quantities
from what is perhaps the prototype trade model, the Helkie and Hooper (1988) model at the Federal
Reserve Board, began to seriously under-predict both import prices and quantities, once again calling the
standard models into question. Furthermore, Cushman (1990) presents evidence of a structural break in
conventional models of import quantity during the mid-1980s.

The research in this paper is based on the principle of diminishing returns. Rather than emphasize
what the literature has already emphasized, we examine a model where prices and quantities are
simultaneously determined, on the belief that the value-added from such research can be large. On one
side, the pass-through literature either ignores or de-emphasizes simultaneous interaction between prices
and quantities. And this aspect of the models is usually not confronted or defended with evicence. On
the other side, import demand models often assume a recursive structure, where prices are first determined
and then import demand is estimated conditional on prices. There are several studies which estimate
import demand with instrumental variables, but none also consider price determination. The result of this
separation is that the literature does not have a full blown study examining whether the same model can

explain both import prices and quantities.



"The evidence reported here suggests that this separation between models of import prices and
models of import quantities is not an innocuous gap in the literature but rather may be partly responsible
for many of the empirical problems that seem to crop up periodically with the standard trade model. We
propose an integrative model that determines prices and quantities simultaneously and also incorporates
the main insights of the recent literature in this area. The econometric estimates of this model satisfy
virtually all of the textbook properties that a well defined simultaneous equation model should satisfy, and
at the same time, the reduced form equations from this model do not exhibit any structural break in the
pass through relationship, and they appear to resolve the recent forecasting problems of the Helkie-Hooper
model. These points are made with a structural model which has a straightforward interpretation as a
classical supply and demand model but which is not limited to that perspective.?

Although the model benefits from previous results in the literature in many respects, it is a
generalization on the standard models in two key ways. First we explicitly model an import supply
equation and estimate it along with more standard import demand equations. This permits a test of the
common practice of imblicilly assuming that the import supply function is horizontal so that prices and
quantities can be modeled recursively. The data reject this assumption. This result means that exogenous
variables entering the import supply equation belong in the reduced form forecasting equation explaining
equilibrium import quantities, and similarly, that exogenous variables entering demand also belong in the
price forzcasting equation. We then show that forecast of both prices and quantitics from this framework

outperform forecasting equations from the standard model and are capable of explaining the observed

? The absence of a supply and demand model in the empirical literature on imports probably reflects
difficulty in finding instruments. Haynes and Stone (1983) tried to estimate import supply but were not
successful essentially because they used the wrong variables. When asked by the International Monetary
Fund to assess the effects of exchange rate devaluation on trade flows, Orcutt (1950) was one of the first
to reason within a simultaneous equations framework, and address simultaneity bias, but unfortunately was
pessimistic that separate estimates of supply and demand could ever be obtained. The evidence in this
paper shows that Orcutt need not have been so pessimistic.



movements in both prices and quantities in the past four years that the standard equations are unable to
explain. The standard forecasting equations can be seen as special cases of the supply and demand model
where the supply equation is deterministic and has a slope of 0.

Second, the model also allows imports to respond differently to different kinds of spending: private
consumption, public consumption, and investment spending. This allows us to statistically exclude
government spending as a determinant of imports and to show that imports respond differently to
consumption and investment spending. This is also partly responsible for improving the models ability
to track recent movements in import prices and quantities.

The paper uses both classical and modem econometric techniques, partly to show that the model
is amenable to both perspectives. The structural equations are estimated with classical instrumental
variables estimation where instruments for demand are taken from supply and vice versa. We show that
the structural estimates pass many of the tests bne would expect of such equations if the assumptions about
exogeneity are true.

The reduced form forecasting equations are first estimated with a specification that makes them
comparable with the Helkie-Hooper model and then in a way which uses more recent econometric
techniques that emphasize dynamics and cointegration. The evidence from the error correction framework
suggests that both prices and quantities are cointegrated with the vector of exogenous variables in demand

and supply.



I. Analytical Framework.

This section outlines an analytical framework to describe the reasoning behind the model we
estimate. First, we will assume that there is a representative U.S. consumer or firm® that derives utility
from an aggregate import good and an aggregate home good. These two goods are assumed to be
imperfect substitutes in demand and therefore have distinct prices, denoted P, and P respectively. We do
not model the consumption-saving decision: instead, we take total spending, denoted by Z, as given and

focus on the problem of dividing that spending between home goods and imported goods.*

Max U = (C,,C) ¢}

st. PC,+PC=2 2

This problem produces an import demand function that depends on the two prices and total expenditu:e.

C, = g(P,.P.2) 3

Equation (3) captures the essential features of the classic import demand equation. In contrast to

the large number of studies on import demand, relatively little attention has been devoted to the supply

3 No important distinction is made between the kind of buyer (consumers or firms) or the kind of
import good (consumer durable, producer durable, or non-durable). We go part of the way in addressiag
the first issue in the empirical section by using consumption and investment spending as separate spendi:ig
variables in the import demand function. Also, Burda and Gerlach (1989) have recently focused on t1e
durables / non-durables distinction.

* Technically, weak separability and linear homogeneity of the utility function as employed in
Helpman and Krugman (1985, chapter 6), and many others, is sufficient to ensure that the consume ’s
maximization problem can be simplified into a two stage budgeting problem, where in one of the stagcs,
as above, the consumer chooses spending on particular commodities conditional on total spending.
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side of the U.S. import market.® Some studies implicitly assume that the supply function is horizontal
by modeling import prices in a way that does not depend on import quantities. Hooper and Mann (1989)
assume that-foreign exporters. to the U.S. market set export prices in their own currency, P,, to equal a
markup, A, over their own-currency marginal costs, C, Dollar import prices, P,, are then obtained by

dividing through by the exchange rate, E, defined as foreign currency per dollar.

p - B _ G, @)
m E E

The markup in tum is assumed to depend on the ratio of dollar prices of other U.S. goods to foreign
marginal costs expressed in dollars, (EP/C,)%, and foreign capacity utilization, CUP, yielding the following

import price equation.

-«
P - (Cq) R ®)
" E

In this framework the import market is assumed to have a recursive structure where import prices are first
determined according to an equation such as (5), and then prices are treated as independent variables on
the right of import demand equations which determine import quantities. This is also the basic approach
in Ahluwalia and Hermnandez-Cata (1975), and Helkie and Hooper (1988).

An alternative is to consider a profit maximizing foreign firm pricing in an environment of

$ Haynes and Stone (1983) appears to be the only attempt to estimate supply equations for total
imports to the U.S., with limited success. Some researchers have estimated export supply functions for
specific countries or regions which export to the U.S., such as Goldstein and Khan (1978), for Europe,
and Ueda (1983). for Japan... In addition, other authors, such as Grossman (1982), have the supply side
in mind in choosing instruments to identify import demand, but do not estimate separate supply equations.

Gagnon (1989) models the resale decision of U.S. importers, rather than the supply decision of foreign
firms. -



monopolistic competition as in Helpman and Krugman (1985), or Gagnon and Knetter (1990), where
dollar import prices are set to equate marginal revenue with marginal costs according to the familiar
formula (note that P,, is in dollars and C_ is in foreign currency so that either onc or the other has to be
converted with an exchange rate).

P = [1 +lr_c_¢ (6)
E

In this setup, the import market will also have a recursive structure if both the elasticity of demand, n,
and marginal costs, C,, are invariant to import quantity.®

Although a number of studies are bascd on versions of equation (5) or (6) which do not allow
import quantities to enter on the right, there is no strong theoretical reason that prevents such a
relationship. To the contrary, there are good theoretical reasons to think that prices and quantities will
interact simultaneously. In the monopolistic competition pricing equation (6) the elasticity of demand can
easily depend on the size; of the market.” Furthermore marginal costs can easily depend on quantitics to
the extent that certain factors are subject to diminishing returns.

In this paper we will allow import quantitics to affect marginal costs and let the data determine

whether this relationship is important. The marginal cost function for the representative foreign firm is

® For formal justifications, a model with Spence-Dixit-Stiglitz preferences yields a constant 1y, and with
Lancaster preferences 1} is a function of all the arguments in the demand function except total expenditure,
because preferences are assumed to be homothetic.

’ For a concrete example, with a monopolistic competition model as in Helpman (1981), the elasticity
of demand increases with the number of firms or the available number of varietics. A larger import
market can accommodate more varieties and thus increase the elasticity of demand.
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assumed to depend on output, foreign unit labor costs and the price of oil.®

C = Clgw.P,) )

With this marginal cost function, it is straightforward to derive an upward sloping industry supply function
in a competitive model. Competitive foreign firms, taking dollar import prices as given, will choose
quantity to equate import prices in their currency with domestic marginal costs. Horizontal summation
of the marginal cost curves generates an upward sloping short run import supply function in P, - Q. space

that also depends on the exchange rate and the other variables in the cost function.

P = gQ,.EwP,) | (8
In the empirical section, we will estimate log linear versions of equation (8) and treat it as an
industry supply function in a competitive market. However, this is done for expository convenience. The
structural relationship given by (8) could be derived from a variety of other models, including of course
(5) or (6). Almost any model would have a role for wages, intermediate goods prices, and exchange rates

in supply decisions.’

® Labor costs typically account for a large fraction of total costs and have been used by some other
studies as instruments to identify import demand, (see Grossman, 1982). In addition, Bruno and Sachs
(1985), among many others, have emphasized the importance of oil as a key intermediate input in many
of the countries which supply U.S. imports, and of course oil prices have fluctuated substantially in the
past 25 years. Ueda (1983) models Japanese export supply as depending partly on oil prices and Hooper
and Mann (1989) include energy prices in their import price equation.

? At least as far as the reduced form relationships are concemed, there is a substantial observational
equivalence between prefect competition and imperfect competition models. For example, a positive shock
to wages would increase the equilibrium price and reduce the equilibrium quantity in several models.
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2. Econometric model and data.
We adopt the simplest possible log-linear specification for the system of equations which we will

treat as a supply and demand system.'® All variables are in logs although not written explicitly that way.

Supply Equation:

Q=6 +aP, +akf-a,W-aP,+aD+e ®

Qn Real non-oil merchandise imports, in 1987 dollars.

P, Fixed weighted price index for non-oil merchandise imports, in dollars (1987 weights).

E Nominal exchange rate index for the G-10 countries: foreign currency per dollar, non-oil import
weights.

‘W Unit labor cost index of G-10 countries, in local currency units, non-oil import weights.

P, Oil price index in foreign currency units (dollar index times E variable above).

D Dock Strike variable.

Demand Equation:

Q2 =P, - BP, + BP + B,C + BJ + BG + ¢, (10)

P The U.S. CPI (1967=100).
C Real private consumption spending, billion 1987 dollars.
I Real private investment spending, billion 1987 dollars.

C Real government spending, billion 1987 dollars.

1° The evidence in Khan and Ross (1977) supports a log-linear rather than linear specification for
aggregate U.S. import demand, however Marquez (1992) has recently challenged the constant elasticity
implications of such a framework.

' This dock strike adjustment factor relies on Isard (1975), who calculated it by comparing predicted
longshore manhours (without strikes) to actual longshore manhours. There were three such strikes in the
late 1960s and early 1970s. In a log specification, this variable should have a coefficient of one.
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3. Instrumental Variable Estimates of Supply and Demand.

Tables 1 and 2 present instrumental variables estimates of the demand and supply equations using
quarterly data between 1967:1 and 1991:3. A number of theories would suggest several homogeneity
restrictions across the estimated coefficients of these equations. We test such homogeneity restrictions
but do not impose them a-priori on the estimation.

Because the expenditure variables (U.S. consumption, investment and government spending) and
the U.S. CPI variable enter demand but not supply, these IV estimates use exogenous variation in these
variables to identify the slope of the supply equation. Similarly, the estimates use exogenous variation
in three variables which enter supply but not demand, namely, the exchange rate, the foreign unit labor
cost index, and the oil price index, to identify the slope of the demand curve. Because these identifying
assumptions are at the heart of the economics and the estimation strategy, tests of their validity will be
examined below.

The initial estimates of the structural model in tables 1 and 2 are straightforward IV estimates
with all variables entered contemporaneously. The tables report conventional standard errors in the
second column which are probably too low given that the equations exhibit positive serial correlation,
and, to err in the other direction, the third column reports serial correlation and heteroscedasticity (HSC)
robust standard errors which are computed in the manner recommended by Wooldridge (1989). The
econometric strategy here is to be deliberately agnostic about the form of serial correlation and/or
heteroscedasticity and to see how much difference this makes to the estimated standard errors.
Alternative estimates of these equations with explicit AR1 error structures and additional dynamics will
also be considered below.

The estimates are generally encouraging. With the exception of the insignificant cozfficient on
the government spending variable in the demand equation, all coefficients have the anticipated sign and

most are significant. Concentrating first on the estimated slopes of the two curves, note that the estimated
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slope of the import demand function in table 1 is -0.862, and is highly significant when evaluated with
either standard error (conventional standard error = 0.084, robust standard error = 0. 155). For
comparison, a similar import price coefficient in Helkie and Hooper is -1.238. Obviously, since real
imports are on the left of these regressions, this is an estimate of the slope in q-p space. A consistent
estimate of the demand slope in p-q space would be given by the inverse, or 1/(-.862)=-1.160.

The estimated slope of the import supply function in table 2 is 3.970, which translates into a
fairly flat slope (in p-q space) of 0.252. Unlike the demand slope, in this case there is a substantial
difference between the robust standard error (1.769) and the conventional standard error (0.529), but the
estimated coefficient is still statistically significant (five percent) even with the higher standard error. To
provide an intuitive picture of these estimates, figure 1 draws the estimated equations in p-q space. As
can be seen, the estimated supply equation is fairly flat and the estimated demand equation has a slope
which is slightly steeper than negative one. This figure will be useful in interpreting the magnitudes of
the reduced form effects presented latter in the paper.

Turning to the other regressors in the demand equation, the consumption and investment
expenditure variables both have positive and highly significant coefficients no matter what standard errors
are used. The estimates indicate a higher sensitivity of non-oil imports to consumption demand rather
than investment demand over the past 25 years. Holding investment spending constant a one percent rise
in consumption is estimated to raise real import demand by 1.569 percent; while a similar ceterus paribus
rise in real investment demand is estimated to raise real import demand by a smaller 0.568 percent. Note
that the estimated government expenditure effect is negative and insignificant with either standard error.
This can be explained by political pressure on government agencies to buy locally-produced products
rather than imports. For example, most local police departments use domestic autos for police cars, and
large defence contracts typically are awarded to U.S. firms. The final point to note in table 1 is that the

coefficient on the price of other goods and services (measured by the CPI) is positive and highly
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significant, suggesting that the aggregate good as represented by the CPI is a substitute in demand for
imports. Note that although the estimated demand equation does not impose nominal homogeneity a-
priori, the estimated coefficients on both price variables are virtually equal and of opposite signs: a
proportional change in all nominal prices leaves real demand unchanged.!

On the supply side in table 2, the exchange rate coefficient indicates that an appreciation of the
dollar of one percent shifts quantity supplied by 1.945 percent at any given dollar price of imports. The
robust standard error is much larger than the conventional standard error in this case, and this affects the
statistical significance of the coefficient. Because of this ambiguity, we tried additional econometric
specifications and found no additional evidence that the exchange rate effect is insignificant. Three stage
least squares yielded an estimated standard error of only 0.178; estimation with AR1 errors yielded a
standard error of 0.708.

The two cost variables in the supply function, unit labor costs and the price of oil, are both
estimated to reduce quantity supplied at any given dollar import price. The magnitude of the unit labor
cost effect is higher but more imprecisely estimated than the oil price effect. Both coefficients are
significant using the conventional standard errors; but the unit labor cost elasticity is not significant with
the robust standard error. In this case 3SLS estimation produced a standard error of 0.480, and AR1
estimation yielded a fairly high standard error of 1.522. Therefore, the evidence at this stage is mixed
concerning the statistical significance of the foreign unit labor cost effect.

There are at least two homogeneity restrictions that one may wish the supply equations to satisfy.
The first is that quantity supplied should be invariant to inflation in all foreign prices which is offset
exactly by dollar appreciation. Recalling that the oil price variable is a dollar oil price times the exchange

rate, this restriction, in terms of the notation in equation ), is o, - a3 - @, = 0. When the supply

> Grossman (1982) argues that the failure to find price homogeneity in import demand suggests mis-
specification, and therefore uses these tests to validate import demand equations.
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equation is estimated with lag variables, as in table 5, the data do not reject this restriction (significance
level = 0.80); however the data do reject this restriction in table 2 (significance level = 0.03). The
second homogeneity restriction is that if the dollar appreciates by one percent, foreign suppliers should
be willing to supply the same quantity as before at a one percent lower dollar import price. Alternatively
stated, the supply curve should shift down vertically by one percent in response to a one percent nominal
appreciation. This restriction, namely that -o, + o, = 0 , is strongly rejected by the data in both table
2 and 5.

Given the importance of the identifying assumptions for the estimation, we checked the identifying
assumptions and the quality of the instruments in two ways. First, since the model is over-identified,
there are several possible instrumental variables estimators, corresponding to different combinations of
the instruments. If all the instruments are valid, the 2SLS estimator (using all of them) is most efficient,
yet the others are still consistent. If the model is true, we should expect to find that the various IV
estimates are close to each other (allowing for the standard errors) and that the standard errors increase
as fewer instruments are used.

To check this, a number of alternative IV estimates are presented in table 3. For both supply and
demand, the table presents seven different IV estimates from the group of three instruments, with the
2SLS estimate at the top. Given the evidence for serial correlation in tables 1 and 2, the estimated
equations in table 3 allow for AR1 errors. As can be seen from the top panel, the IV estimates of the
demand slope (in g-p space) appear fairly close, usually ranging between -0.82 and -0.94. The outlier
is the estimate of -0.58 obtained when the oil price is the only instrument, but the standard error is fairly
high in this case (0.43), reflecting the inefficiency of using a single instrument. Overall, the estimates
do not seem too far apart after taking the standard errors into account. On the supply side in the bottom
panel of table 3, the estimates seem more sensitive to the instrument list, but the standard errors are also

higher. Again, given the standard errors, there does not seem to be strong evidence against the view that
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the instruments produce similar estimates.

A second check on whether the instruments are valid is to examine whether the instruments are
statistically unrelated to the residuals in the equations from which they are excluded. The last two column
of table 3 presents tests of these over-identifying restrictions (of course, the test is possible only in the
four cases where the model is over-identified). These tests follow Hansen (1982). Under the null that
the errors are unrelated to the instruments, and with no heteroscedasticity or serial correlation, the test
statistic is the sample size times the R? of a regression of the residuals on the instruments. This statistic
follows a Chi-square distribution with degrees of freedom equal to the number of over-identifying
restrictions. In table 3, where we are estimating one parameter with three or fewer instruments, we have
either 1 or 2 over-identifying restrictions (the 5 percent critical values for the Chi-square are 3.841 for
one degree of freedom and 5.991 for two). Table 3 shows that one can easily accept the null that the
instruments are unrelated to the errors in the demand equation since the test statistic is uniformly far
below this critical valug (the significance levels on the far right column of table 3 confirm this). The
evidence is a little more mixed on the supply side. The 2SLS estimate at the top, yields a chi-square
statistic of 5.77, which is almost significant at the five percent level. Therefore, it may be prudent to
prefer one of the other IV estimates where the over-identification test fails to reject, such as the 6.764
estimate when Ln(I) and Ln(P) are used as instruments. With this estimate, the supply slope would be
even flatter than that depicted in figure 1.

In an earlier attempt to estimate an import supply function for the U.S., Hayes and Stone (1983)
found sharply different results depending on whether prices or quantities were specified as the dependent

variable.”® With import quantity on the left, they obtained a counter-intuitive own-price elasticity of -

13 Their specification differs in several important respects from the specification in this paper. They
use total imports rather than non-oil, they use unit value import prices, and their other regressors are
foreign wholesale prices, foreign trend income and the deviation of foreign income from trend income.
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0.59, and some other incorrectly signed coefficients. However, with import prices on the left, they
obtained a positive elasticity, 0.10, as expected. They state that it is unclear a-priori whether quantities
or prices should be the dependent variable, and use their results as evidence that the latter specification
is preferable. A more reasonable perspective may be that if the empirical model is correct, this issue
should not make much difference for the estimates, and may be evidence of mis-specification if it does.

To check this issue, we can first invert the supply equation we estimated with q on the left,
estimate the same equation, and then compare results. First recall that the estimated equation in table 5
is essentially the following: In(M) = ¢ + 4.185In(pm) + 2.219In(E) - 1.899In(ULC) - 0.598In(P,,).
Inverting this equation algebraically, we obtain In(pm) = 1/c + 0.24In(M) - 0.53In(E) + 0.45In(ULC)
+ 0.14In(P,)). Estimating this inverted equation using the same lags, error structure and instruments as
the non-inverted equation, we obtain Inpm) = 1/c + 0.14In(M) - 0.45In(E) + 0.59In(ULC) +
0.12In(P4). Because the coefficients from the algebraically inverted equation fall well within two
standard errors of the coefficients in the estimated equation, it seems that the supply equation here is
invertible.

Finally. given the absence of import supply estimates in the literature, it may be of interest to
understand what aspects of the statistical procedure in this paper are responsible for the positive
coefficient on the import price variable in the supply equation.* Part of the answer is the instrumental
variables procedure. The estimated import price coefficient falls to 2.22 from about 4.0 when the model
is estimated with OLS without any instruments, which is the pattern we would expect since OLS estimates
are biased towards zero in the presence of simultaneity. The other part of the answer is that we control
for exchange rates and oil prices in the supply equation, unlike previous studies. For example, dropping

the exchange rate variable by itself reduced the import price coefficient from 2.22 to -0.54, and dropping

“ In this data the simple correlation between relative import prices and quantities is negative. A
simple regression of the log of real imports on the log of the import price index over the CPI delivers
an estimated coefficient of -2.19 with an R? of 0.30 (and hence a simple correlation coefficient of -0.55).
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the oil price variable by itself reduced the coefficient from 2.22 to -0.94. In contrast, the import price
coefficient was insensitive to the presence of either the unit labor cost coefficient or the dock strike
dummy. Therefore, both the instrumenting procedure and controlling for exchange rates and oil prices

seem to be important in estimating import supply.®

15 We also checked the performance of foreign capital stock measures in the import supply equation
and the unrestricted reduced form equations. We used the Federal Reserve’s import-weighted index of
the capital stock in the rest of the world (the capital stock in firms that actually export to the U.S. would
have been preferable but is hard to measure), as a proxy for the ability of foreign firms to supply the
U.S. market. This variable should shift supply to the right.

Under IV estimation of the supply curve with conventional standard errors, the foreign capital
stock variable has an elasticity of about + 1.6 (for a given p,, it increases quantity supplied, as expected),
and is significant. None of the other estimated coefficients changed signs; typically, they are lower in
absolute value, but only slightly so in many cases. The most important change is that the estimated
import price coefficient falls from around 4 to around 2, which translates into a steeper import supply
function in p-q space. Under some specifications the homogeneity restrictions are no longer rejected.
Furthermore, estimation with the restrictions imposed tends move the estimated coefficients closer to
zero. In unrestricted estimation of the reduced form equations, the capital stock variable has the wrong
sign in the price equation and its presence causes a negative coefficient on the consumption variable in
the quantity equation.
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4. Reduced form equations, forecasting performance and pass through.

To examine whether the model here resolves the recent forecasting problems of the standard
models, this section compares forecasts {rom the reduced form with the Federal Reserve’s trade equations.
The Federal Reserve’s model, based on Hoopcer (1976), Isard (1975), Helkic and Hooper (1988), and
Meade (1990) determines import prices first with a markup equation similar to cquation (5), where import
prices are regressed on lags of a world commodity price index, foreign consumer prices as a proxy for
foreign marginal costs, and lags of the import-weighted dollar exchange rate index. Import quantity in
turn is regressed on the same import price, U.S. GNP, the dock strike variable, forcign capacity utilization,
and the ratio of the U.S. capital stock to an index of the aggregate capital stock of the rest of the world.
Recent estimates of the model arc in Helkic and Hooper (1988).

To iraprove comparability with the Federal Reserve modecl, the reduced form model was estimated
with the non-oil, non-computer import pricc and quantity data currently in use at the Federal Reserve and
described in Meade (1990). We aiso mimicked the lag specification of the Federal Reserve model by
using seven lags of the exchange ratc variable in both the price and the quantity cquations, and by using
three lags on the CPI, unit labor cost, and oil pricc variables in the price cquation. After having
discovered that it has little effcct on the results, for simplicity we do not usc the PDL structure on the lags
nor the AR1 correction used by the Federal Reserve model. The estimates of the unrestricted reduced
form are displayed in tables 6 and 7. Once again, the government spending variable was found (o have
the wrong sign and was insignificant and therefore omitted. All of the other variables have the anticipated
signs. In addition, although two of thc demand variables, consumption and investment, arc individually
insignificant. they arc jointly significant. The F-statistic testing whether these two variables can be
excluded from the price reduced form is F(2,54)=8.5, which has a significance level of 0.0006. Similarly,
in the import quantity reduced form, there arc two supply variables which are not conventionally included

in import equations, namely unit labor costs and oil prices. Exclusion tests on these variables also indicate
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that they are jointly significant, since the F-statistic is 11.37 with a significance level of 0.00006. This
evidence suggests that the demand variables do enter the price reduced form and the supply variables enter
the quantity reduced form.

It is also worth recalling from the instrumental variables estimates that the supply slope in this
model is fairly flat. This explains why the demand variables in the reduced forms have small estimated
effects on price and relatively large estimated effects on quantity.

The out-of-sample forecasts from the two models are presented in figures 2 and 3. Both models
were estimated by OLS on data between 1967:1 and 1986:4, and used to forecasts import prices and
quantities for the period 1987:1-1991:3. As can be seen from the figures, the forecasts from the reduced
form model seem to track actual import prices and quantities better than the Federal Reserve model
throughout the forecast period, although there are some sub-periods, such as 1990-1991 for prices and
1988-1989 for quantities, where the reduced form forecasts are somewhat above the actual data. On
balance however, the reduced form forecasts do not seem to suffer from the persistent over-prediction that
has plagued the Federal Reserve model recently.

These forecasts are based on a dynamic specification that was found to be optimal for the Federal
Reserve model rather than the model in this paper. Therefore, it is still possible that we can improve on
the forecasts for the reduced form model by treating the dynamics differently. To investigate this, we tried
several dynamic specifications and discovered that a relatively simple specification with a lagged
dependent variable and a minimal number of lags on the other right hand side variables generally produced
the best forecasts. A typical example of the estimates from such a specification is presented in tables 8
and 9, along with the associated one-step ahead forecasts in figures 4 and 5.

The estimated long run multipliers in tables 8 and 9 are similar in magnitude to the corresponding
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estimates in tables 6 and 7."° The main difference in the two estimates of the price equation is that the
estimated multiplicr on the cxchange rate is higher in absolute value with a lagged dependent variable
(estimate is -0.481 in table 8) than without (-0.315 in table 6); and that the cstimated unit labor cost
multiplier is lower with a lagged dependent variable (0.316 in table 8, 0.598 in tablc 6). For import
quantities, the oil price and investment spending multipliers are higher in absolute value with the lagged
dependent variable, but otherwise the multiplicrs are quitc similar in the two specifications. Exclusion
tests once again confirm that consumption and investment are jointly significant in the price reduced form
(F(2,66)=5.8. significance level = 0.005), and that unit labor costs and oil prices are jointly significant in
the quantity reduced form (F(4,65)=4.74, significance level = 0.002).

Although the long run multipliers in the two specifications arc quantitatively similar, the time path
of the effects are different and this appears to be responsible for the improved forecasts in figures 4 and
5. These figures also present vertical bars which approximate 95 percent confidence bands for the one-
step forecast errors, and thus provide an indication of the statistical accuracy of the forecasts. The larger
confidence bands for the import quantity forecasts basically reflect a poorer fit of the import equation in
sample (for example, the estimatc of ¢ in table 9 is higher (0.034) than in table 8 (0.011)). The figures
show that the actual data typically fall within these confidence bands, with the exception of the last quarter
of 1990, when temporarily high oil prices cause the forecasting equation to predict higher import prices
and lower import quantities than actually occurred. To the extent that foreign firms perceived this oil
shock (associated with the Gulf war) as having less pcrmanence that earlier oil shocks, the actual supply
curve would have shifted to the left by less than the reduced form cstimates would predict, and thus

explain the over-prediction of import prices and the under-prediction of import quantities.

135 In the specification in tables 6 and 7, with no lagged dependent variable, the long rum multipliers
are given by the sum of the coefficients on any variable. With a lagged dependent variable, the multiplier
is the sum of the coefficients divided by onc minus the cstimated coefficient on the lagged dependent
variable.

19



Taking the forecast period as a whole however, there is no statistical evidence that these reduced
form equations systematically mis-predict either import prices or quantities. To sce this formally, the
figures also display the p-values for Chow tests of the null that the mean forecast error is 0, and in both
cases one cannot reject this hypothesis.

The reduced form framework for analyzing import prices and quantities also enablzs a new cut
at the issuc of the extent to which exchange rate changes are "passed through" to import prices. In the
limiting case where import goods are perfect substitutes in demand for domestic goods, many models
predict full pass through: a one percent change in the exchange rate results in a one percent change in
import prices. There are also some models where goods are imperfect substitutes which predict full pass
through, such as equation (6) when import prices do not interact with import quantities. But in the more
general case of imperfect substitution, there is no presumption that pass through needs to be complete.

Traditionally, empirical studies have analyzed this question with partial equilibrium price setting
equations such as (5) or (6), and more general equilibrium issues have been assumed away. The pass
through elasticity is typically defined as the estimated cocfficient on the exchange rate in an :1mp(;rt price
equation. The model in this paper is also partial equilibrium in that we model only one market, but it is
a step towards more generality because we model the interaction between prices and quantities. A natural
definition of pass through in this setting would be given by the reduced form effect on equilibrium import
prices of a change in the nominal exchange rate. The reduced form estimates already reported in this
paper indicaie a pass through elasticity defined in this way of -0.3 to -0.5, which is generally closer to
zero than the estimates in the literature based on partial equilibrium pricing equations.

The pass through issue became a focus of research in the late 1980°s because carly evidence
seemed to indicate that there was 2 structural break in the pass-througI; relationship (i.e. import prices
failed to rise "enough" in response to the depreciation of the dollar that began in 1985). Furthermore,

given the practice of regressing import quantities on import prices, this also seemed to explain the failure
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of imports to fall "enough” following the dollar’s depreciation. This, in turn, also seemed to account for
the stubbomn persistence of the U.S. trade deficit. The evidence in this paper that import prices and
quantities can be forecasted fairly well partly undercuts the principal motivation for pass through studies,
but it is still of interest to see if there remains a structural break in the pass through elasticity as defined
here.

To check this, recursive estimates of the reduced form exchange rate effect in the import price
equation are plotted in figure 6, along with the 95 percent confidence regions for each estimate. The
plotted effect is the sum of four coefficients on the exchange rate (contemporaneous plus three lags) in
an import price reduced form similar to that in table 6. Increasing the sample by one observation each
period has the expected effect of reducing the estimated standard error over time, so that the confidence
intervals exhibit a cone-like pattern when looking from left to right. Although there is a slight drift
towards zero in the estimated exchange rate effect, the drift is not large and it is not obvious that it is
statistically significant when considered in light of the estimated standard error. Overall, although the
exchange rate itself was highly variable in the 1980s, the estimated effect on import prices seems relatively

stable in contrast.
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3. Error Correction Representation and Cointegration.

The model in this paper predicts that there should be a pair of long run equilibrium relationships
between each of the endogenous variables and the vector of exogenous variables. If this is true, we should
expect to find statistical evidence of cointegration between the endogenous and exogenous variables. On
the other hand, the model itself is silent about the speed at which the endogenous variables adjust to a new
long run equilibrium after an exogenous shock. To test for cointegration, and to estimate the speed of
adjustment, the reduced form of the model was re-estimated within an error correction framework, since
this framework is capable of handling both questions. |

To illustrate briefly the interpretation of error correction models, consider the case of two
variables, x and y, which are cointegrated with cointegrating vector [1 -y]. Although the idea of
cointegration does not imply causality, assume for illustration that x is endogenous and y is €xogenous.
The long run equilibrium is said to be given by x = vy, and therefore x - yy measures the long run

disequilibrium. One example of an error correction representation would be

Ax, = ay + a,Ay, + O(x,_,-Yy,) *+ &, aan

where a, measures the immediate, or short run, effect of shocks to y on x, and where 6 measures the
extent to which the change in x in a given period responds to disequilibrium in the previous period (in
this sense it measures the speed of adjustment). If x and y are cointegrated with cointegrating vector [1 -
¥l, then 6 should be negative and significant. Since the Engle-Granger representation theorem, Engle and
Granger (1987), has established the isomorphism between the existence of an error cormrection
representation and cointegration, examining the significance of 8 in (11) is a valid test for cointegration.
The null hypothesis is that 6=0, or that x and y are not cointegrated with cointegrating vector [1 v].
Further, Dolado, Ericsson and Kremers (1992) show that this test for cointegration can be arbitrarily more
powerful than the two step test proposed in Engle and Granger (1987).

The estimated error correction models are presented in tables 10 and 11. In both the price reduced
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form equation in table 10 and the quantity reduced form in table 11, the coefficient on the error correction
term provides statistical evidence that these variables are cointegrated.'® For the price equation, the
cointegrating vector for the variables [In(P,,) In(C) In(I) In(CPI) In(E) In(W) In(P_;) 1]is [-1.0 0.377 0.327
0.023 -0.648 0.196 0.188 -0.450]. This vector was obtained by regressing In(P,) on its own lag and the
log levels of all the other exogenous variables and then solving numericaily for the long run solution. For
the import quantity variable, the cointegrating vector for (In(Q,,) In(C) In(1) In(CPI) In(E) In(W) In(P,;)
In(Dock) 1], obtained with a similar first stage regression is [-1.0 1.866 0.430 0.513 0.392 -0.539 -0.056
1.913 -13.675]. |

The estimates of 8 indicate that prices respond more slowly than quantities to disequilibria. For
example, with the estimate of 8=-.166 in the pricc equation, it would take prices 8 quarters to close 75
percent of a disequilibrium, ceterus paribus. In contrast, import quantities would achieve the same
adjustment in 3 quarters.

6. Conclusipns.

This paper docufnems that a textbook, supply and demand, simultancous cquations model of
import prices and quantities can explain many aspects of import pricc and quantity behavior over the past
25 years, appears to forecast better than standard trade cquations, and the instruments we use appear to
be valid instruments. On the negative side, although the demand equation and the two reduced form
equations satisfy nominal homogeneity restrictions, the supply equation does not. One possible
explanation for this is that foreign suppliers do not believe that exchange rate shocks have the same
permanence as price or wage shocks. Overall, however, the findings reported in this paper show that a

classical simultaneous equations model can expalin the behavior of non-oil import prices and quantities

16 Dolado, Ericsson and Kremers (1992) show that the t-statistic on 8 varies from the Dickey-Fuller
distribution to the standard normal distribution depending on the variance of (oy-1)Ay relative to the
variance of u. MacKinnon’s (1990) 5% critical value for the Dickey-Fuller statistic for N=93 is -4.89,
so the variables appear cointegrated even with the higher Dickey-Fuller critical value.
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farily successfully.
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Table 1
Instrumental Variables Estimates of the Import Demand Function.
(Static Model)

Dependent Variable: Ln(Real non-oil imports)

Estimated Conventional HSC Robust
Variable Coefficient Standard Error Standard Error
Constant -10.458 0.714 -
Ln(Import Price) -0.862 0.084 0.155
Ln(Real Consumption) 1.569 0.197 0.288
Ln(Real Investment) 0.568 0.086 0.110
Ln(Real Government Spending) -0.144 0.148 0.209
Ln(CPI) 0.834 0.093 0.282
RBAR2 0.991
(o] 0.044
DW 1.354
N-K 93

This regression uses quarterly data between 1967:1 and 1991:3. The instruments for the endogenous
import price variable are the three variables which enter the supply function but do not enter the demand
function: the (natural) log of the exchange rate, the log of the foreign unit labor cost index, and the log
of the oil price index expressed in foreign currency units. The robust standard errors are robust to serial
correlation and heteroscedasticity and are calculated in the manner recommended by Wooldridge (1989),
which is similar in spirit but computationally simpler than the errors in, for example, White (1984).
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Table 2
Instrumental Variables Estimates of the Import Supply Function.
(Static Model)

Dependent Variable: Ln(Real non-oil imports)

Estimated Conventional Robust
Variable Coefficient Standard Error Standard Error
Constant -7.298 0.759 -
Ln(Import price) 3.970 0.529 1.769
Ln(Exchange rate) 1.945 0.184 1.473
Ln(Urit labor cost) -1.593 0.500 1.459
Ln(Oil Price) -0.679 0.047 0.182
Ln(dock strike dummy) 0.653 0.552 0.132
RBAKR2 0.927
o 0.127
DW 0.551
N-K 93

This regression uses quarterly data between 1967:1 and 1991:3. The instruments for the endogenous
import price variable are three variables which enter the demand function but do not enter the supply
function: the (natural) log of real consumption spending, the log of real investment spending, and the log
of the U.S. consumer price index. The goverment spending variable is not used as an instrument because
it has a negative sign and is insignificant in the demand function. The robust standard errors are robust
to serial correlation and heteroscedasticity and are calculated in the manner recommended by Wooldridge
(1989), which is similar in spirit but computationally simpler than thc errors in, for example, White
(1984). :
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Table 3

Alternative instrumental variables estimates of the
slopes of the demand and supply curves

Estimates of the Inverse Demand Slope (&)

Test of Over-identifying
Restrictions

Instrument List Estimate s.e. 1 s. level
In(E) In(W)  In(P,) -0.836 0.116 1.74 [0.419]
In(E) In(W) - -0.886 0.123 0.18 [0.670]
In(E) - In(P,,) -0.816 0.118 0.35 [0.554]
- (W)  In(P,) -0.939 0.166 0.90 [0.343]
In(E) - - -0.860 0.138 - -
- In(w) . -0.932 0.165 ; .
. i In(P,,) 0582 0.427 - '
Estimates of the Inverse Supply Slope (B,)
Test of Over-identifying
Restrictions
Instrument List Estimate s.e. 1 s. level
In(C) In(I) In(P) 5.000 1.716 5.77 [0.056]
In(C) In(I) - 6.422 2.389 2.64 [0.104]
In(C) - In(P) 8.518 3.780 0.86 [0.355]
- In(I) In(P) 6.764 2.172 0.05 [0.946]
In(C) - - 10.116 5.063 - -
- In(I) - 6.827 2.366 - -
- - In(P) 6.601 2.961 - -

The regressions from which these estimates are taken are identical to those reported in tables 1 and 2
except that these regressions allow for an AR1 error structure and of course use alternative instruments.
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Table 4

Instrumental Variables Estimates of the Import Demand Function.
(Dynamic Model)

Dependent Variable: Ln(Real non-oil imports)

Number of Estimated sum of TorF

Variable Lag Terms Coefficients Statistics
Ln(Import Price) 0 _ -0.788 -4.294
Ln(Real Consumption) 1 1.380 9951
Ln(Real Investment) 1 0.606 9.951
Ln(Real Government Spending) 1 -0.020 0.723
Ln(CPI) 2 0.784 17.869
RBAR2 0.993

o 0.039

RHO . 0.341

N-K 84

This regression uses quarterly data between 1967:1 and 1991:3. The instruments for the endogenous
import price variable are the log of the current and twice lagged valucs of the exchange rate index, the
log of current and twice lagged values of the foreign unit labor cost index, and current and twice lagged
values of the log of the oil price index expressed in foreign currency units. The table reports maximum
likelihood estimates of a model with an AR1 error structure. For the import price variable which is not
lagged, the reported long run effect reported in column 2 is of course just the simple coefficient and
column 3 contains the associated T-statistic. For the other variables with lags, the sum of the coefficients
is reported in column 2 and the associated F-statistic is reported in column 3 to test whether current and
lagged values of the indicated regressor can be jointly excluded from the regression. The 5 percent critical
values for the relevant F statistics are F(2,84)=3.11, and F(3,84)=2.72. Thc estimated constant term is not
reported.
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Table §

Instrumental Variables Estimates of the Import Supply Function.
(Dynamic Model)

Dependent Variable: Ln(Real non-oil imports)

Variable

Ln(Import price)
Ln(Exchange rate)
-Ln(Unit labor cost)
Ln(Oil Price)

Ln(dock strike dummy)
RBAR2

o

RHO
N-K

Number of
Lag Terms

0

2

0.979

0.066

0.884
83

Estimated long
run effect

4.185

2.219

-1.899

-0.598

0.860

T or F

Statistics

4.211

6.623

2.939

6.863

3.739

This regression uses quarterly data between 1967:1 and 1991:3. The instruments for the endogenous
import price variable are the current and lagged values of the log of real consumption spending, current
and lagged values of the log of real investment spending, and current and twice lagged values of the log
of the U.S. consumer price index. The goverment spending variable is again not used as an instrument
because it has a negative sign and is insignificant in the demand function. The table reports maximum
likelihood estimates of a model with an AR1 error structure. For the two variables which are not lagged,
the reported long run effect reported in column 2 is of course just the simple coefficient and colum 3
contains the associated t-statistic. For the other variables with lags, the sum of the coefficients is reported
in column 2 and the associated F-statistic is reported in column 3 to test whether current and lagged values
of the indicated regressor can be jointly excluded from the regression. The 5 percent critical value for

the relevant F statistic is F(3,83)=2.72. The estimated constant term is not reported.
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Table 6
Reduced Form Forecasting Equation: Import Prices

Dependent Variable: Ln(Non-oil, non-computer, import price)

Number of Estimated F

Variable Lag Terms effect Statistic
In(Real Consumption) 0 0.2307 1.2617
In(Real Investment) 0 0.0973 1.6118
In(CPI) 3 0.2023 7.1643
In(Unit Labor Costs) 3 0.5982 14.3830
In(Exchange Rale) 7 -0.3146 8.0527
In(P,;) 3 0.0815 4.6208
R2 0.999

o 0.015

DW 1.162

This is an OLS regression using quarterly data between 1967:1 and 1986:4. The specification mimicks
that of Helkie and Hooper (1988), and the out-of sample forecasts from this equation and the Helkie-
Hooper model are compared in figure 2. The numbers reported in the third column under "estimated
effect” are either simple regression coefficients or sums of regression coefficients. The F statistic in the
next column tests whether all coefficients on a given variable can be set to 0.

33



Table 7
Reduced Form Forecasting Equation: Import Quantity

Dependent Variable: Ln(Non-oil, non-computer, imports)

Number of Estimated F

Variable Lag Terms effect Statistic
In(Real Consumption) 0 1.9149 4.3702
In(Real Investment) 0 : 0.3807 2.4%17
In(CPI) 0 0.4340 42048
In(Unit Labor Costs) 0 -0.5229 -2.5750
In(Exchange Rate) 7 0.3245 2.6247
In(P,,) 0 -0.0198 -0.6047
R2 } 0.984

(o] 0.047

DW 1.534

This is an OLS regression using quarterly data between 1967:1 and 1986:4. The specification mimicks
that of Helkie and Hooper (1988), and the out-of sample forecasts from this equation and the Helkie-
Hooper model are compared in figure 3. The numbers reported in the third column under "estimated
effect” are either simple regression cocfficients or sums of regression coefficients. The F statistic in the
next column tests whether all coefficients on a given variable can be set to 0.
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Table 8
Reduced Form Forecasting Equation: Import Prices

Dependent Variable: Ln(Non-oil Import Price)

Number of Estimated F

Variable Lag Terms effect Statistic
Lagged Dependent Variable - 0.661 7.427
Ln(Real Consumption) 0 0.073 0.446
Ln(Real Investment) 0 0.048 1.482
Ln(CPI) 1 0.067 1.584
Ln(Exchange rate) 2 -0.163 10.382
Ln(Unit labor cost) 1 0.107 8.385
Ln(Oil Price) 1 0.041 10.877
R2 0.992

c 0.011

Chow test for Ho: mean

forecast error = 0 (p-value) 0.243

This is an OLS regression using quarterly data between 1967:1 and 1986:4. One-stcp ahead forecasts from
this model for the period 1986:1 to 1991:3 are presented in figure 2. Since there are 19 quarters in the
forecast period, there are 19 forecast errors and the reported Chow test tests whether the mean of these
forecast errors is 0. The numbers reported in the third column under "estimated cffect” are either simple
regression coefficients or sums of regression cocfficients. The F statistic in the next column tests whether
all coefficients on a given variable can be set to 0.
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Table 9

Reduced Form Forecasting Equation: Import Quantity

Dependent Variable: Ln(Non-oil Imports)

Variable

Lagged Dependent Variable
Ln(Real Consumption)
Ln(Real Investment)
Ln(CPI)

Ln(Exchange rate)

Ln(Unit labor cost)

Ln(Oil Price)

Ln(Dock Strike Variable)
R2

c

Chow test for Ho: mean
forecast error = 0 (p-value)

Number of
Lag Terms

Estimated F
effect Statistic
0.376 4.642
1.099 9.531
0.342 8.255
0.279 4.382
0.273 5.389
-0.283 1.340
-0.065 1.774
1.036 46.016
0.993
0.034
0.863

This is an OLS regression using quarterly data between 1967:1 and 1986:4. One-step ahead forecasts from
this model for the period 1986:1 to 1991:3 are presented in figure 2. Since there are 19 quarters in the
forecast period, there are 19 forecast errors and the reported Chow test tests whether the mean of these
forecast errors is 0. The numbers reported in the third column under "estimated effect” are cither simple
regression coefficients or sums of regression coefficients. The F statistic in the next column tests whether

all coefficients on a given variable can be set to 0.
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Table 10
Error-Correction Representation of the Reduced Forms: Price Equation

Dependent Variable: ALn(Non-oil Import Price)

Estimated short T
Variable run effect Statistic
ALn(Real Consumption) 0.157 0.674
ALn(Real Investment) 0.044 0.703
ALn(Real Government Spending) - -

- ALn(CPI) 0.080 0.343
ALn(Exchange rate) -0.187 5.729
ALn(Unit labor cost) 0.354 3.476
ALn(Qil Price) 0.044 4.387
Error Correction Term -0.166 -5.572
RBAR2 0.640
o 0.011
DW 1.529

This is an OLS regression using quarterly data between 1967:1 and 1991:3. The error correction term is
interpreted as a measure of the previous period’s disequilibrium, and the coefficient on this term indicates
the amount of adjustment to a given period’s disequilibrium that occurs in the following period, ceterus
paribus. Complete adjustment in one period would be indicated by a coefficient of -1.0. In this
regression, the error correction term is In(P,) ,-X.,’B, where X, is the vector of lagged exogenous
variables in log levels, ordered as follows (all variables in logs): X'=(C I CPI E W P, 1], and where 3
is the associated vector of coefficients giving the long run effects of these variables: 3°=[0.377 0.327 0.023
-0.648 0.196 0.188 -0.450]. The B vector includes the point estimates of the long run multipliers from
a first stage regression in log levels with a lagged dependent variable. Delta method standard errors
indicate that the long run coefficients on I E and P, are statistically significant.
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Table 11
Error-Correction Representation of the Reduced Forms: Quantity Equation

Dependent Variable: ALn(Real Non-oil Imports)

Estimated short T
Variable run effect Statistic
ALn(Real Consumption) - -
ALn(Real Investment) ' 0.609 4.792
ALn(Real Government Spending) - -
ALn(CPI) 0.337 0.677
ALn(Exchange rate) 0.174 2.105
ALn(Unit labor cost) -0.442 1.661
ALn(Oil Price) -0.028 1.108
Aln(Dock strike) 1.100 13.134
Error Correction Term -0.375 -5.123
RBAR?2 ‘ 0.704
o 0.029
DW 1.642

This is an OLS regression using quarterly data between 1967:1 and 1991:3. The error correction term is
interpreted as a measure of the previous period’s disequilibrium, and the coefficient on this term indicates
the amount of adjustment to a given period’s discquilibrium that occurs in the following period, ceterus
paribus. Complete adjustment in one period would be indicated by a coefficient of -1.0. In this
regression, the error correction term is In(M)_-X,;’B, where X, is the vector of lagged exogenous
variables in log levels, ordered as follows (all variables in logs): X’=[C 1 CPI E W P, DS 1], and where
B is the associated vector of coefficients giving the long run effects of these variables: °=[1.866 0.430
0.513 0.392 -0.539 -0.056 1.913 -13.675]. The B vector includes the point estimates of the long run
multipliers from a first stage regression in log levels with a lagged dependent variable. Delta method
standard errors indicate that all long run coefficients except that on P, are statistically significant. The
p-value for the P, coefficient is 0.082.
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Figure 1.
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One-step-ahead forecasts of hon-oil
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Recursive estimates of the pass—through coefficient
(point estimates with 95 confidence intervals)
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