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Abstract

Some recent studies have suggested constructing a Monetary Condi-

tions Index (or MCI) to serve as an indicator of monetary policy stance.

The central banks of Canada, Sweden, and Norway all construct an MCI

and (to varying degrees) use it in conducting monetary policy. Empiri-

cally, an MCI is calculated as the weighted sum of changes in a short-term

interest rate and the exchange rate relative to values in a baseline year.

The weights aim to re°ect these variables' e®ects on longer-term focuses

of policy | economic activity and in°ation. This paper derives analyt-

ical and empirical properties of MCIs in an attempt to ascertain their

usefulness in monetary policy.

An MCI assumes an underlying model relating economic activity and

in°ation to the variables in the MCI. Several issues arise for that model, in-

cluding its empirical constancy, cointegration, exogeneity, dynamics, and

potential omitted variables. Because of its structure, the model is unlikely

to be constant or to have strongly exogenous variables; and we show that

constancy and exogeneity are critical for the usefulness of an MCI. Em-

pirical analyses of Canadian, Swedish, and Norwegian MCIs con¯rm such

di±culties. Thus, the value of an MCI for conduct of economic policy is

in doubt.

Keywords: constancy, cointegration, dynamic speci¯cation, exogeneity, in-

°ation, MCI, monetary conditions index, monetary policy, output, prices.



Hazards in Implementing

a Monetary Conditions Index

Kari H. Eika, Neil R. Ericsson, and Ragnar Nymoen¤

1 Introduction

In recent years, the focus of monetary policy in many countries has shifted from

intermediate targets such as monetary growth rates to more ¯nal policy targets such

as macroeconomic stability and growth; cf. Leiderman and Svensson (1995). This

change in focus has increased interest in quantifying the e®ects of policy instruments

on output and in°ation, and in using such estimates in the conduct of monetary policy.

The Bank of Canada has proposed a univariate measure of the e®ects of the real

interest rate level and the real exchange rate on economic activity and in°ation | a

\Monetary Conditions Index" or MCI; see Freedman (1994). The index is a weighted

sum of changes in a short-term interest rate and the exchange rate relative to values in

a baseline year, with the weights re°ecting these variables' estimated relative e®ects

on the longer-term target variable, e.g., output or in°ation.

¤Forthcoming in a special issue of the Oxford Bulletin of Economics and Statistics entitled The

Econometrics of Economic Policy, Anindya Banerjee and David F. Hendry (eds.), Vol. 58, No. 4,

November 1996. The ¯rst two authors are sta® economists in the Research Department, Norges

Bank, Oslo, Norway, and the Division of International Finance, Federal Reserve Board, Wash-
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the University of Oslo and a sta® economist in the Research Department of Norges Bank. The

authors may be reached on the Internet at kari.eika@norges-bank.no, ericsson@frb.gov, and rag-

nar.nymoen@econ.uio.no respectively. The views expressed in this paper are solely the responsibility

of the authors and should not be interpreted as re°ecting those of Norges Bank, the Board of Gover-

nors of the Federal Reserve System, or other members of their sta®s. The second author gratefully

acknowledges the generous hospitality of Norges Bank, where he was visiting when he became in-

volved in this research. An earlier version of this paper appeared under the title \Making a Monetary

Conditions Index Operational". We wish to thank Anindya Banerjee, Carol Bertaut, Richard Den-

nis, Pierre Duguay, Dick Freeman, Dale Henderson, David Hendry, Eilev Jansen, Karen Johnson,

Anne So¯e Jore, David Longworth, Cathy Mann, Arturo O'Connell, Adrian Pagan, Sunil Sharma,

Ralph Smith, an anonymous referee, and participants at the Project LINK Fall 1995 meeting and

the EUI conference \The Econometrics of Economic Policy" for helpful discussions and comments;

Bengt Hansson and Anne So¯e Jore for providing the data in Hansson (1993) and Jore (1994); and

Jurgen Doornik and David Hendry for providing us with a¯-test version of PcGive 9.00. All numer-

ical results were obtained using PcGive Professional Versions 8.00, 8.10, and 9.00 ¯01; cf. Doornik

and Hendry (1994). This paper is being simultaneously circulated as Working Paper (Arbeidsnotat)

No. 1996=9 by the Research Department of Norges Bank, Memorandum No. 32 (October 1996) by

the Department of Economics at the University of Oslo, and International Finance Discussion Paper

No. 568 by the Board of Governors of the Federal Reserve System.
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MCIs are now calculated by a number of central banks and policy organizations.

The Bank of Canada (1995, p. 14) interprets changes in its MCI as measuring \the

degree of tightening or easing in monetary conditions". Further, it uses its MCI as

the operational target for monetary policy, generalizing on earlier use of the interest

rate alone. For small open economies, focusing on the exchange rate as well as the

interest rate seems particularly important in policy making because the exchange

rate may be a primary channel through which monetary policy a®ects output and

prices. In line with this concern, the central banks of Sweden and Norway include

an MCI as an indicator of monetary policy stance in their in°ation reports. The

International Monetary Fund constructs and uses MCIs in its policy evaluation of

individual countries, with some of those MCIs being reported in its World Economic

Outlook ; see the International Monetary Fund (1996, p. 16). Discussion of MCIs

has also expanded from policy circles to the business arena, as the following two

examples illustrate. In a recent front-page editorial of the Financial Times, Chote

(1996) discusses IMF policy recommendations for Germany with an accompanying

chart showing MCIs for the four main EU economies. Davies and Simpson (1996) and

Suttle (1996), in widely circulated publications of Goldman Sachs and JP Morgan,

discuss MCIs for numerous countries.

Although MCIs have become a widely used indicator of monetary conditions,

little has been done to investigate their conceptual and empirical foundations. For

example, the weights for an MCI are not directly observable, but are derived from an

empirical model of the economy. Hence an operational MCI ismodel dependent . Both

analytically and empirically, that model makes strong assumptions about parameter

constancy, cointegration, dynamics, exogeneity, and the choice of variables. These

assumptions are all testable in practice, but few such tests have been calculated for

current MCI models. If the model has (e.g.) unstable parameters or unwarranted

exogeneity assumptions, an MCI could be highly misleading for policy, so the lack

of testing is worrying. Thus, to ascertain the usefulness of MCIs in monetary policy,

this paper derives analytical and empirical properties of MCIs from the properties of

the models on which they are based. Our results cast serious doubt on the practical

value of an MCI in conducting economic policy.

This paper is organized as follows. Section 2 de¯nes and motivates the MCI. Sec-

tion 3 evaluates its analytical properties in the context of a simple dynamic model,

with key issues for an operational MCI being dynamics, data nonstationarity, exogen-

eity, parameter constancy, and omitted variables. Section 4 reconsiders these issues

for the empirical implementations of Canadian, Swedish, and Norwegian MCIs. Sec-

tion 5 concludes. Appendix A presents details on the estimation of the Swedish

model, and Appendix B describes the data for the Swedish and Norwegian models.
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2 The MCI De¯ned

This section de¯nes the MCI and summarizes its role in monetary policy. Imple-

menting an MCI requires clari¯cations in the monetary policy goals and assumptions

about functional speci¯cation, so these issues are brie°y discussed.

The Monetary Conditions Index at time t [denoted MCI(v)t] is a weighted sum

of changes in an exchange rate (e) and an interest rate (R) from their levels in a

chosen base year (t = 0):

MCI(v)t = µv;e(et ¡ e0) + µv;R(Rt ¡R0) : (1)

Thus, the calculated MCI depends upon the weights µv;e and µv;R, the measures of

the exchange rate and the interest rate, and the choice of base year. The weights

are the parameters of interest in constructing the MCI, and those weights are chosen

to re°ect the e®ects that changes in the monetary instruments have on the target

variable v. Any given pair of weights re°ects the choice of v, which typically is either

output (Y ) or in°ation (¢p). Levels of variables are denoted by upper case, their

logarithms by lower case, and ¢ is the ¯rst di®erence operator (e.g., ¢pt is pt¡ pt¡1,

which is the in°ation rate). Usually, the exchange rate in (1) is in logarithms or in

percent deviations from its baseline value, whereas the interest rate is in levels. In

practice, the exchange rate and the interest rate in (1) could be either real (as in

Hansson and Lindberg (1994)) or nominal (as in the Bank of Canada (1994)). Over

short periods, MCIs computed from real and nominal rates often move similarly

because relative prices and the in°ation rate are reasonably constant. The weights

themselves typically derive from models involving real variables. In much of the

analytical discussion below, real rates are assumed for both the estimation of the

weights and the calculation of the MCI, although the issues raised apply equally to

MCIs using nominal rates.

In implementing an MCI in monetary policy, the central bank adjusts its instru-

ment (e.g., the discount rate) to achieve desired outcomes of its operational target.

Here, the operational target is the MCI, which generalizes on the historical use of

the interest rate or the exchange rate alone. The variable(s) entering the operational

target then a®ect outcomes of the ultimate target v. The weights in (1) are meant

to re°ect the linkage between the operational target and v, with changes in the MCI

indicating likely changes in v. For expositional convenience below, e and/or R are

treated as policy instruments, thereby assuming a direct and unequivocal relationship

between the actual instruments and the operational target. In practice, e and R are

operational targets, with variables such as the discount rate being the actual policy

instruments. This distinction between operational targets and policy instruments in-
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troduces an additional link in the monetary transmission mechanism, through which

non-policy variables might a®ect e and R. For a clear, detailed discussion of this

framework of monetary policy and the associated terminology, see Freedman (1994).

The above description is somewhat idealized, and the actual use of MCIs varies

across the institutions that publish them. A detailed account of the role of MCIs

in the formulation of monetary policy is beyond the scope of this paper. However,

as emphasized by Freedman (1994, p. 465), an MCI is not used mechanically, but is

cross-checked against other types of information and is subject to judgment by senior

management.

Instead of focusing on the heterogeneity inherent in practical monetary policy con-

duct, this paper concentrates on a property shared by all MCIs | the MCI weights

µv;e and µv;R are unknown to policy makers and need to be estimated. Starting from

this property, MCIs, like any other model-based measure of economic performance,

can be assessed with the aid of econometric concepts and techniques. While consid-

erable ingenuity has gone into incorporating MCIs into operational monetary policy,

little existing work clari¯es and tests the underlying econometric assumptions. This

paper aims to help rectify that shortcoming.

As a preliminary, we note that care must be taken when choosing the weights in

(1). For instance, consider the very simple example where a linear static framework

is appropriate. The weights µv;e and µv;R are then the two partial derivatives of the

target variable v with respect to the exchange rate and the interest rate:

µv;e =
@v

@e
and µv;R =

@v

@R
: (2)

Linearity may be a poor assumption for obtaining a relationship between (e.g.) the

level of GDP and the exchange rate and the interest rate, so the data are often

transformed (as here) with the target variable and the exchange rate in logarithms.

The derivative @v=@e is then an elasticity and @v=@R is a semi-elasticity, as in Hansson

(1993) and Jore (1994). Below, we use the broad term multiplier for @v=@e and

@v=@R, bearing in mind that their exact interpretation hinges on the underlying

transformations of the raw variables.

Relatedly, the weights µv;e and µv;R are a®ected by scaling the target variable by

another variable. For instance, if v is GDP, the weights depend upon whether the

target is GDP itself, GDP relative to capacity, or GDP growth (current GDP scaled

by its lagged value).
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3 Econometric Issues and Assumptions

This section identi¯es and discusses ¯ve critical econometric issues that arise in mak-

ing an MCI operational: dynamics (Section 3.1), data nonstationarity (Section 3.2),

exogeneity (Section 3.3), parameter constancy (Section 3.4), and omitted variables

(Section 3.5). For each issue, the empirical model underlying the MCI contains vari-

ous assumptions, which a stylized model helps convey. These assumptions are often

testable and, if violated, directly a®ect the economic interpretation of the MCI. While

each issue is discussed in a separate subsection, connections between the issues are

multiple and are identi¯ed insofar as is practical. Section 3.6 considers di±culties in

using an MCI even if those assumptions are satis¯ed.

First, dynamics in the relationship between v and e and R generally imply dif-

ferent short-, medium-, and long-run multipliers. The choice of the weights µv;e and

µv;R thus depends upon the time horizon of interest. Second, the temporal properties

of the data themselves bear on the construction of an MCI. In particular, nonsta-

tionarity of the data (e.g., a series with drift) may a®ect the distribution of the error

terms and thereby a®ect statistical inference in the associated model. Third, the pos-

tulated exogeneity of the policy instruments is potentially misleading and deserves

careful consideration. If the policy instruments are not exogenous, inferences with

an MCI that assumes exogeneity may be biased. Fourth, parameter constancy turns

on all three of the aforementioned issues. Empirically nonconstant weights may arise

from mis-speci¯ed dynamics, improper treatment of nonstationarity, or incorrect exo-

geneity assumptions. Because the MCI is designed for policy, structural invariance

of the weights is important and requires valid super exogeneity. Finally, signi¯cant

omitted variables in the estimated relationship between v and e and R may a®ect

dynamics, cointegration, exogeneity, and parameter constancy in that estimated re-

lationship. Readers not concerned with the technical details of these arguments may

skip directly to Section 3.6.

To examine these ¯ve issues more concretely, this section employs a simple an-

alytical framework for assessing the relationship between an MCI and the empirical

model on which it is based. Speci¯cally, the weights µv;e and µv;R in (1) are unknown

a priori and must be estimated. These weights are typically derived from coe±cient

estimates in an empirical model relating v to e, R, and other variables. The following

pair of equations serves to illustrate:

yt = ¹1 + (¼11 + 1)yt¡1 + ¼12pt¡1 + ¼13Rt¡1 + ¼14et¡1 + ¼15qt¡1 + "1t (3)

pt = ¹2 + ¼21yt¡1 + (¼22 + 1)pt¡1 + ¼23Rt¡1 + ¼24et¡1 + ¼25qt¡1 + "2t : (4)

The variables y and p are the logarithms of real domestic output (GDP) and the
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domestic price level (P ), which are potential choices for the target variable v; q is the

single exogenous variable additional to e and R; and "1t and "2t are the two errors,

which for expositional convenience are assumed serially uncorrelated. The coe±cient

on the jth variable in the ith equation is ¼ij, except that the coe±cients on the two

lagged dependent variables include unities for notational convenience below; and ¹1

and ¹2 are the constant terms in the two equations. The system is dynamic, with

lags of y and p appearing in both equations. The policy instruments e and R enter at

the ¯rst lag only, as do q and the lags of y and p. In practice, current-dated values of

e, R, and q may enter (3){(4) as well, as may additional lags of all variables. Their

presence complicates the algebraic analysis and bears on the issue of exogeneity (see

Section 3.3), but otherwise poses no conceptual di±culties. Despite its simplicity, the

system (3){(4) embeds most important aspects of estimated MCI models, as shown

below.

3.1 Dynamics

Because equations (3) and (4) are dynamic relationships, the e®ects of monetary

policy depends on the time horizon. Impact, interim, and long-run multipliers can

be constructed to characterize those e®ects. Choosing the weights (or multipliers) in

an MCI requires specifying the time horizon of interest.

For the exchange rate, a whole sequence of GDP-related multipliers fµy;e;k; k =

0; 1; 2; : : :g is de¯ned by (3){(4). The impact multiplier µy;e;0 is zero; the ¯rst-lag

multiplier µy;e;1 is ¼14; µy;e;k is the k-period ahead interim multiplier; and the long-run

multiplier µy;e;1 is:

µy;e;1 =
¡¼14¼22 + ¼12¼24

¼11¼22 ¡ ¼12¼21
: (5)

For the interest rate, the impact and ¯rst-lag multipliers are zero and ¼13 respectively,

and the long-run multiplier is:

µy;R;1 =
¡¼13¼22 + ¼12¼23

¼11¼22 ¡ ¼12¼21
: (6)

Similar multipliers exist for p as the target variable.

In any MCI, some pair of multipliers must be chosen as the weights µv;e and µv;R,

where that choice re°ects the horizon of interest. Current practice varies across central

banks. For example, the Swedish Central Bank constructs the MCI weights as the

4-quarter interim income multipliers from a quarterly econometric model, i.e., µy;e;4
and µy;R;4 in our notation. The Central Bank of Norway and the Bank of Canada

base their MCI weights on horizons of approximately 8 quarters and 6{8 quarters
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respectively. See Hansson and Lindberg (1994, p. 16) and the monthly in°ation

report of the Swedish Central Bank, Jore (1994) and the quarterly in°ation report of

the Central Bank of Norway, and Freedman (1994, p. 469).

Interim multipliers for transformations of yt and pt can be derived as well. In

particular, the MCI with respect to in°ation ¢p could be constructed from the two

sequences:

µ¢p;e;k = µp;e;k ¡ µp;e;k¡1 (k = 0; 1; 2; : : :), with µp;e;¡1 = 0 ; (7)

and:

µ¢p;R;k = µp;R;k ¡ µp;R;k¡1 (k = 0; 1; 2; : : :), with µp;R;¡1 = 0 : (8)

If the levels of output and prices are not of interest per se, the relevant interim

multipliers for ¢yt and ¢pt can be obtained more directly. Subtracting yt¡1 from

both sides of (3) and pt¡1 from both sides of (4), the system (3){(4) then has ¢yt

and ¢pt as dependent variables:

¢yt = ¹1 + ¼11yt¡1 + ¼12pt¡1 + ¼13Rt¡1 + ¼14et¡1 + ¼15qt¡1 + "1t (9)

¢pt = ¹2 + ¼21yt¡1 + ¼22pt¡1 + ¼23Rt¡1 + ¼24et¡1 + ¼25qt¡1 + "2t : (10)

In (9) and (10), the new target variables appear explicitly as the left-hand side vari-

ables. Even so, (9){(10) is an isomorphic transformation of (3){(4), with the residuals

being una®ected. Conversely, the popular strategy of di®erencing a model involves

restrictions on the system and may induce loss of information. For example, ¼22 = 0 is

required to obtain an in°ation equation from (10), i.e., with no price level appearing.

The restrictions imposed by di®erencing can be tested, although the correct criti-

cal values depend upon the stationarity or nonstationarity of the data, as discussed

below.

Even if the primary focus in an MCI is the medium run, internal consistency

requires that the whole sequence of interim multipliers be bounded. Otherwise, a

trivial adjustment of a policy instrument eventually could obtain any level of GDP.

Hence, it seems a sensible requirement that operational MCIs be based on a system

that is stable in the usual sense, having ¯nite long-run multipliers. For (3){(4), the

system should have its roots within the unit circle, implying that the denominator in

(5) and (6) is nonzero.

7



3.2 Data Nonstationarity

The mathematical property of the system being stable relates directly to the statis-

tical concept of data stationarity. The empirical nonstationarity of many economic

time series raises several issues, including the possibility of stationary relations be-

tween nonstationary economic series (cointegration). As with stationary data, impor-

tant distinctions exist between short-, medium-, and long-run multipliers. Further,

common empirical procedures such as di®erencing can confound short- and long-run

e®ects. This subsection examines three possible characterizations of the system (3){

(4) with nonstationary data and considers the implications for estimated multipliers.

The characterizations of the system also provide a natural bridge to the subsequent

subsection on exogeneity. Engle and Granger (1987) and Johansen (1991) provide

the underlying concepts and analytical structure for this subsection.

A few statistical concepts are helpful for discussing stationarity and nonstationar-

ity. A variable is said to be (weakly) stationary if its mean, variance, and autocovari-

ances are constant over time. If output, prices, the interest rate, the exchange rate,

and q are all stationary, then the system (3){(4) is stable. The stable framework is

limiting empirically because many macro-economic time series appear to be nonsta-

tionary, being well approximated by models with stochastic trends. Nonstationary

variables that can be made stationary through di®erencing are called integrated vari-

ables. If a variable st is made stationary by di®erencing just d times, st is said to

be integrated of order d, denoted st » I(d); and therefore ¢dst is I(0) (stationary).

Many macro-economic series appear to be I(1) or (at most) I(2).

Stationarity and nonstationarity are important concepts for an MCI because the

time series properties of the variables in the model (3){(4) a®ect the distribution of

the error terms. Speci¯cally, the error terms are not stationary unless (3) and (4) are

balanced equations, that is, unless the left-hand side variables have the same temporal

properties as the right-hand side variables. Without balance, the latter variables

cannot in principle explain the dominant features of the former. For example, if yt
in (3) is I(1), then some variable on the right-hand side of (3) also must be I(1)

to ensure that that equation's error is stationary. Balance is a necessary (but not

su±cient) condition for the error term to be stationary, and stationary errors are

required for conventional estimation techniques. Economically, nonstationary errors

are di±cult to interpret, especially to the extent that these errors are being made by

optimizing economic agents.

To illustrate the implications of nonstationarity in greater detail, suppose that

both endogenous variables in (3){(4) are I(1). That is, output y and prices p each

have a stochastic trend, which can be removed by di®erencing the series once. To

facilitate analysis, equations (3){(4) can be rewritten as (9){(10) in matrix notation:
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¢wt = ¹w + ¼wwwt¡1 + ¼wzzt¡1 + "w;t ; (11)

where wt = (yt; pt)
0, ¹w = (¹1; ¹2)

0, zt = (Rt; et; qt)
0, "w;t = ("1t; "2t)

0, the coe±cient

matrix ¼ww on the lagged endogenous variables is:

¼ww =

"
¼11 ¼12

¼21 ¼22

#
; (12)

and that on the three exogenous variables is:

¼wz =

"
¼13 ¼14 ¼15

¼23 ¼24 ¼25

#
: (13)

The representation (11) may be simpli¯ed further as:

¢wt = ¹w + ¼wxt¡1 + "w;t ; (14)

where xt is the full set of variables (w0

t
: z0

t
)0 [= (yt; pt : Rt; et; qt)

0], and ¼w is the

coe±cient matrix (¼ww : ¼wz). This formulation proves useful in discussing both

cointegration and exogeneity.

Without further restrictions on the system, (14) is unbalanced because ¢wt is

I(0) whereas xt¡1 is I(1). To make progress in estimating and interpreting (14),

that subsystem is rewritten in terms of I(0) variables so as to make it balanced.

Doing so implies testable restrictions involving cointegration. Three cases meet the

requirement of a balanced system.

Case 1 Two cointegrating relationships.

Case 2 One cointegrating relationship.

Case 3 No cointegration.

Throughout, zt is assumed to be I(1) or I(0), and wt is assumed to be I(1). In

practice, one or both variables in wt might be I(0), thereby resulting in (trivial)

cointegrating vectors.

Cointegration implies that ¼w may be written as ®w¯
0, the product of two full-rank

matrices, so (14) may be rewritten as:

¢wt = ¹w + ®w¯
0xt¡1 + "w;t ; (15)

where ®w is a 2 £ r matrix of error correction feedback coe±cients; ¯ is a 5 £ r

matrix of cointegrating vectors; and r is the number of cointegrating relationships,
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which is also the rank of ¼w. Here, r is 0, 1, or 2. Cointegration means that ¯ 0xt¡1 is

stationary, thereby making (15) balanced. Suitably partitioning, ¼w may be rewritten

as:

¼w = (¼ww; ¼wz) = (®w¯
0

w; ®w¯
0

z) ; (16)

where ¯w is a 2£ r matrix of long-run coe±cients for the endogenous variables, and

¯z is a 3£ r matrix of the long-run multipliers for the exogenous variables.

In Case 1, there are two cointegrating vectors, corresponding to two separate

long-run relationships. If either output or prices appears in the cointegrating vectors

(¯w 6= 0), one or more of the exogenous variables zt must be I(1), and ¯z must be

nonzero. This situation is consistent with several empirically important situations.

For example, both the exchange rate and the interest rate might be I(1) but cointe-

grated with output and/or prices. This is similar to the stationary example in the

sense that a full set of interim multipliers may exist for output, the de°ator, and

for linear transformations thereof. Or, the additional exogenous variable qt might be

I(1) and cointegrated with output and prices.

Case 1 includes another possibility: z might enter the cointegrating relationships

while w does not (¯w = 0). The exchange rate, the interest rate, and qt might be I(0)

outright; or some or all of these variables might be I(1) with two stationary linear

combinations. In either situation, the system can be written in terms of output

growth ¢yt and in°ation ¢pt:

¢yt = ¹1 + ¼13Rt¡1 + ¼14et¡1 + ¼15qt¡1 + "1t (17)

¢pt = ¹2 + ¼23Rt¡1 + ¼24et¡1 + ¼25qt¡1 + "2t : (18)

From (17){(18), an MCI could be constructed for output growth or in°ation, although

doing so would depend upon knowing the structure of cointegration involving R, e,

and q. In particular, if the exchange rate e and the interest rate R are real , both

variables might be stationary, inducing two trivial cointegrating relationships for z.

In Case 2, there is only one cointegrating vector. In principle, the cointegrating

relationship may involve w alone; economically, it is likely to include z because prices

and real output are unlikely to form a long-run relationship by themselves. As in

Case 1, cointegration could involve z alone. The interpretation of the cointegrating

vector ¯ depends on the structure of ®w [de¯ned as (®11; ®21)
0] and ¯ [de¯ned as

(¯11; ¯12; ¯13; ¯14; ¯15)
0]. If ¯11 6= 0 and ®21 = 0 (implying ®11 6= 0), ¯ 0x represents

a long-run output relationship, with output alone adjusting to disequilibria in the

system. Prices are weakly exogenous for ¯, as discussed below. Conversely, if ¯12 6= 0

and ®11 = 0 (implying ®21 6= 0), ¯ 0x is interpretable as a price relationship, with
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prices alone adjusting to disequilibria. As a third possibility, both ®11 and ®21 might

be nonzero, with output and prices both adjusting to disequilibria. While ¯ 0x itself

represents an equilibrium solution, it does not indicate which variable adjusts to

which, or whether both adjust.

In Case 3, there is no cointegration: ¼w = 0, implying that w is a random walk.

With more general dynamics, lags of ¢w and ¢z may enter (14), even though lack

of cointegration excludes the presence of the levels w and z.

As a partial system, (14) precludes discovering more cointegrating vectors than

the number of equations in (14) itself, even if such cointegrating vectors exist. That

argues for analysis of the full set of variables (w0; z0)0 in a closed system, which inter

alia allows testing the assumed weak exogeneity of z and leads to the next subsection.

3.3 Exogeneity

Equation (14) for w is a natural framework for analyzing and estimating weights for

an MCI. However, (14) is an open subsystem and provides only partial information

on the (closed) full system for (w0; z0)0. The structure of the subsystem for z also may

directly a®ect the constructed MCI, even though that subsystem is not speci¯ed.

Speci¯cally, disequilibria involving w (as measured by cointegrating relationships)

may in°uence z, in which case the estimated MCI weights are no longer interpretable

as partial derivatives. Weak exogeneity of z for the cointegrating vectors ¯ is related

to whether or not this feedback occurs. For simplicity, the weights µv;e and µv;R
are assumed below to correspond to the long-run multipliers, depending on ¯ alone.

In practice, the weights are typically interim multipliers and so involve parameters

for short-term dynamics as well. Weak exogeneity is testable, requiring information

about the full system. This subsection completes the system and analyzes how the

presence or lack of exogeneity a®ects the interpretation of an MCI.

To create the full system, equations for the exogenous variables z are required.

Without loss of generality in a linear single-lag framework, the subsystem for z par-

allels (14) as:

¢zt = ¹z + ¼zxt¡1 + "z;t ; (19)

where ¹z is the constant term, ¼z is the matrix of coe±cients on xt¡1, and "z;t is the

error. Combining (14) and (19) obtains a closed system for x:

¢xt = ¹+ ¼xt¡1 + "t ; (20)

where xt is the full set of variables (w
0

t; z
0

t)
0, ¹ is the vector of intercepts (¹0w; ¹

0

z)
0 in

the system for xt, ¼ is (¼0

w; ¼
0

z)
0, and "t is the corresponding vector of disturbances
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("0w;t; "
0

z;t)
0. For simplicity, the errors "t are assumed to be normally distributed with

zero mean and a constant variance ­, partitioned as:

­ =

"
­ww ­wz

­zw ­zz

#
: (21)

Paralleling the subsystem (15), (20) may be written in terms of a feedback matrix ®

and a matrix of cointegrating vectors ¯:

¢xt = ¹+ ®¯0xt¡1 + "t : (22)

While formally similar, the subsystem (15) and closed system (22) di®er in two im-

portant respects. First, (22) may have as many as ¯ve cointegrating vectors: the

maximum in (15) is two. The matrices ® and ¯ in (22) are of dimension 5£ r, where

r is the number of cointegrating vectors in (22), which may di®er from the number

of cointegrating vectors in (15). Second, the matrix ® in (22) includes not only ®w

[the feedback matrix in (15)] but also ®z, the matrix of feedback coe±cients for the

equations determining the exogenous variables z.

The matrix ®z plays a critical role in the exogeneity of z, as follows (without loss

of generality) from rewriting the system (22) as a conditional model for ¢wt and a

marginal model for ¢zt:

¢wt = ± + °1¢zt + °2¯
0xt¡1 + ³w;t (23)

¢zt = ¹z + ®z¯
0xt¡1 + "z;t : (24)

The matrix ® is partitioned as (®0

w; ®
0

z)
0, and the coe±cients (±; °1; °2) are functions

of the coe±cients in (22) and the submatrices of ­.1 If ®z = 0 and °1 = 0, then

(23) contains all the information on ¯, and (23) simpli¯es to (15). The restriction

®z = 0 implies that Rt, et, and qt are weakly exogenous for the matrix of cointegrating

vectors ¯: namely, (24) contains no information on ¯. The restriction °1 = 0 re°ects

the particular dynamic speci¯cation in (15) and is not directly germane to exogeneity.

Weak exogeneity of z for ¯ is testable, e.g., by estimating (22) and testing that

®z = 0. If exogeneity is not rejected, analysis can proceed within the con¯nes of the

conditional model (23) alone. If weak exogeneity is rejected, zt should be modeled

jointly with output and prices. Otherwise, inference about the cointegrating vector

(and so about the MCI weights) is likely to be ine±cient and possibly invalid.

Rejection of the weak exogeneity of zt for ¯ has even more immediate conse-

quences, in that the MCI is no longer a well-de¯ned concept: there are no multipliers

1Explicitly, ± = ¹
w
¡ ­

wz
­¡1
zz

¹
z
, °

1
= ­

wz
­¡1
zz
, and °

2
= ®

w
¡ ­

wz
­¡1
zz

®
z
. The error ³w;t is

"
w;t
¡­

wz
­¡1
zz

"
z;t
.
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to calculate because the policy instruments cannot be treated as given. Empirically,

policy instruments seem likely to respond to past disequilibria in output and price

relationships, in which case weak exogeneity does not hold. Additionally, if weak

exogeneity does not hold, the closed system (22) may involve more than two cointe-

grating relationships, and in°ation and output may enter those relationships. If so,

the cointegrating vectors in the subsystem (15) are typically linear combinations of

the full set of cointegrating vectors, thereby confounding the economic interpretation

of the former.2

In the examples used so far, weak exogeneity implies strong exogeneity: namely,

®z = 0 rules out all feedback from w to z, and not just feedback from the level of

w. Empirical models often involve higher-order dynamics. If they do, then weak exo-

geneity and strong exogeneity are distinct concepts; see Engle, Hendry, and Richard

(1983) for details. Models with higher-order dynamics may include lags of ¢w and

¢z in both the conditional model and the marginal model. If lags of ¢w are signi¯-

cant in the marginal model for z, then w Granger-causes z through those lags. Strong

exogeneity does not hold, as it requires Granger non-causality. Weak exogeneity of

z for ¯ holds if ®z = 0, even if Granger causality is present. If weak exogeneity for

¯ holds but strong exogeneity does not, impact and long-run MCI weights can be

validly constructed from the conditional model, but in general the interim multipliers

can not. Interim multipliers constructed from the conditional model alone are biased

because they fail to account for feedback e®ects from (e.g.) in°ation to the inter-

est rate and the exchange rate. If the exchange rate e is real, it may be inherently

endogenous in the in°ation equation because e contains the domestic price level.

3.4 Parameter Constancy

Parameter constancy turns on all three of the aforementioned issues. Empirically

nonconstant weights may arise from mis-speci¯ed dynamics, improper treatment of

nonstationarity, or incorrect exogeneity assumptions. Because the MCI is designed

for policy, structural invariance of the weights is important and requires valid super

exogeneity. A priori , the output and price equations (3) and (4) are likely to be non-

constant because they constitute a reduced form. Empirically, parameter constancy

can be evaluated by Chow (1960) and related statistics and by recursive estimation

of the coe±cients, as in Section 4 below.

2With little loss of clarity, the discussion above ignores the implied algebraic complications for

®, ¯, and r in (15) and (22).
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3.5 Omitted Variables

Signi¯cant omitted variables in the estimated relationships between the target v and

e and R may a®ect dynamics, exogeneity, cointegration, and parameter constancy in

those estimated relationships. While the range of potential mis-speci¯cations is vast,

a few examples clarify the empirical importance of omitted variables in (3){(4).

Mis-speci¯cation by omitted variables can bias coe±cient estimates of included

dynamic variables. Relatedly, Granger (1969) notes that Granger causality is not

invariant to the number of variables in the system.

The presence or lack of cointegration may be a®ected by what is included or

excluded in the set of exogenous variables q. In Section 3.2, the choice of variables

in q is treated as given, yet it need not be. For instance, for a set of U.K. money

demand data, Hendry and Mizon (1993) and Hendry and Doornik (1994) ¯nd two

cointegrating vectors, one being a standard money demand relationship and the other

being a relationship between y, ¢p, and a trend. Analyzing the same data but without

a trend, Ericsson, Campos, and Tran (1990) ¯nd only the ¯rst cointegrating vector.

Signi¯cantly, a trend is excluded from (3){(4).

Equally, domestic prices may cointegrate with other variables, such as unit labor

costs, foreign prices, and energy prices; see Juselius (1992) for Denmark, de Brouwer

and Ericsson (1995) for Australia, and Franz and Gordon (1993) and Ericsson (1994b)

for the United States. If such variables are excluded, then levels e®ects are ignored.

Coe±cient estimates on growth rates are interpreted as capturing long-run e®ects,

whereas they are short-run in fact.

Signi¯cant omitted variables imply biases on estimated coe±cients. Those biases

are likely to change over time as data correlations change, thereby inducing parameter

nonconstancy.

3.6 Interpreting MCIs When the Assumptions Are Valid

Interpretation of an MCI as an indicator of monetary policy stance is fraught with

di±culty, even when the assumptions involving dynamics, cointegration, exogeneity,

parameter constancy, and omitted variables are satis¯ed. Current use and interpre-

tation of an MCI in policy assumes a direct and unequivocal relationship between the

actual instruments and the variables e and R. Economically, variables other than the

policy instruments also may play important roles in determining e and R. For exam-

ple, changes in world oil and commodity prices may alter a country's terms of trade,

thereby a®ecting e. The MCI would then change, even if monetary policy stance re-

mained unchanged. Likewise, changes in world interest rates and in°ation rates and

in domestic asset portfolio preferences may alter R, and so the MCI. The variables
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from which the MCI is constructed may re°ect phenomena other than just direct

monetary policy, so movements in the MCI are not tied unequivocally to changes in

monetary policy stance. So, by using an MCI as an indicator of monetary policy

stance, a central bank could be misled into adopting an overly tight (or loose) mon-

etary policy, simply because some external shock not related to domestic monetary

policy a®ected e or R, thereby contaminating the measured MCI.

At more conceptual level, e and R have been treated as policy instruments

throughout this paper. In practice, e and R are operational targets, with variables

such as the discount rate being the actual policy instruments. This distinction be-

tween operational targets and policy instruments introduces an additional link in the

monetary transmission mechanism, through which non-policy variables might a®ect

e and R.

Finally, an MCI by itself is not su±cient to judge whether monetary conditions

are too loose or too tight for a given policy objective. For example, the exogenous

variables q in°uence the ultimate target variables but not the calculated MCI. Hence,

policy makers cannot look at the MCI exclusively, but have to make explicit or

implicit assumptions about the monetary transmission mechanism before surmising

the tightness of monetary conditions. A complete empirical model of the monetary

transmission mechanism is typically needed | equations (3){(4) in our framework.

Speci¯cally, when using an MCI as an operational target, such a model pins down

a path for the MCI that is consistent with the policy target (e.g., in°ation) and the

projected development of the exogenous variables q. Subsequent shocks may a®ect

the policy target directly but leave the actual MCI unchanged, in which case the

target path for the MCI will need to be recalculated.

4 A Brief Appraisal of Models for Three MCIs

The most accessible econometric studies leading to MCIs are Duguay (1994) for

Canada, Hansson (1993) for Sweden, and Jore (1994) for Norway. The analytical

model (3){(4) above captures the essential structure of these empirical models. Thus,

this section examines these models qua models for building MCIs, analyzing them in

terms of the issues in Section 3: dynamics, integration and cointegration, exogeneity,

parameter constancy, and omitted variables. In practice, cointegration and constancy

are particularly important issues. Many series for the three empirical models are in

di®erences alone, or are detrended, so possible cointegration is ignored. One central

coe±cient is statistically nonconstant in the model for the Swedish MCI, and the MCI

weights for Norway are numerically very sensitive to the choice of sample period.
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4.1 Canada

The Canadian MCI is constructed from estimates of output equations similar to (3),

with the quarterly aggregate demand models in Duguay (1994) being representative;

see Freedman (1994). The estimated model has extensive albeit restrictive dynamics,

possible cointegration is ignored, and exogeneity and parameter constancy remain

untested.

Dynamics appear in two forms: the real interest rate enters as a two-year change

(¢8Rt), and the real exchange rate as its three-year change (¢12et); see Duguay

(1994, Table 1).3 The model also includes a measure of ¯scal stance (the change

in a government surplus relative to potential GDP), the current and lagged growth

rates of U.S. GDP, and an average growth rate of real commodity prices, all of which

belong in q. Granger causality is not tested, even though lagged in°ation and output

growth might well a®ect any of these variables empirically.

In Duguay (1994), the output equation is in growth rates and di®erences alone.

The data series (including the interest rate) are assumed to be I(1), and cointegrating

relationships are precluded. Issues of integration and cointegration are not addressed,

and in particular the assumed null hypothesis of no cointegration is not tested. Re-

latedly, additional (omitted) variables might be required to establish cointegration.

For instance, domestic prices might be cointegrated with unit labor costs and/or with

foreign prices (see Section 3.5 above), yet levels of these variables are excluded from

the model.

The estimated demand equation contains contemporaneous e®ects of the real in-

terest rate and the real exchange rate. Because the model is estimated by OLS, the

model is interpreted as a conditional equation similar to the output equation in (23)

above. The assumption of weak exogeneity remains implicit and is not tested.

Parameter constancy is not tested, although estimates for a full sample (1975Q1{

1990Q4) and a subsample (1980Q1{1990Q4) are reported. Equation standard errors

are very similar for the two subsamples, supporting constancy. Other splits of the

sample may be relevant, so a more detailed recursive analysis would be desirable.

4.2 Sweden

The Swedish Central Bank publishes an MCI in its in°ation report; see Hansson and

Lindberg (1994). This subsection re-estimates the model in Hansson (1993) for the

Swedish MCI and ¯nds that a central parameter is empirically nonconstant. That

3Formally embedding Duguay's model within our framework would require additional lags of

all variables in (3) and (4). With the exception of strong exogeneity (as described above), the

conceptual issues remain the same.
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observed di±culty hinders reliable calculation of weights for an MCI. Thus, while the

other issues discussed in Section 3 still bear on the calculated MCI, this subsection

(and likewise, Section 4.3 below) focuses on the issue of empirical constancy.

The quarterly model underlying the Swedish MCI takes the form:

yt = a1yt¡1 + a2yt¡2 + a3¢pt + a4Rt¡1 + a5et¡1 + "1t (25)

¢pt = b1¢pt¡1 + ¢ ¢ ¢+ b4¢pt¡4 + b5yt

+ b6¢p¤t + ¢ ¢ ¢+ b16¢p¤t¡10
+ "2t ; (26)

where y is a logarithmic measure of the deviation in output from a linear trend, ¢p

is CPI in°ation, R is a real short-term interest rate, e is the logarithm of the real

exchange rate, ¢p¤ is the growth rate of foreign prices measured in domestic currency,

and faig and fbig are coe±cients. The trend in output is estimated from an auxiliary

regression:

GDPt = ¿0 + ¿1t+ ´t ; (27)

where ´t is an error, and ¿0 and ¿1 are coe±cients. The variable yt is calculated as

ln(GDPt=
dGDPt), where dGDPt is the ¯tted value from OLS estimation of (27). Thus,

this model implicitly assumes that GDP is stationary around a deterministic trend.

If GDP is not, the coe±cient estimates may be ill-behaved.

The simultaneous equations model (25){(26) ¯ts into our framework, since it can

be rewritten as (3){(4), with q containing both the trend from the auxiliary regression

(27) and current and lagged values of ¢p¤ from (26). Using data made available

to us by the Swedish Central Bank, we reproduced the results in Hansson (1993);

our Appendix A provides details. Looking at parameter constancy ¯rst, Figure 1

plots the recursively estimated coe±cient of the trend term (¿1) in equation (27),

together with plus-or-minus twice the coe±cient's estimated standard errors. At face

value, (27) is both numerically and statistically highly nonconstant over the sample.

The recursively estimated coe±cient halves from 1975 to 1984 and then returns to

its initial value by the end of the sample. These °uctuations are well outside the

estimated 95% con¯dence intervals plotted in the ¯gure.

Figure 1 also plots the one-step residuals and the corresponding equation standard

errors: f^́tg from (27), and f0 § 2¾̂tg in a common notation. Here, the subscript t

refers both to the ¯nal observation of the estimation subsample and to the period for

which the variable ^́t is calculated. The recursive equation standard errors more than

double over the sample | break-point Chow statistics reject at the 0:01% level for

most sample splits. Because of this nonconstancy, inferences with an MCI are likely
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Figure 1: The recursively estimated coe±cient on the trend (|) in the Swedish MCI

model with §2 times the estimated standard errors ({ {), and one-step residuals (|)

with §2 times the corresponding equation standard errors ({ {).

to be a®ected by which sample happened to be used for calculating the weights.

Equally, because of the nonconstancy, the calculated MCI is unlikely to be useful in

policy, as a leading indicator, or for forecasting.

The nonconstancy also invalidates the assumption of trend stationarity, which

underlies the ensuing estimation of the dynamic system (25){(26). Nonconstancy

thus a®ects the economic interpretation of the Swedish model. Because the linear

trend model ¯ts poorly, it is unclear what detrended output yt measures and hence

what variable the constructed MCI is meant to target.

That said, the residuals f^́tg in (27) are highly autocorrelated and heteroscedastic,

so inferences about the estimated trend coe±cient using OLS estimated standard

errors are likely to be biased themselves. As an alternative, the trend might be

incorporated explicitly in q, as in Hendry and Mizon (1993) and Hendry and Doornik

(1994), where it enters a cointegrating relation between y and ¢p.
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Table 1: OLS estimates for the output equation of the Norwegian MCI model over

the original sample and an extended sample.

Variable Estimation Period

1985Q1{1993Q4 1985Q1{1994Q4

Coe±cient t ratio Coe±cient t ratio

yt¡1 {0.124 {1.4 {0.151 {1.6

Rt¡2 {0.349 {2.0 {0.221 {1.5

¢¢et 0.302 2.7 0.241 2.1

et¡1 0.163 1.8 0.017 0.2

Constant 0.028 2.2 0.016 1.6

R2 = 0:32 ¾̂ = 1:16% R2 = 0:25 ¾̂ = 1:21%

4.3 Norway

The MCI published in the Central Bank of Norway's in°ation report is based on a

single-equation model of aggregate demand from Jore (1994). This subsection shows

that the numerical weights for the MCI are highly sensitive to the estimation sample

period, and di®erent estimated weights result in di®erent inferences about monetary

conditions.

The quarterly model underlying the Norwegian MCI takes the form:

yt = c0 + c1yt¡1 + c2Rt¡2 + c3(et + et¡2) + c4et¡1 + "1t ; (28)

for coe±cients fcig. As with the Swedish model, yt is detrended output; but the

Hodrick-Prescott ¯lter is used instead of a linear trend. Even so, the HP ¯lter does

closely approximate a linear trend, as the chosen smoothing parameter ¸ is large:

¸ = 100000, compared with the value of ¸ = 1600 frequently used in the literature.

The estimated equation in Jore (1994) is reproduced on the left-hand side of Table 1,

albeit with ¢yt as the dependent variable and with a reparameterization of e to

separate short-run and long-run e®ects. The only explanatory variables included are

the two policy variables R and e themselves; and the sample period is short (36

observations).

Jore (1994) mentions that numerical instability of estimated coe±cients arises

when the sample is extended to include earlier observations. Indeed, a reduced-

form aggregate demand equation is likely to be nonconstant because of deregulation
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Figure 2: Norwegian MCI indices with original and updated weights (MCI1 and

MCI2), and the interest rate R.

in capital and housing markets during the early 1980s. However, the model is also

numerically unstable within the deregulated regime. This is re°ected by the estimates

on the right-hand side of Table 1, for which the sample period has been extended by

only four quarters to 1994Q4. Neither the interest rate nor the exchange rate has a

statistically signi¯cant e®ect on the output gap, except for a very temporary impact

e®ect from the real exchange rate. The point estimate of the interest rate coe±cient

is reduced to two-thirds its previous value, and that on the exchange rate to a tenth

its previous value.

The minor extension of the estimation period induces large changes in the MCI

weights. For instance, in Jore (1994), the eight-quarter interim multiplier for the

interest rate is 2:0 times larger than that for the exchange rate. On the extended

sample, that ratio is 13:9. The e®ect on the calculated MCI itself is clearly visible in

Figure 2, which plots the two MCIs (MCI1 and MCI2 respectively) and the interest

rate R, all rescaled to have similar means and ranges. The interest rate and MCI2 are

very similar, as follows from the large relative weight of 13:9, whereas the two MCIs

di®er notably. From 1988 to 1992, MCI1 increases steadily whereas MCI2 remains

relatively constant; and in the last two years of the sample the two indices have
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deviated considerably. Even the direction of movement can di®er, as in early 1991,

so inferences about monetary conditions can be a®ected by the choice of estimated

weights.

4.4 General Remarks

Having proceeded through the analytical framework of Section 3 and the empirical

descriptions above, some further comments are germane. They concern empirical lag

lengths, omitted cointegrating variables, Granger noncausality and invariance, the

statistical properties of e and R, approximation error due to mis-speci¯cation, and

estimation uncertainty.

First, omission of a signi¯cant error correction term (cointegrating relation) can

induce apparent long lags in growth rates of included variables; see Hendry, Pa-

gan, and Sargan (1984) and de Brouwer and Ericsson (1995). The Swedish in°ation

equation and both Canadian equations have long lags in growth rates and exclude

levels relationships. While long lags in growth rates may be required, regardless of

cointegration, their possible symptomatic presence should be investigated. With an

error correction term, a simpler representation with short lags may be possible, as

in de Brouwer and Ericsson (1995). Whether or not long lags in growth rates are

required, cointegration changes the interpretation of the coe±cients on the growth

rates.

Second, and relatedly, all three models omit variables that might be cointegrated

with y and p, as discussed in Section 3.5. Data on such variables are readily available,

and some variables are already included as growth rates: foreign prices in the Swedish

and Canadian models, and energy prices in the Canadian model.

Third, none of the three studies tests for Granger noncausality, yet Granger non-

causality is critical for interpreting the estimated coe±cients as partial derivatives.

Equally, in constructing an MCI, the estimated coe±cients should be invariant to

policy changes and regime switches in sample, yet their empirical constancy remains

an open issue. In technical terms, the use of the estimated coe±cients for an MCI

requires both strong exogeneity and super exogeneity.

Fourth, the MCI in equation (1) can be expressed directly in terms of the levels

of e and R:

MCI(v)t = µv;eet + µv;RRt ; (29)

where the constant term ¡(µv;ee0 + µv;RR0) is ignored. If the two variables e and R

are of di®erent orders of integration, the variable with the higher order of integration

will tend to dominate °uctuations in the MCI. For the Canadian MCI, e and R are
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nominal: R might be stationary, but e certainly is not. Because the weight on e is

only one-third that on R for Canada, the interest rate dominates some short-term

°uctuations in the MCI, such as in late 1992 and the ¯rst half of 1994; see the

Bank of Canada (1994, pp. 18{19). However, over longer periods, e may well play

the larger role. From a policy perspective, constructing an MCI from variables with

di®erent orders of integration may result in undesirable properties of the MCI.

Fifth, claims are sometimes made that estimated MCI weights are \roughly" in

line with reality and so should provide reasonable policy inferences. For those claims

to be credible, the corresponding models would require extensive testing that demon-

strated the empirical irrelevance of potential sources of mis-speci¯cation such as those

described in Section 3. Little such testing has been reported for the three models

examined above, and a cursory examination of each suggests that substantive mis-

speci¯cation is likely. To assess the numerical e®ects of model mis-speci¯cation on

an MCI, that mis-speci¯cation must itself be ascertained.

Sixth, uncertainty in estimation can imply vastly di®erent estimated MCI weights,

even if the model is well speci¯ed. In Section 4.3, the sensitivity of the Norwegian MCI

weights to small changes in the estimation sample re°ects estimation uncertainty, at

least in part. Neither the interest rate coe±cient nor the exchange rate coe±cient is

particularly signi¯cant statistically over either sample. In both Duguay (1994) and

Hansson (1993), the interest rate and exchange rate coe±cients also have relatively

large standard errors compared with their estimated coe±cients. For instance, a vari-

ation of plus-or-minus one estimated standard error for the exchange rate coe±cient

in Duguay (1994, p. 50, Table 1, column 7) implies ratios of MCI weights ranging

from 1:5 to 11:6, even while the ratio of actual estimated coe±cients is 22
3
, essentially

the Bank of Canada's selected value of 3. A variation of plus-or-minus two estimated

standard errors includes both in¯nite and negative weights. While formal standard

error bands for the ratio of the MCI weights would re°ect both coe±cients' estimated

standard errors and their covariance, this crude calculation illustrates the sensitivity

of the empirical MCI weights to estimation uncertainty.

5 Conclusions

We have shown that a monetary conditions index is unlikely to be a useful opera-

tional policy tool unless numerous assumptions are satis¯ed by the empirical model

from which the MCI is derived. Those assumptions concern dynamics, cointegra-

tion, exogeneity, parameter constancy, and omitted variables; and they may well be

invalid. Analysis of models for the Canadian, Swedish, and Norwegian MCIs con-

¯rms such problems empirically. Several central banks that have been exploring the
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properties of MCIs also acknowledge their theoretical and operational di±culties; see

Freedman (1994, pp. 472{474), Mayes and Riches (1996, p. 15), and Reserve Bank

of New Zealand (1996) inter alia. While cross-checking and good judgment might

avoid substantial policy mistakes arising from such model de¯ciencies, the implied

adjustments would reduce the actual role of an MCI in policy. Thus, the value of

existing MCIs for economic policy analysis is doubtful.

While our ¯ndings are negative, a constructive approach follows directly. First,

the tools and concepts are in place for designing empirically more reliable systems

determining output and prices. While the eventual outcome in any empirical research

is uncertain ex ante, the approach using these tools has been successful in a number

of areas, including consumer expenditure, exchange rates, government de¯cits, money

demand, wages and prices, and trade. Hendry (1987) and Ericsson (1994a) provide

selective bibliographies. A well-speci¯ed model could be useful in policy analysis, even

while an MCI derived from that model would be of questionable value, as discussed

in Section 3.6. Second, a univariate measure such as an MCI may be conceptually

inappropriate if policy makers are concerned with more than one objective, e.g., low

in°ation and sustained economic growth. With multiple objectives, understanding

the empirical monetary transmission mechanism is particularly important for the

conduct of monetary policy.
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Appendix A. The MCI Model for Sweden

Section 4.2 evaluates the model for the Swedish MCI: namely, (25), (26), and (27).

This appendix describes the data for that model and re-estimates and analyzes that

model in some detail.

The data are P , the Swedish consumer price index (net of indirect taxes and

subsidies); P ¤, a weighted average of OECD consumer price indices measured in

domestic currency; R, a real interest rate for 6-month Swedish Treasury bills (as

a fraction at annual rates); E, the real exchange rate vis-µa-vis the OECD; and y,

the logarithmic di®erence between seasonally adjusted GDP and an estimated linear

trend in GDP. Further details appear in Hansson (1993) and in Appendix B below.

Table A1 lists the full-sample OLS estimates for (27), the trend model of GDP;

Figure 1 plots recursive estimates of the trend coe±cient. The estimation sample is

T = 92 [1970Q1{1992Q4].

Table A1: The Auxiliary Model for GDPt.

Variable Coe±cient t ratio

Constant 173740. 149.3

Trend 725.00 33.4

¾̂ = 5536:3 R2 = 0:93 DW = 0:21

The Durbin-Watson statistic DW indicates the presence of strong positive autocorre-

lation in the residuals, so the reported (OLS) t ratios are likely to be biased upward.

In Hansson (1993), the model (25){(26) is estimated by a \three step method",

which is subsystem three-stage least squares (3SLS). The variables y, ¢p, and ¢p¤

are treated as endogenous, but only equations for y and ¢p are estimated. Additional

instruments are lagged changes in the \output gap" (¢yt¡i), further lags in foreign

in°ation (¢p¤
t¡i
), a constant, and a trend. For these instruments to be valid, they

must be signi¯cant determinants in the reduced form for the unmodeled endogenous

variable ¢p¤
t
. To investigate this auxiliary assumption, we estimate (25){(26) aug-

mented by the reduced-form equation for ¢p¤
t
, where ¢p¤

t
depends on yt¡1, : : :, yt¡5,

¢pt¡1, : : :, ¢pt¡4, ¢p
¤

t¡1
, : : :, ¢p¤

t¡13
, et¡1, Rt¡1, a constant, and a trend. Estimates

for (25){(26) appear in Table A2. The estimation sample is T = 78 [1973Q3{1992Q4].

The estimates in Table A2 are obtained by Full Information Maximum Likelihood

(FIML), which di®er slightly from the 3SLS estimates in Hansson (1993). With

FIML, in°ation and the real exchange rate have stronger e®ects in the output equa-

tion, whereas the estimated coe±cients in the price equation are almost identical to

those in Hansson (1993), although generally with somewhat lower signi¯cance levels.
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Table A2: The Output and In°ation Equations.

Variable Output Equation In°ation Equation

Coe±cient t ratio Coe±cient t ratio

yt {1 | 0.124 2.4

yt¡1 0.467 3.8

yt¡2 0.469 3.8

¢pt {0.374 {3.0 {1 |

¢pt¡1 0.100 |

¢pt¡2 0.043 0.4

¢pt¡3 0.105 0.9

¢pt¡4 0.309 2.8

Rt¡1 {0.154 {2.5

et¡1 0.076 3.1

¢p¤
t

0.132 2.0

¢p¤
t¡1

0.029 0.6

¢p¤
t¡2

0.093 2.1

¢p¤
t¡3

0.044 0.9

¢p¤
t¡4

0.020 0.4

¢p¤
t¡5

{0.071 {1.5

¢p¤
t¡6

0.015 0.3

¢p¤
t¡7

0.034 0.7

¢p¤
t¡8

{0.023 {0.5

¢p¤
t¡9

0.022 0.5

¢p¤
t¡10

0.149 3.4

¾̂ 1:267% 0:934%

The model in Hansson (1993) restricts the sum of coe±cients on ¢pt¡1, : : :, ¢pt¡4,

¢p¤
t
, : : :, ¢p¤

t¡10
in (26) to equal unity. This restriction is also imposed in the es-

timates reported in Table A2, with the coe±cient on ¢pt¡1 being derived from the

restriction. The unit restriction by itself is not rejected: Â2(1) = 0:54 [0:46], where the

p-value is in square brackets [ ¢ ]. However, the estimated system is rejected against

its unrestricted reduced form: Â2(32) = 48:1 [0:034], invalidating the test of the unit

restriction. Equally, the unit restriction need not hold once an error correction is

introduced, as in de Brouwer and Ericsson (1995) and Ericsson (1994b).

The system for y, ¢p, and ¢p¤ was re-estimated by FIML rather than 3SLS

because FIML has been implemented as a recursive algorithm to generate sequential

tests of parameter constancy. Figure A1 plots the recursive one-step residuals and

their standard errors for each equation, and the one-step ahead Chow statistics for the
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Figure A1: One-step residuals (|) with §2 times the corresponding equation stan-

dard errors ({ {) for the equations for y, ¢p, and ¢p¤ in the Swedish MCI model,

and the one-step model Chow statistics.

trivariate system as a whole. Notably, the reduced form for ¢p¤ exhibits parameter

nonconstancy at the very end of the estimation sample (late 1992). This nonconstancy

per se does not impinge directly on the coe±cients used for calculating the MCI

weights. However, the nonconstancy may re°ect changes in Granger causality or the

presence of signi¯cant omitted variables, either of which would bear on the calculation

of the MCI.

Finally, consider the ¯t of the system (25){(26) augmented by the reduced form

equation for ¢p¤
t
. The equation standard errors of the three equations are 1:267%,

0:934%; and 2:546%, respectively. By contrast, the standard deviations of yt [¢yt],

¢pt, and ¢p¤
t
are 2:708% [1:252%], 1:051%, and 2:938%. That is, a random walk

model for yt ¯ts slightly better than (25); and (26) and the reduced form equation for

¢p¤
t
o®er only marginal improvement over models for ¢pt and ¢p¤

t
as white noise.

That said, other variables may play an important role in determining yt, ¢pt, and

¢p¤
t
, as may the included variables at other lags or in other transformations.
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Appendix B. Data De¯nitions and Sources

This appendix lists the data de¯nitions and their sources. This information is or-

ganized in two subsections, one for each of the two MCI models that has been re-

estimated. Bengt Hannson of Sveriges Riksbank and Anne So¯e Jore of Norges Bank

have kindly made available the data for their models in Hansson (1993) and Jore

(1994), so this appendix primarily serves to document those data.

All data are quarterly. Seasonally adjusted series are denoted by SA, those not

seasonally adjusted by NSA. Series names are provided in Swedish or Norwegian, with

English translations in brackets. Sources generally indicate where the most recent

values of the series could be obtained.

B.1 Sweden

² E: Real valutakurs. [Real exchange rate.] Constructed as the ratio of foreign

prices (i.e., bilateral exchange rates times foreign consumer prices, weighted by

OECD overall weights for Sweden) to domestic consumer prices (net of indirect

taxes and subsidies).

Units: 1970Q1 = 1:00 (1980 ¼ 1:05).

Source: Sveriges Riksbank.

² GDP : Bruttonationalprodukt (BNP). [Gross Domestic Product.]

Units: Million SEK, 1985 prices, quarterly rate, NSA. SA data were used in

Hansson (1993) and were obtained by seasonally adjusting the NSA data with

X11.

Source: AllmÄan mºanadsstatistik [Monthly Digest of Swedish Statistics], Statis-

tiska Centralbyrºan [Statistics Sweden], 1994:1, Table P, column 9 (NSA data).

Sveriges Riksbank (SA data).

² P : Nettoprisindex. [Consumer price index, net of indirect taxes and subsidies.]

Units: 1980 = 100, quarterly average of monthly data, NSA. In Hansson (1993),

a di®erent base year is used, such that 1980 ¼ 340.

Source: AllmÄan mºanadsstatistik [Monthly Digest of Swedish Statistics], Statis-

tiska Centralbyrºan [Statistics Sweden], 1994:1, Table J, column 11.

² RN : Nominell sexmºanadersrÄanta pºa statsskuldvÄaxlar. [Nominal interest rate

on 6-month Swedish Treasury Bills.]

Units: Percent per annum, quarterly average of monthly averages, NSA.
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Source: Penning- och valutapolitik [Quarterly Review ], Sveriges Riksbank,

1993:1, Table 16.

Several transformations of the data are required for the model estimated in Hans-

son (1993): the output gap yt, calculated as ln(GDPt=
dGDP t), where dGDP t is the

¯tted value from the trend regression (27) reported in Table A1; a real interest rate

Rt, calculated as RNt ¡ 100 ¢¢4 ln(Pt); and a trade-weighted foreign consumer price

index P ¤

t
, calculated as Et ¢ Pt, noting that Et is the real exchange rate. Results

in Table A2 are reported for R as a fraction, so that its coe±cient is more directly

comparable to the one on e.

B.2 Norway

All series have been extended, and some have been updated and/or rede¯ned, relative

to those used in Jore (1994). The text below indicates the ways in which these changes

have occurred. The data revisions and rede¯nitions have little e®ect on the empirical

estimates for Jore's model, whereas the extension of the sample period has substantial

e®ects. For some series, numbers are also given for TROLL8 , a Norges Bank databank

of economic time series.

² EN : Nominell e®ektiv kronekurs. [Nominal trade-weighted krone e®ective ex-

change rate.] The exchange rate of the Norwegian krone against a weighted

average of currencies of Norway's sixteen main trading partners. The weights

are annually updated OECD trade weights. In Jore (1994), the weights are

based on IMF trade weights. For a discussion of the di®erences between the

two indices, see Penger og kreditt , Norges Bank, 1995/3, p. 167 [Economic Bul-

letin, Norges Bank, 1995/3, p. 290].

Units: December 1994 = 103:68 (renormalized in our data such that 1991 =

1:00), Norwegian krone per unit of foreign currency, NSA.

Source: Penger og kreditt [Economic Bulletin], Norges Bank, 1995/4, Table 39

(TROLL8 , Series M9350812). For Jore (1994), see TROLL8 , Series M9350012.

² GDP : Bruttonasjonalprodukt (BNP) for Fastlands-Norge. [Gross Domestic

Product for mainland Norway.] Total value added, less oil and gas production

and shipping. Data for the extended sample di®er from those in Jore (1994)

because of revisions to the quarterly national accounts.

Units: Million NOK, 1991 prices, at base value, quarterly rate, NSA. SA data

were used in Jore (1994). The SA data were obtained by seasonally adjusting
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the NSA data with X11 for the sample 1966Q1{1993Q4 (for Jore (1994)) and

for the sample 1966Q1{1994Q4 (for the extended sample).

Source: Âkonomiske analyser , Statistics Norway, 2/95, Table A4 (NSA data).

For Jore (1994), see Âkonomiske analyser , Statistics Norway, 1/94, Table A4

(NSA data).

² P : Konsumprisindeks. [Consumer price index.]

Units: 1985 = 100 for 1966{1992 and 1979 = 100 for 1993{1994 (both renor-

malized in our data such that 1991 = 1:00), quarterly average of monthly data,

NSA.

Source: Historisk statistikk [Historical Statistics] 1994, Statistics Norway, Table

12.4; and Statistisk mºanedshefte [Monthly Bulletin of Statistics], Statistics Nor-

way, 1/95, Table 15.

² P ¤: Konsumprisindeks i markedsland. [Consumer price index for Norway's main

trading partners.] Trade-weighted average of consumer price indices for Nor-

way's main trading partners, measured in foreign currency. The weights corre-

spond to the weights for the nominal e®ective exchange rate EN listed above.

Units: 1990 = 100 (renormalized in our data such that 1991 = 1:00), quarterly

average of monthly data.

Source: Norges Bank, TROLL8 , Series M4690512. For Jore (1994), see TROLL8 ,

Series M4690312.

² RN : Tremºaneders eurokronerente. [Three-month Eurokrone interest rate.] Nor-

wegian Interbank O®ered Rate (NIBOR), constructed on the basis of currency

swaps.

Units: Fraction, quarterly average of monthly data, NSA.

Source: Penger og kreditt [Economic Bulletin], Norges Bank, 1995/4, Table 27

(TROLL8 , Series M901605a).

Several transformations of the data are required for the model estimated in Jore

(1994): the output gap yt, calculated as the deviation of ln(GDPt) from a Hodrick-

Prescott trend of ln(GDPt), where the HP smoothing parameter ¸ is ¸ = 100000 and

the whole sample period is used, starting in 1966Q1; a real interest rate Rt, calculated

as RNt ¡ (Pt ¡ Pt¡4)=Pt¡4; and a real exchange rate Et, calculated as ENt ¢ P
¤

t
=Pt.

This de¯nition of E equals the inverse of that in Jore (1994).
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