
Program 
Evaluation

Program Operations 
Guidelines for STD Prevention 



Program Evaluation i

FOREWARD iii

INTRODUCTION iv
Program Operations Guidelines Workgroup Members vi
Program Evaluation Subgroup Members vii
Program Evaluation Internal/External Reviewers vii

INTRODUCTION E-1

PLANNING AN EVALUATION E-2

STEPS IN DESIGNING AND CONDUCTING AN EVALUATION E-3

TYPES OF EVALUATION E-6
Formative Evaluation E-6
Evaluability Assessment E-7
Process Evaluation E-7
Outcome Evaluation E-8

Defining Program Effect E-9
Designing the Study E-9

Randomized Trials E-10
Quasi-experiments E-10
Economic Evaluation E-10
Types of Economic Evaluation E-10

Cost Analysis E-10
Cost Effectiveness Analysis (CEA) E-11
Cost-Utility Analysis (CUA) E-11
Cost-Benefit Analysis (CBA) E-11

Measures E-12

PRACTICAL CONSIDERATIONS E-13
Overcoming Barriers E-13
Resources E-13
Ethics E-14
Standards to Consider in a Practical Evaluation E-14

Table of Contents



Program Operations Guidelines for STD Preventionii

Appendix E–A Logic Model E-15
Appendix E–B Examples of Objectives E-16
Appendix E–C Types and Uses of Evaluation E-17
Appendix E–D Evaluation Glossary E-18
References E-19



Program Evaluation iii

Foreword

The development of the Comprehensive STD Prevention Systems (CSPS) program

announcement marked a major milestone in the efforts of CDC to implement the

recommendations of the Institute of Medicine report, The Hidden Epidemic, Con-

fronting Sexually Transmitted Diseases, 1997. With the publication of these STD

Program Operations Guidelines, CDC is providing STD programs with the guid-

ance to further develop the essential functions of the CSPS. Each chapter of the

guidelines corresponds to an essential function of the CSPS announcement. This

chapter on program evaluation is one of nine.

With many STDs, such as syphilis, on a downward trend, now is the time to

employ new strategies and new ways of looking at STD control. Included in these

guidelines are chapters that cover areas new to many STD programs, such as com-

munity and individual behavior change, and new initiatives, such as syphilis elimi-

nation. Each STD program should use these Program Operations Guidelines when

deciding where to place priorities and resources. It is our hope that these guidelines

will be widely distributed and used by STD programs across the country in the

future planning and management of their prevention efforts.

Judith N. Wasserheit
Director
Division of STD Prevention
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These guidelines for STD prevention program
operations are based on the essential functions
contained in the Comprehensive STD Preven-

tion Systems (CSPS) program announcement. The
guidelines are divided into chapters that follow the
eight major CSPS sections: Leadership and Program
Management, Evaluation, Training and Professional
Development, Surveillance and Data Management,
Partner Services, Medical and Laboratory Services,
Community and Individual Behavior Change, Out-
break Response, and Areas of Special Emphasis. Ar-
eas of special emphasis include corrections, adoles-
cents, managed care, STD/HIV interaction, syphilis
elimination, and other high-risk populations.

The target audience for these guidelines is public
health personnel and other persons involved in man-
aging STD prevention programs. The purpose of these
guidelines is to further STD prevention by providing a
resource to assist in the design, implementation, and
evaluation of STD prevention and control programs.

The guidelines were developed by a workgroup of
18 members from program operations, research, sur-
veillance and data management, training, and evalua-
tion. Members included CDC headquarters and field
staff, as well as non-CDC employees in State STD Pro-
grams and university settings.

For each chapter, subgroups were formed and as-
signed the task of developing a chapter, using evidence-
based information, when available. Each subgroup was
comprised of members of the workgroup plus subject
matter experts in a particular field. All subgroups used
causal pathways to help determine key questions for
literature searches. Literature searches were conducted
on key questions for each chapter. Many of the searches
found little evidence-based information on particular

Introduction

topics. The chapter containing the most evidence-based
guidance is on partner services. In future versions of
this guidance, evidence-based information will be ex-
panded. Recommendations are included in each chap-
ter. Because programs are unique, diverse, and locally
driven,  recommendations are guidelines for opera-
tion rather than standards or options.

In developing these guidelines the workgroup fol-
lowed the CDC publication “CDC Guidelines -- Im-
proving the Quality”, published in September, 1996.
The intent in writing the guidelines was to address
appropriate issues such as the relevance of the health
problem, the magnitude of the problem, the nature of
the intervention, the guideline development methods,
the strength of the evidence, the cost effectiveness,
implementation issues, evaluation issues, and recom-
mendations.

STD prevention programs exist in highly diverse,
complex, and dynamic social and health service set-
tings. There are significant differences in availability
of resources and range and extent of services among
different project areas. These differences include the
level of various STDs and health conditions in com-
munities, the level of preventive health services avail-
able, and the amount of financial resources available
to provide STD services. Therefore, these guidelines
should be adapted to local area needs. We have given
broad, general recommendations that can be used by
all program areas. However, each must be used in con-
junction with local area needs and expectations. All
STD programs should establish priorities, examine
options, calculate resources, evaluate the demographic
distribution of the diseases to be prevented and con-
trolled, and adopt appropriate strategies. The success
of the program will depend directly upon how well
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The following websites may be useful:

• CDC www.cdc.gov
• NCHSTP www.cdc.gov/nchstp/od/nchstp.html
• DSTD www.cdc.gov/nchstp/dstd/dstdp.html
• OSHA www.osha.gov
• Surveillance in a Suitcase www.cdc.gov/epo/surveillancein/
• Test Complexity Database      www.phppo.cdc.gov/dls/clia/testcat.asp
• Sample Purchasing Specifications www.gwu.edu/~chsrp/
• STD Memoranda of Understanding www.gwumc.edu/chpr/mcph/moustd.pdf
• National Plan to Eliminate Syphilis www.cdc.gov/Stopsyphilis/
• Network Mapping www.heinz.cmu.edu/project/INSNA/soft_inf.html
• Domestic Violence www.ojp.usdoj.gov/vawo/
• Prevention Training Centers www.stdhivpreventiontraining.org
• Regional Title X Training Centers www.famplan.org

www.cicatelli.org
www.jba-cht.com

• HEDIS www.cdc.gov/nchstp/dstd/hedis.htm
• Put Prevention Into Practice www.ahrq.gov/clinic/ppipix.htm

program personnel carry out specific day to day re-
sponsibilities in implementing these strategies to in-
terrupt disease transmission and minimize long term
adverse health effects of STDs.

In this document we use a variety of terms familiar
to STD readers. For purposes of simplification, we will
use the word patient when referring to either patients
or clients. Because some STD programs are combined
with HIV programs and others are separate, we will use
the term STD prevention program when referring to ei-
ther STD programs or combined STD/HIV programs.

These guidelines, based on the CSPS program an-
nouncement, cover many topics new to program op-
erations. Please note, however, that these guidelines
replace all or parts of the following documents:

• Guidelines for STD Control Program Operations,
1985.

• Quality Assurance Guidelines for Managing the
Performance of DIS in STD Control, 1985.

• Guidelines for STD Education, 1985.
• STD Clinical Practice Guidelines, Part 1, 1991.

http://www.cdc.gov
http://www.cdc.gov/nchstp/od/nchstp.html
http://www.cdc.gov/nchstp/dstd/dstdp.html
http://www.osha.gov
http://www.cdc.gov/epo/surveillancein/
http//www.phppo.cdc.gov/dls/clia/testcat.asp
http://www.gwu.edu/~chsrp/
http://www.gwumc.edu/chpr/mcph/moustd.pdf
http://www.cdc.gov/Stopsyphilis/
http://www.heinz.cmu.edu/project/INSNA/soft_inf.html
http://www.ojp.usdoj.gov/vawo/
http://www.stdhivpreventiontraining.org
http://www.famplan.org
http://www.cicatelli.org
http://www.jba-cht.com
http://www.cdc.gov/nchstp/dstd/hedis.htm
http://www.ahrq.gov/clinic/ppipix.htm
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Program Evaluation

INTRODUCTION

This chapter gives a brief description of program evalu-
ation and describes how evaluation can be used to help
reach program goals and objectives. It does not include
all methods, philosophies, or approaches to evalua-
tion and touches on only a few aspects of STD preven-
tion programs.

There are many reasons for program evaluation,
some with emphasis on scientific methods to collect
data, some with emphasis on the process of monitor-
ing, and others with emphasis on the use of data to
inform program managers and other key policy mak-
ers about how well a program is meeting its goals and
objectives. CDC emphasizes evaluation as a way to
improve and account for public health actions using
methods that are useful, feasible, proper, and accurate.
To accomplish this, CDC recommends that specific,
systematic evaluations be carried out throughout the
life span of a program, from program inception and
planning to implementation, sustained delivery, and
re-design (MMWR, 1999).

Ongoing evaluation in STD prevention programs is
critical to developing and sustaining high quality, ap-
propriately targeted STD prevention efforts. Evalua-
tion offers the opportunity to review, analyze, and
modify STD prevention efforts as necessary. It  allows
STD prevention programs to know where they have
been, where they currently are, how they got there,
and where they are headed. Good program managers
use evaluation to improve program performance (See
Leadership and Program Management chapter) and to
monitor progress toward achievement of goals and
objectives.

In addition to program self-evaluation, evaluation
may be needed in other situations. Some of these situ-
ations are:

• To help prioritize activities and guide resource allo-
cation

• To inform funders of the program whether their
contributions are being used effectively

• To inform community members and stakeholders
of the project’s value (Rugh, 1996)

• To provide information that can be useful in the
design or improvement of similar projects (Rossi,
1998)

Regardless of the reason for the evaluation,  different
strategies are called for in different situations and at
various stages in  programs. In the development stage,
evaluations focus on assessing the extent and severity
of the issues to be addressed and on designing effec-
tive interventions to address them (Wong-Reiger,
1993a). Once programs are initiated, it is important
to examine various methods of operation to improve
program effect or decrease costs in producing the de-
sired effect (Wong-Reiger, 1993b). An example is a
program improvement which increases the number of
patients who voluntarily return for treatment while also
decreasing the cost of follow-up.

To aid in decisions concerning continuing, expand-
ing, or curtailing programs, evaluation should also con-
sider costs in relation to benefits. It can compare an
intervention’s cost effectiveness with that of alterna-
tive strategies. For either new or ongoing programs,
impact assessments estimate the effects of the inter-
vention and the degree of effectiveness in providing
the target populations with the resources, services, and
benefits that are intended (Rossi, 1998).

DSTD user
Text in red boxes is linked to glossory definitions.
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Whether an evaluation is comprehensive or tries to
answer only one question, “the aim is to provide the
most valid and reliable findings possible within politi-
cal and ethical constraints and the limitations imposed
by time, money, and human resources” (Rossi, 1998).

Recommendation

• Programs should conduct appropriate, regu-
lar and ongoing evaluation for self assessment
and quality improvement.

PLANNING AN EVALUATION

 Evaluation should be part of program planning from
its inception. There should be a plan of evaluation for
each essential program component, including how and
when each will be evaluated and how the evaluation
will be used to improve the program. While evalua-
tions are conducted after the program has started, early
planning for evaluation enables gathering the right
data, at the right time, for the right purpose. This is
especially important for determining if the program’s
activities are having the desired outcomes, such as be-
havior change, and is essential in determining if the
program was responsible for the desired impact.

While a single public health intervention is seldom
shown to be the reason for achieving a particular end
result, such as a reduction in disease morbidity, confi-
dence and utility of most evaluations can be increased
by designing the evaluation questions and methods
when planning or changing program activities or in-
terventions. For instance, if a comparison of indica-
tors before and after the program is to be used, plan-
ning for this must be included in the beginning. In
addition, managers and evaluators must be able to
identify factors outside the program intervention which
might confound the evaluation and affect the outcome.
These should be taken into consideration in the de-
sign of the evaluation and the collection of data.
(Wong-Reiger, 1993)

EXAMPLE: The STD program supports a risk re-
duction program which emphasizes delaying sexual in-
tercourse for all teens, in a local community based or-

ganization. An adolescent female pregnancy preven-
tion program in the same community based organiza-
tion also has an effort to persuade teens to delay the
onset of sexual activity. The effect on the STD
program’s risk reduction program is confounded by a
similar program for adolescent females which must be
taken into consideration when designing and conduct-
ing the evaluation.

As managers plan an evaluation, they should begin
with a clear purpose in mind. They must gather back-
ground information concerning what is to be evalu-
ated and why, and determine the stakeholders of the
program and the evaluation, how findings will be used,
and the amount of fiscal and human resources avail-
able to design and conduct the evaluation. With this
information in hand, the steps can be undertaken to
begin the evaluation process. Throughout the evalua-
tion process, input from stakeholders, staff, or evalu-
ators may alter the extent of the evaluation or the re-
sources available. However, at each juncture, keeping
the purpose in mind will be useful in making decisions
(Patton, 1997; Herman, 1987).

Designing an evaluation requires that choices be
made between various ways of obtaining information;
each choice is subject to trade-offs between accuracy,
time, and resource constraints. Some of those choices
are:  type of information collected (e.g. descriptive or
numeric), timing of measurements (e.g. pre and post),
measurement techniques, (e.g. single versus multiple
measures); and who and what is measured. The quan-
tity and quality of information to be produced and
the costs associated with each must be considered in
the choice (NIDA, 1991).

Recommendations

• Programs should plan evaluations early in the
development of interventions.

• Programs should have a plan of evaluation for
all important program components, including
how and when each will be evaluated.

• Program evaluations should be designed and
conducted with a clear  purpose.
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STEPS IN DESIGNING AND
CONDUCTING AN EVALUATION

There are six essential steps in designing and conduct-
ing an evaluation. These steps are to 1) engage stake-
holders in the evaluation, 2) describe the program, 3)
focus the evaluation design, 4) collect credible evidence,
5) justify conclusions, and 6) ensure use and share re-
sults (MMWR, 1999). Each step is described in greater
detail below.

1.) Engage stakeholders in the evaluation.
In practice, evaluation is often an effort of only
program managers and evaluators (external or in-
ternal). However, for evaluation to be successful,
it is necessary that other stakeholders are included
in the planning, implementation, and interpreta-
tion of the evaluation and its findings.

The range of stakeholders includes participants
who expect services, funders who expect results
for their support, other agencies or groups who
serve the same or similar clients, the staff or vol-
unteers who run the programs, and the adminis-
trators who are responsible for the delivery of ser-
vices (Wong-Reiger, 1993). There are stakeholders
of the program and stakeholders of the evalua-
tion and some are both. The more involved stake-
holders are, especially in the decision making pro-
cess, the more cooperative they will be in providing
information and being open to unexpected results.
It is important to understand what various stake-
holders want from the evaluation and how rigor-
ous they expect evaluation methodology to be. It
is also likely that these different motivations and
expectations will cause conflict if not accounted
for or resolved.

Stakeholder involvement will vary with the type
of evaluation. The choice of which stakeholders
to involve and at what level is a function of the
purpose of the evaluation and who will use the
results. Some evaluations may involve stakehold-
ers only in decision making while others may be
completely “participatory”. Participatory evalua-
tions involve stakeholders in all aspects of the
project including design, data collection, and
analysis. The benefits of participatory evaluation
are: 1) selecting appropriate evaluation methods,

2) developing questions that are grounded in the
perceptions and experiences of clients, 3) facili-
tating the process of empowerment, 4) overcom-
ing resistance to evaluation by participants and
staff, and 5) fostering a greater understanding
among stakeholders (Marris, 1998). Regardless of
the level of involvement, it is important that re-
sponsibilities and roles of each person or group
are clearly defined and agreed to at the beginning
of the process.

2.)  Describe the program, including the needs, expec-
tations, activities, stage, and context.
Program managers will need to elicit information
from a variety of sources including staff, data, and
documents to fully describe the program. The de-
scription should include the mission and objec-
tives and be detailed enough so that others may
understand the program goals and strategies
(MMWR, 1999).

In describing the program it is useful to have a
logic model, a graphic presentation of the logical
relationship among program components. A pro-
gram logic model is ideally developed at the plan-
ning stage and assists in clarifying the relation-
ships between activities, objectives, and goals of
the program. The development of a logic model is
similar to identifying goals and objectives. There
are four main components in developing a logic
model: 1) the activities (methods of operation), 2)
the services delivered (process indicators), 3) the
intermediate results (outcome indicators), and 4)
the intended results (impact indicators), including
targeted groups. The logic model is most useful if
each element in it is linked to a quantified objec-
tive, so that process, outcome, and impact indica-
tors are defined in terms of concrete numerical
targets. To develop a logic model, mangers must
be able to clearly and accurately describe the pro-
gram and who and what it intends to affect. Each
of the program activities is measured by one or
more service delivery results, which in turn mea-
sure the level at which that activity is provided.
Each service delivery result is linked to one or more
intermediate result, which is expected to occur as
a result of participation in the program activity.
For a program to propose that an intended result

DSTD user
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can be achieved, it must show that there are one
or more intermediate results linked to the intended
result. Further, there should be evidence that each
step will indeed bring about the next step in the
process.

When program goals and objectives are appro-
priately written, that is, specific, measurable, re-
alistic, and time-framed, the model is easier to de-
velop. If not, flaws in the objectives (and program
design) may also be easier to recognize. (See Ap-
pendix E-A for an example of a program logic
model, and E-B for examples of good and poorly
developed objectives.)

Adequately describing the program from begin-
ning to end, both as it should be and as it is, will
aid managers in determining whether the course
the program is on is the correct one. For instance,
if the services delivered are different from those
which were planned, delivered in significantly
fewer amounts, or to the wrong populations, it is
necessary to rethink what changes in the program
are indicated. If it is believed that a particular pro-
gram is necessary, then it is difficult to attribute
any results to the program if the activities were
not delivered as planned (Wong-Reiger, 1993).

EXAMPLE: A manager implements a program
to provide screening for syphilis in intake drug
treatment facilities on the grounds that the ex-
change of drugs for sex is a part of the syphilis
epidemic in the community. The expectation is that
98% of the clients will be tested and, if needed,
treated for disease; 95% of those with the disease
will be interviewed; and subsequently 80% of ap-
propriate sex partners will also be examined and
treated. However, for a variety of reasons, only
60% of the clients are treated for syphilis, 50% of
them interviewed and only 40% of the named part-
ners located. It would be unrealistic for this as-
pect of the program to be credited for a decrease
in disease among drug users in the community.

3.) Focus the evaluation design.
Before the design of the evaluation is decided, man-
agers, evaluators, and stakeholders will need to
determine the objectives of the evaluation. The ob-
jectives differ depending on what is being evalu-

ated and how the evaluation is intended to be used,
but it is important that the objectives are realistic,
focused on the need at hand, and designed to an-
swer the right questions. Evaluation objectives help
clarify what aspect of the overall program is be-
ing assessed (Schechter, 1993). Setting the objec-
tives for the evaluation will help focus it and keep
the process from becoming too cumbersome and
all-inclusive. It is also important to understand the
difference between evaluation objectives and pro-
gram objectives.

EXAMPLE: A program objective might be “En-
sure that 95% of females who test positive for
chlamydia in the STD clinic are appropriately
treated within 7 days”. An evaluation objective
might be “Assess whether follow up systems for
clients are ensuring an adequate response rate.”

There are a variety of evaluation designs and
not all are equally suited to the type of evaluation
needed or wanted. It is necessary for managers to
understand the difference and plan the evaluation
in accord with the most appropriate evaluation
method. This will help ensure that the evaluation
strategy has the greatest chance of being useful,
feasible, ethical, and accurate (MMWR, 1999).

4.)  Collect credible evidence.
Protocols and instruments may need to be devel-
oped for use in data collection activities. These
activities should be supervised closely by the evalu-
ation director since these data will be used for
analysis. If evaluation was not part of the plan-
ning process, some data may be very difficult or
impossible to collect once the program has been
initiated. There must be a plan for who can pro-
vide data and who can gather the data. For pro-
cess evaluation, decisions should be made whether
to collect all available data on an ongoing basis,
sample on an ongoing basis, or sample at specific
times. For outcome/impact evaluation there are
many methodological issues to consider; in this
case, it is best to seek help from program evalua-
tion specialists (Program Evaluation Toolkit,
1997).

Not all evidence for program evaluations are
quantitative data. Some issues in the evaluation

DSTD user
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are best addressed through qualitative methods.
Such methods include observations, semi-struc-
tured and unstructured interviews, and collection
of vignettes and interpretations about program
aspects and functioning. They are often more use-
ful in evaluation of the early stages of program
development, or assessment of the need for “mid-
course corrections.”  Qualitative methods may
help uncover aspects of the program, such as di-
verse understandings of its goals, that lead to re-
vision of the logic model or a new frame for un-
derstanding problems. These methods are less
appropriate for examining program outcomes.

EXAMPLE:  Data obtained from STD*MIS can
tell evaluators the length of time it takes to com-
plete field work assignments, but a complete as-
sessment of field work requires that supervisors
observe how staff perform their activities. The
quantitative data coupled with the information
gleaned during observation is needed to determine
how well that component is working and what
changes may be necessary to improve field results.

Generally speaking, it is best to have trained
evaluation staff who can assess the findings and
objectively analyze the data. However, the person
who analyzes the data will need to work closely
with program managers to assist in the interpre-
tation of findings. The evaluation report should
not only document raw findings, but should also
analyze and synthesize them (Schechter, 1993).

5.)  Justify Conclusions
Once the evidence has been analyzed and synthe-
sized, conclusions can be made about program ac-
tivities. These conclusions must be linked to the
evidence. However, because there is an apparent
linkage does not mean that the conclusions are
correct or acceptable to the stakeholders. Under-
standing the results within program context is es-
sential or the results are often meaningless. Iden-
tifying evidence regarding the program’s
performance is not all that is needed to draw evalu-
ation conclusions.

Conclusions made about the program lead to
recommendations for some types of actions. Fur-
ther, recommendations for continuing, expanding,
redesigning, curtailing or terminating a program

are not the same as determining a program’s ef-
fectiveness. Recommendations about program ac-
tivities should be aligned with areas that stake-
holders can control or influence and be acceptable
to them.

6.)  Ensure use and share findings
The practical use of evaluation results and rec-
ommendations is not automatic. Too frequently
evaluations are performed and it is assumed that
appropriate action will occur. Program managers
also need to plan for and take deliberate action
to ensure that findings are disseminated appro-
priately and used properly. Frequent feedback to
and from all the stakeholders is essential for en-
suring use. Managers may need to develop a sys-
tem of follow-up to determine the who, how, and
when of operationalizing the recommendations.

EXAMPLE: An evaluation of a STD preven-
tion program in a major city showed that 60% of
women were being screened for chlamydia. Sub-
sequently, a recommendation was made that all
three clinics should begin routine screening. Pro-
gram managers need to develop a plan for ensur-
ing that each clinician is aware of the new policy,
given the opportunity to discuss and agree on the
change, trained in testing procedures, and that a
mechanism is developed to systematically track
the number of women tested. In addition, mecha-
nisms for corrective action should be anticipated.

 7.) Disseminate findings broadly and in a timely
fashion.
The results of an evaluation should always be
shared with stakeholders and, when possible, with
other prevention and control programs. The results
should be disseminated in a timely and unbiased
fashion (MMWR, 1999). If the dissemination of
the results is significantly delayed, either the situ-
ation may have changed or stakeholders may per-
ceive that the evaluation is unimportant to them,
management, and the evaluators. Results which
are delivered in a biased fashion, such as puni-
tive, will be ignored or possibly subverted.

National conferences are one possibility for
widespread dissemination of evaluation findings.
However, programs which discover significant

DSTD user
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findings that could have important effects on the
control of STD should seek other more immedi-
ate ways of getting the information to other pro-
grams. As electronic communications become
more and more commonplace, there will be many
opportunities for widespread, rapid dissemination
of findings.

With the results of the evaluation, a new pro-
cess should be undertaken to refine the program,
cease activities which do not work, and/or develop
new interventions in areas of need. Evaluations
are opportunities to improve programs and plan
for the future and should be conducted as such.

Recommendations

• Program managers should develop a written
description of the program, including the in-
volvement of stakeholders.

• Programs are encouraged to develop logic
models for goals, objectives, activities, and the
targeted groups.

• Evaluation results should be shared with stake-
holders.

• Evaluation results should be used for program
improvement and further program planning.

TYPES OF EVALUATION

The evolution of evaluation research has led to a pro-
liferation of evaluation methods and approaches, each
of which has its role depending on what is being
evaluated. Evaluations reflect many different scientific
philosophies (Alkin, 1990). Because all programs have
a set of guiding principles concerning how they should
operate and how they achieve their outcomes, all in-
terventions have a “program theory”. However, what
is often lacking is an explicit recognition of the pro-
gram theory (Weiss, 1997; McClintock, 1990). The
explicit recognition of the theory behind STD preven-
tion and control activities is often overlooked in
daily operations because many have been used rou-
tinely for many years. However, it may be necessary

for managers to think about and identify the scien-
tific and rational reasons why activities are conducted.
STD prevention programs should be based on scien-
tific evidence and evaluation should examine how
the program in practice differs from the program in
theory.

Evaluation activities should also follow the
program’s developmental stages. In general, there is a
natural developmental sequence that intervention pro-
grams follow, and the evaluation activities should
match the development level of the intervention ap-
propriately. The program stage will determine the level
of effort and the methods to be used. See Appendix E-
C for uses and types of evaluation.

Formative Evaluation

When new programs, new interventions, new proce-
dures, or new elements of existing programs are pro-
posed, formative evaluation is indicated. Formative
evaluations in the pre-implementation and design phase
of a project emphasize needs assessment, and their data
gathering may involve extensive community analysis
or community identification procedures in addition to
inquiry into a program setting and existing clientele.
Formative evaluations are designed to help identify
needs or gaps in service which the new program should
address or to answer other questions that need to be
answered (e.g., What is the most efficient way to re-
cruit participants?, What types of program activities
are desired?, What are consumer preferences for dif-
ferent STD test procedures?) (Wylle, 1992; Tessmer,
1994).

EXAMPLE: It is assumed that female clients would
prefer urine based testing over those involving pelvic
examinations; however, until formative information
is obtained, program planners may not be initiating
an intervention most acceptable/desired by the clients.

Thus, formative evaluations are conducted to col-
lect data which provide information about the inter-
vention that is being delivered. It is not just process
information (how many tests will be done), but also
how the clients react or respond to the intervention.

EXAMPLE: Whether female clients prefer a urine
test because it is quick and does not require being un-
dressed and undergoing an invasive procedure, or
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whether they prefer to feel that their “test” is more
complete because a pelvic examination or pap smear
was done.

Evaluability Assessment

When the evaluation of existing programs is desired,
an evaluability assessment should be conducted. An
evaluability assessment will determine to what extent
an evaluation is possible (Smith, 1989, 1990; Smith
1981; Fisher, 1982). In conducting an evaluability as-
sessment, the evaluator must be able to clarify pro-
gram goals and objectives, determine the extent to
which the goals and objectives can be achieved, deter-
mine what data are available or could be collected to
assess program activities,  determine the program per-
formance measures and if they can be gathered at a
reasonable cost, and explain how the results will be
used. In addition, they should be able to identify the
programmatic activities responsible for bringing about
the intended results (Wholey, 1994). If the program
cannot be adequately described in this way, program
mangers should focus on gathering the appropriate
information and clarifying goals and objectives before
any other evaluation tasks are undertaken.

EXAMPLE: The STD prevention program has ob-
tained the assistance of outside experts to evaluate its
efforts to increase screening in adolescent females in
managed care settings. However, on examination, the
evaluators learn that the program’s stated objective
was to “educate providers in all managed care settings
on the need for screening.”  Further, they learn that
the program did not specify the number of providers
targeted, the number who received training, the type
and extent of managed care settings, the number of
adolescent females being screened before the interven-
tion and had no way to ascertain the number now
screened. Thus, this aspect of the program cannot be
evaluated unless additional data are gathered.

Recommendations

• A formative evaluation should be conducted
when a new intervention or program is un-
dertaken or when a different way of conduct-
ing an intervention is developed.

• An evaluability assessment should be con-
ducted when planning an evaluation of any
portion of an existing program.

Process Evaluation

As programs develop there is a need to assess how
well the implementation of the program is going and,
if needed, to make corrections. In these stages, there
are many evaluation questions that could be asked, all
having to do with program monitoring and evalua-
tion activities related to this problem. Answering these
questions involves process evaluation. Process evalua-
tions include documenting actual program function-
ing (Dehar, 1993; Finnegan, 1989), measuring expo-
sure to and diffusion of the interventions (Fortmann,
1982; Hausman, 1992; Steckler, 1992), and identify-
ing barriers to implementation (Demers, 1992). Pro-
cess evaluation includes the identification of the tar-
get population, a description of the services delivered,
the use of resources, and the qualifications and expe-
riences of the personnel participating in them (NIDA,
1991). It involves determining what services were ac-
tually delivered, to whom, and with what level of re-
sources.

EXAMPLE: Process evaluation of the effort to in-
crease screening in adolescent females would include,
at a minimum, the number of adolescent females in
the population and the number screened before and
as a part of the intervention, the tests used, and a de-
scription of the providers.

Documenting program functioning is important for
two reasons. If the program is working well, there will
be interest in replicating the program in other loca-
tions that serve similar or other populations. If the
program is not working well, it is of tremendous use
to know exactly how the program failed,  in which
component, and in what population (Chen, 1990).

EXAMPLE:  Program A conducted a formative
evaluation and determined that female clients really
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do prefer urine based screening for chlamydia and
based on prevalence data, a plan was developed to
test 90% of the target population. However, the pro-
cess information showed that half way through the
intervention period, only 10% of the women had been
tested. Instead of concluding that the effort was a fail-
ure, additional qualitative information was gathered
which showed the drop off point for urine specimens
was too public and women felt embarrassed at leav-
ing urine specimens where everyone could see.
There are program monitoring tasks which must also
be conducted before an outcome or impact evaluation
can take place. Program monitoring tasks are con-
cerned with documenting actual program functioning.
Several major questions posed in this evaluation com-
ponent are:

• Which elements of the program actually have been
implemented?
Usually the practical problem here is that there are
no data readily available to answer the question.
When that occurs, the “answer” may be a guess
rather than supported by evidence.

Example: One of the program’s surveillance ob-
jectives is for all laboratories in the area to report
all positive syphilis serologies within a specified
time. Unless the program staff can document how
many laboratories there are, how many do serolo-
gies, and how often results are reported, that as-
pect of the program can only be estimated.

• What are the types and volume of treatments or
services actually provided to clients?
This question is important to answer both for ac-
countability purposes and also to assist in the de-
velopment of an outcome evaluation subsequent to
program implementation.

Example: If the program is concerned with pre-
venting congenital syphilis, it is not only necessary
to have laboratory data on syphilis serologies, but
is also necessary to know how many pregnant
women there are, how many receive testing for
syphilis and at what stage of pregnancy.

• What are the characteristics of program partici-
pants?
It is important to determine if the recipients of pro-
gram services resemble the intended "target group"

as identified in the program design and develop-
ment stage. An effective intervention  administered
to a non-target group may be just as useless as an
ineffective intervention administered to a targeted
group.

EXAMPLE: If the STD prevention program has
determined that most congenital syphilis cases have
occurred in newborns of adolescents, but syphilis
testing occurs mostly in adult women with private
insurance, then the target population is not being
reached.

 Program monitoring can function as quality as-
surance of activities. Managers and staff should de-
velop tools to ensure that the daily operations are
functioning as they should. Corrections are more
easily made when detected early and are less likely
to create long-term, large scale damage to program
progress.

EXAMPLES: Program monitoring may include
chart reviews, direct observation of interviews and
counseling sessions, routine analysis of laboratory
reporting, and analysis of screening procedures and
results.

An increased focus on accountability by funding
sources has also increased requirements for evidence
that a program is delivering what was paid for. Regu-
lar feedback from monitoring can be one of the most
powerful tools a program manager has for document-
ing the operational effectiveness of a project, justify-
ing staff, defending the continued existence of the pro-
gram and even requesting additional support.

Finally, the information gained through program
monitoring is necessary to determine which (if any)
aspect of the program is appropriate for impact evalu-
ation. The reason for this should be obvious, but it's
often overlooked in the rush to evaluate program im-
pact: programs (or components of programs) that don't
exist or don’t exist as intended should not be evalu-
ated for impact (Rossi, 1998).

Outcome Evaluation

When process evaluation shows that the program was
implemented properly, there is often interest in mea-
suring the effectiveness of the actual program (Mohr,
1995). Outcome evaluation is concerned with the end
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result of STD prevention and interventions that have
an effect on the health of populations. Criteria for us-
ing outcomes for evaluation include: (1) being objec-
tive, in that outcomes can be observed; (2) being mea-
surable in ways that are reliable and valid; (3) being
attributable to the intervention delivered; and (4) be-
ing sensitive to the degree of change expected by the
intervention. For STD prevention programs there are
a number of different outcomes that can be measured:
biological, behavioral, cognitive, economic, and health
status. The ultimate outcome is a change in morbidity
or mortality. Because the expertise and time commit-
ments to conduct outcome evaluations are often not
available to STD prevention programs within health
departments, such evaluations may be done by out-
side evaluators. Outcome evaluation typically requires
some understanding of research design. [Key points
are discussed below so that managers can work effec-
tively with evaluators.]

  In some cases, it may be relevant to consider out-
comes that are not directly measurable (for example,
some of the sequelae of PID typically occur years after
the initial chlamydial or gonorrheal infection). Such
outcomes may still be worthwhile to consider, espe-
cially for purposes of economic evaluations. In such
cases, it may be advisable to use estimates from pub-
lished literature of the rates at which outcomes occur
and vary the rates over a reasonable range (as an ex-
ample, PID is estimated to occur in 10% - 40% of
untreated gonorrheal and chlamydial infections; the
effectiveness of the program in preventing PID could
be assessed at each end of that range, plus some figure
in the middle, such as 20% or 25%). This is a tech-
nique known as sensitivity analysis, and can also be
used with figures that are known and measurable to
determine how program performance may be affected
if circumstances change. For example, an on-site syphi-
lis screening program may not be justifiable given the
current rate of positive tests, but might be worthwhile
to conduct if syphilis incidence increased from cur-
rent levels (Haddix, 1996; Gold, 1996).

The use of the terms outcome and impact have been
used in conflicting ways in the past. However, one use-
ful description of the definition of each is: outcome
evaluation is the measuring of the effectiveness of an
intervention on the target population, whereas impact

evaluation attempts to measure the total effect of a
prevention program on the community as a whole
(NIDA, 1991). In this document we will use the term
“outcome”.

“Outcome” implies measures of effectiveness of an
actual program. To assess outcomes, it is first essen-
tial to define in specific quantitative terms what the
intended program effect is. To carry out a credible as-
sessment of outcomes, it is then essential to design a
scientific study, as rigorous and systematic as resources
allow.

Defining Program Effect
To define the effect of the program it is necessary to
define measurable goals. This is often difficult or im-
possible because theoretical goals of the program
must be connected to empirical, measurable indica-
tors in the real world. Programs without measurable
goals cannot be rigorously evaluated.

Designing the Study
Designing an appropriate outcome or impact study is
complicated; evaluators must overcome the challenges
of building into the evaluation plan the ability to un-
ambiguously infer that, if there is a change recorded
in outcomes measurements, the change is due to the
actions of the program and not to other external or
internal influences.

External influences, often called confounders, are a
potential explanation for program outcome. If the
design is not well developed, it is often easy to jump
to inaccurate conclusions (i.e., the intervention had
an effect, when in reality there is little or no correla-
tion.)

EXAMPLE: Reduced STD morbidity might actu-
ally be due to the effects of increased screening and
treatment programs or education. Internal influences
also need to be considered. For instance, peer counsel-
ing programs may purposely or inadvertently recruit
adolescents who are already motivated to change be-
haviors. When testing for STDs in this group shows a
lower prevalence than in similar adolescents, the re-
sults probably show an unrealistically high estimate
of program efficacy compared to the adolescents who
did not volunteer for the program.
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Randomized Trials

The evaluation design that is considered to produce
the strongest evidence that a program intervention or
activity contributed to change is the randomized con-
trol trial (RCT). The rationale for this design is well
established. In brief, the essence of a randomized trial
lies in the random assignment of subjects to be ex-
posed to the intervention or to be a control (not ex-
posed to the intervention). By using the rule of chance,
intervention and control groups are, on average, com-
parable before exposure. Because of this initial equiva-
lence, if outcome differences between those who do
and do not receive the intervention are statistically
detected, they are highly likely to be due to the opera-
tion or processes of the intervention.

Quasi-experiments

Although randomized trials provide the strongest evi-
dence about a program’s effectiveness they may not
be feasible to implement. RCTs are costly, time con-
suming, can be subject to methodological flaws, and
may not be considered ethical to conduct if withhold-
ing an intervention from one group may adversely af-
fect opportunities for improved health status. Thus,
evaluators turn to the analysis of quasi-experiments,
defined generally as any research design that does not
utilize random assignment to deliberately construct an
initial equivalence between groups. Quasi-experimen-
tal designs use a control group which is separate from
the experimental group and not randomized. When
randomized trials  are not possible and quasi-experi-
ments are substituted in their place, specific design fea-
tures usually have to be instituted to rule out or elimi-
nate each alternate explanation to the hypothesis of
treatment effects.

Economic Evaluation

Economic evaluation considers both the outcomes of
a program and the cost of producing those outcomes.
In some cases, the most effective program may also
have the lowest cost, but it is not necessarily true that
the lowest-cost option is the most cost effective. It is
also possible that the program that produces the most
units of a given outcome may be impractical to imple-
ment because it is so costly that it diverts too many

resources from other uses, or requires more resources
than are available. An example is provided at the end
of this subsection.

To conduct an economic evaluation, it is necessary
to know what resources are used in a program, and
what these resources cost. In some cases, the costs are
not direct (i.e., they don’t have to be paid), but indi-
rect (such as an opportunity cost, which is the cost of
using a resource in a given program that could be used
elsewhere). This process involves measuring or esti-
mating the value of facilities, equipment, personnel,
and other resources used. Sometimes patient time com-
mitments and travel costs are relevant, as well
(Drummond, 1987). Adequately determining appro-
priate costs can be difficult, and should not be under-
taken without the help of someone familiar with eco-
nomic analyses (Rossi, 1998).

What costs are included in the analysis will depend
upon the perspective chosen. The perspective of an
analysis determines which costs are considered. The
broadest perspective is societal, which includes all costs
borne by all parts of society, including local programs,
the health care system as a whole, and patients. More
limited perspectives are also often used which do not
consider the costs borne by some groups in the economy.

EXAMPLE: Client travel costs and time costs for
clinic visits would not be relevant from a health care
system perspective because the health care system does
not pay for them, but would be for a societal perspec-
tive analysis which includes all costs. The perspective
should be appropriate for the particular issue being
analyzed (Haddix, 1996).

Types of Economic Evaluation

Cost Analysis
The simplest form of economic evaluation is a cost
analysis. Because it considers only the costs, however,
it is a partial economic evaluation (Drummond, 1987).
To conduct a cost analysis the costs of a program must
be determined, making sure to collect all relevant costs
for the perspective being used (Haddix, 1996).

EXAMPLE: The STD prevention program might de-
termine the cost of screening for chlamydia in family
planning clinics, or the cost to follow women who
tested positive for chlamydia in a private medical fa-
cility to get them treated.
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It is important to conduct cost analyses when ap-
propriate. However, at a minimum, the state/local
health department should calculate the cost per ser-
vice unit for each of its major prevention programs
(the ‘service unit’ will depend on the program; for ex-
ample, in an STD clinic, costs could be expressed as
dollars per patient visit; dollars per gonorrhea, syphi-
lis, or chlamydia test; or dollars per infection identi-
fied and treated).

Once costs are determined, there are three common
methods used for comparing the costs and conse-
quences of different interventions: cost effectiveness,
cost-utility, and cost-benefit analysis.

Cost Effectiveness Analysis (CEA)
CEA divides the net cost of a program by the out-
comes produced by the program. The outcomes cho-
sen are generally the health effects targeted by the pro-
gram, such as cases of disease prevented or lives saved.
The result will be expressed as the net cost per unit of
outcome.

EXAMPLE: In comparing programs that promote
the detection of chlamydia, the unit of measure for
the CEA might be “cases of PID averted”.

This differs from the per-unit cost analysis presented
in the previous section in that the cost savings associ-
ated with the adverse outcomes averted or with the
desirable outcomes produced are incorporated into the
net cost. This is the most commonly used type of eco-
nomic analysis in the health field, and is especially well-
suited to comparing different interventions or pro-
grams that share the same outcome (Haddix, 1996).
The interventions can be ranked in order of increasing
effectiveness, and the cost effects of moving from one
intervention to the next most effective one can be eas-
ily determined. It is less effective in comparing inter-
ventions that produce different outcomes, because it
does not provide a common outcome measure.

EXAMPLE: CEA would be more helpful in com-
paring two chlamydia screening programs than in com-
paring a chlamydia screening program with a cancer
prevention program.

Cost-Utility Analysis (CUA)
CUA is similar to CEA, except that the program out-
comes are measured in common terms across inter-
ventions, most commonly quality-adjusted life years

(QALY) (Haddix, 1996; Farnham, 1996). With this
approach, interventions that produce different out-
comes (such as chlamydia prevention and cancer pre-
vention) can be compared -- the different outcomes
are translated into QALYs; it is then theoretically pos-
sible to determine the most efficient use of resources
to produce the maximum amount of health. However,
actually determining the QALYs gained by preventing
a case of infection is not a straightforward task. QALY
measures for STD outcomes are not well-developed.
In other programs, CUA is most commonly used in
programs with significant non-health benefits and is
often used to determine whether to fund the program
or not (Farnham, 1996).

Cost-Benefit Analysis (CBA)
CBA is also similar to CEA, except that it places a
monetary value on the outcomes of programs. In the
above example of CEA, the monetary value per case
of PID averted would be determined and factored into
the net cost. In theory, this is the broadest form of
analysis because it can be determined whether the ben-
efits of a program justify its costs. However, in prac-
tice it is also limited to a comparison of those specific
costs and benefits that can easily be expressed in terms
of money (Drummond, 1987). Cost benefit analysis
often presents controversial questions, such as, “What
is the value of saving a life?” or, “Is the life of an older
person worth as much as the life of a younger per-
son?”  Determining the answers to these questions is
not straightforward, and no clear consensus method-
ology has emerged. Because of these difficulties, CEA
and CUA are more often used in health programs
(Farnham, 1996).

EXAMPLE: The following example provides hy-
pothetical data to illustrate the concepts presented
above regarding economic analyses.

A program manager wishes to evaluate the gonor-
rhea screening program at one of the program’s clin-
ics. All women under 25 years of age are routinely
tested when they present to the clinic. After collecting
the costs for staffing, supplies, testing equipment, and
clinic overhead, it is determined that the program cur-
rently costs $50,000 per year. This is the cost analysis
of the program. It is further determined that 2,500
tests are performed each year, for a cost of $20 per
test. The screening program leads to the detection and
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treatment of 50 cases of gonorrhea, and is estimated
to prevent 10 cases of PID per year.

The manager wants to compare the effects of two
possible alternatives to the screening program which
routinely tests all women under 25 years of age:  se-
lective screening based upon a risk assessment, and
expanded universal screening for all women under 35
years old. This is a cost effectiveness analysis (CEA).
After adding up the costs and subtracting the savings
from the cases of PID averted, the costs and outcomes
of the three alternatives are:

Measures

Issues pertaining to data collection and measurement
are relevant for all levels of evaluation. The  selection
of indicators, instruments, measures, and data sources
depends largely on the purpose and state of the pro-
gram. One of the most basic considerations in select-
ing indicators is that they reflect the central goals and
objectives of the program (NIDA, 1991). There are
alternate methods that can be used to gather data for
specific indicators, which vary in reliability, validity,

depth, and cost. The method should reflect
the priority being given to the indicator and
the resources available for the evaluation.
For example, if the process by which ado-
lescents are believed to have access to health
care needs to be thoroughly analyzed, the
question may be approached by means of

focus groups or in-depth individual interviews, a high
cost approach because of the use of highly trained mod-
erators or interviewers. However if only a cursory pic-
ture is required, then a few questions in a process evalu-
ation might be sufficient (NIDA, 1991).

Evaluation activities in recent years have gone be-
yond basic budget and staff monitoring to count pro-
gram outputs, such as services delivered to clients. Mea-
surement of some outputs, such as counting the number
of women screened and treated for chlamydia, cap-
tures the intended result of the program (Newcomer,
1997). Assessment of service delivery at the local level
is not new, but linking the measures or indicators to
program mission, setting performance targets, and
regularly reporting on the achievement of target levels
are relatively new features in performance measure-
ment (Newcomer, 1997). The website www.cdc.gov/
nchstp/dstd/hedis.htm includes information on the
HEDIS chlamydia measure and software developed to
evaluate resource allocations.

Performance measurement is an inclusive term that
may refer to the routine measurement of program in-
puts, outputs, intermediate results, or eventual out-
comes (Newcomer, 1997). Performance measurement
“consists of the systematic description and judgement
of programs and, to the extent feasible, systematic as-
sessment of the extent to which they have the intended
results” (Wholey, 1994; Newcomer, 1997).

Which program is “best” will be partially determined
by the resources that the health department can de-
vote to screening. The risk assessment approach is not
necessarily the most cost effective, despite having the
lowest net cost. It also prevents the fewest cases of
PID. Similarly, while testing all women less than 35
years old prevents the most cases of PID, the cost per
case prevented is highest and may require a level of
funding that is unavailable. If the net cost of testing
all women under 35 years old had the lowest net cost,
it would unequivocally be the most cost effective, be-
cause it would represent the lowest cost program that
also prevented the largest number of cases of PID. Even
when CEA does not provide a clear-cut best choice it
gives policy makers information that can help them
make resource allocation decisions.

Recommendation

• At a minimum, programs should calculate the
cost per service unit for each of its major pre-
vention programs.

Cases of PID Cost per Case
Testing Approach Net Cost Prevented Prevented

Risk Assessment $30,000 9 $3,333
Test All < 25 Years  40,000 10  4,000
Test All < 35 Years  66,000 12  5,500
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In-depth program evaluations are usually done by
organizations such as contractors and universities,
while performance measurement is often done by the
programs. The ability to truly measure outcomes is
limited. For instance, it is very difficult to measure the
prevention of congenital syphilis in a population; there-
fore, many agencies and programs measure non-pre-
vention as a substitute, e.g. number of pregnant women
screened for syphilis (Hatry, 1997).

Beginning October 1, 1997, Federal departments
and agencies were required to prepare strategic plans
which were forwarded to the Office of Management
and Budget, to the President, and on to Congress. These
plans are a part of the Government Performance and
Results Act (GPRA) of 1993. GPRA compares actual
performance with the goal levels that were set by the
agency’s annual performance plans. The goal levels set
by CDC, and the achievement thereof, are in part de-
pendent on the achievement of state and local STD
prevention program goals and objectives.

PRACTICAL CONSIDERATIONS

Overcoming Barriers

The different motivations and goals of stakeholders
can bring conflicts to the evaluation process. Likewise,
there can also be tensions between the program staff
and evaluators, especially if the evaluators are from
“outside” and were not a part of the project from the
beginning. There may be mutual misunderstanding
about the purposes and conduct of the program evalu-
ation. Plans for conflict resolution should be deter-
mined at the beginning of any evaluation effort (Short,
1996). Conflicts in any of these areas can result in one
or more of the stakeholders or evaluators erecting bar-
riers to the process and almost guaranteeing that the
results, however well founded, will not be used.

Resources

It is very important to make sure that appropriate re-
sources are available for doing the evaluations through-
out the various steps and stages of the program. If the
organization has no monetary resources dedicated for
evaluation and is unwilling to free up staff time, the

feasibility of conducting an adequate evaluation must
be questioned. Therefore, it is important that programs
budget for evaluation in the planning stage. It can also
be helpful to look for other options for doing evalua-
tions, such as volunteers or students from local uni-
versities. Volunteers can help train staff and  mobilize
a process of self- evaluation useful to the organiza-
tion. Students may be interested in conducting evalu-
ations  to gain work experience, develop professional
relationships with health departments, or work in col-
laboration to obtain data to assist in educational re-
quirements, such as completing a thesis.

Another issue of real importance is that of “over-
kill” in evaluation efforts. Some evaluations can cost
as much as the program to be evaluated. While there
are no hard and fast rules about the proportion of a
program’s budget to be spent on evaluations, it is use-
ful to tailor the size of the evaluation to the impor-
tance of the decisions which need to be made, or the
importance of the intervention to the overall public
health objective.

The amount of time an evaluator can devote to the
project is dependent on the available budget. Avail-
able time, combined with other resources, significantly
influences the choice of methods. Site visits, for ex-
ample, incur costs in terms of staff time as well as
travel. Special outcome measures require substantial
staff time for development, pilot testing, and analysis.
Assessing more rather than fewer program participants,
as another example, has significant cost implications
for the program. Abundant resources available for
evaluation are generally not found in STD and other
public health programs, so there must be an effort to
maintain a reasonable balance between the demand
of scientific rigor and credibility and those of the bud-
get (Herman, 1987).

At a minimum, the number and type of people in-
volved in conducting an evaluation are the program
manager, who understands the program and evalua-
tion and knows of the resources available, the pro-
gram staff who have experience with the program’s
activities and their target groups, and an evaluator,
who knows the evaluation process and has expertise
with specific methods and technical issues (Porteous,
1997). Another option is to collaborate with the evalu-
ation team of an equivalent or sister program, or to
join forces in a multi-site evaluation effort.
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As the scope and limits of activities are defined, finan-
cial and staff resources, as well as expectations of the
evaluation must be kept in mind. Organizations with
an in-house evaluation staff of experienced epidemi-
ologists, behavioral scientists, health planners, and
evaluation specialties can be expected to conduct a
more comprehensive, sophisticated, resource intensive,
and wider array of evaluation activities than organi-
zations with smaller budgets and fewer in-house staff
resources (Schechter, 1993). However, an outside
source for the evaluation should be considered when
objectivity is needed, the necessary skills are not avail-
able in the organization, there is a lack of time or in-
terest among staff, and if the budget is available
(Marris, 1998).

Conducting an evaluation takes time and resources
that are easily forgotten or overlooked. It is essential,
when designing programs, that detailed evaluation
steps and costs are included as part of the project ac-
tion plan and budget. Consider a budget and time line
for each of the following steps:

• Designing the evaluation
• Developing the measurement instruments
• Pilot testing measurement instruments
• Revising measurement instruments
• Collecting the data
• Processing the data
• Analyzing the data
• Writing the report
• Disseminating the results
• Critiquing the whole process.

Ethics

Many evaluations have the potential for putting indi-
viduals or groups and their work into a bad light or a
good one. In addition, some evaluations have the po-
tential for doing real or perceived harm to individuals
or groups, both in the target population and in the
staffs who are part of the program being evaluated.
Evaluations which are conducted without regard to
the people involved can also cause harm to the rela-
tionship between the communities and the health de-
partment or within parts of the agency itself. Those
collecting information should be vigilant in keeping

the confidentiality of participants and staff and be re-
spectful of cultural values, language differences, and
be as least disruptive as possible (Sanders, 1994).
Data collection should be conducted in light of ethical
considerations (e.g, it may not be ethical to random-
ize a subgroup not to receive an intervention which
has proven to be effective), resources (e.g., data col-
lection should not compromise delivery of critical pro-
gram services), and sensitivities of program personnel
(e.g., staff may feel concerned that evaluation results
may shed a negative light on the program or their own
work).

Standards to Consider in a Practical Evaluation

CDC has accepted the set of standards developed by
the Joint Committee on Educational Evaluation (1994)
which have been endorsed by a number of other pro-
fessional organizations. As the steps in evaluation are
undertaken, the standards are used to help determine
the soundness of public health evaluation efforts.
These standards are intended to ensure that:

• an evaluation will serve the information needs of
its intended users. (Utility standards)

• an evaluation will be realistic, prudent, diplomatic,
and frugal. (Feasibility standards)

• an evaluation will be conducted legally, ethically
and with regard for the welfare of those involved
in the evaluation, as well as those affected by the
results. (Propriety standards)

• an evaluation will reveal and convey technically ad-
equate information about the features that deter-
mine worth or merit of the program being evalu-
ated. (Accuracy standards)  (MMWR, 1999)

Recommendations

• Programs should include funds for evaluations
in their budgets.

• Programs should consider utility standards,
feasibility standards, propriety standards, and
accuracy standards when performing evalua-
tions.
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Appendix E–A

LOGIC MODEL

Activities Service Delivery/ Intermediate results/ Impact
Process Outcome

Identify and establish
______# of new
chlamydia screening
sites in XX zip code.

Screen ______% of
sexually active
females age 15-25 in
new sites during
2001.

Reduce the  preva-
lence of  chlamydia,
in this population by
______% in 2001.

Train providers at
sites and distribute
pocket treatment
guidelines.

Ensure timely treat-
ment of ______% of
infected women
identified at the sites
during 2001.

Reduce STD
related PID  in
this population
by _______%
by January 1,
2002.

Train counselors.
Counsel above
females to refer
_______% of male
partners for exam/Rx

Prevent transmission
to estimated ______#
of potential female
partners of infected
males, in 2001.

Community liaison to
leverage support.
Medical trainer.
Counselor trainer.

Finances for
laboratory to process
additional speci-
mens. Office space
for counselor.

Resources
needed.

➜

➜

➜

➜

➜

➜

➜
➜ ➜➜ ➜

➜

➜

➜

➜➜
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Appendix E–B

EXAMPLES OF OBJECTIVES

Good Objectives

1. Reduce the number of cases of STD-associated PID by 10% by January 1, 2002, in women age 15-
25 who receive medical care in the ABC Managed Care Group (medicaid managed care contrac-
tor). The following objectives all pertain only to women in this target population and are to be
achieved in the calendar year 2001.

A. Ensure annual chlamydia screening of 95% of sexually active women between the ages of 15-25.

B. Ensure appropriate treatment for chlamydia, in 95% of this population, within 7 days of receipt
of test results.

C. Ensure appropriate treatment for chlamydia in an average of at least one male sex partner per
infected woman, for 80% of women who are treated for chlamydia.

Poorly Designed Objectives

1. Reduce the number of cases of chlamydia-associated PID by 50%, in women in the ABC Managed
Care Group. (50% is probably set too high, all women in the group would not be at risk for
chlamydia, and the cost for screening would be prohibitive.)

A. Ensure chlamydia screening of all women. (How often should the screening be done? All women
are not at risk for chlamydia - some are young girls, some are old, and a few are not sexually
active. This is not specific, realistic or time-framed.)

B. Ensure treatment for chlamydia for all women. (Only appropriate, recommended therapy should
be acceptable. A target level is needed as 100% is usually not attainable, and a reasonable time
period for treatment needs to be set; otherwise, a lapse of months would be acceptable. This is
not specific, measurable, realistic, or time-framed.)

C. Ensure appropriate treatment for male sex partners of women with chlamydia. (How many
male sex partners? For what percent of women will the program strive to provide this interven-
tion? This is not specific, realistic, or time-framed.)

Good Objective

Provide “enhanced risk-reduction counseling” (according to Counseling Guidelines) to 80% of males
15-18, who attend the Local Community Clinic, during the summer months, June-August 2000. (This
process objective tells specifically what will be offered, to whom, and when.)

Poorly Designed Objective

Reach 500 youths through outreach. (All the key words here are vague - reach, youths, outreach. This
objective could be measured in any way and so is not really measurable, it is not specific, not time-
framed.)
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Appendix E–C

TYPES AND USES OF EVALUATION

Types of Evaluations When to use What it shows Why it is useful

• During the development
of a new program.

• When an existing
program is being
modified or is being
used in a new setting or
with a new population.

• As soon as program
implementation begins.

• During operation of an
existing program.

• After the program has
made contact with at
least one person or
group in the target
population.

• At the beginning of a
program.

• During the operation of
an existing program.

• During the operation of
an existing program at
appropriate intervals.

• At the end of a
program.

• Whether the proposed
program elements are likely
to be needed, understood,
and accepted by the popu-
lation you want to reach.

• The extent to which an
evaluation is possible, based
on the goals and objectives.

• How well the program is
working.

• The extent to which the
program is being imple-
mented as designed.

• Whether the program is
accessible and acceptable to
its target population.

• The degree to which the
program is having an effect
on the target population’s
behaviors.

• What resources are being
used in a program and their
costs (direct and indirect)
compared to outcomes.

• The degree to which the
program meets its ultimate
goal on the overall rate of
STD transmission (how much
has program X decreased
the morbidity of an STD
beyond the study popula-
tion).

• It allows for modifica-
tions to be made to
the plan before full
implementatioan
begins.

• Maximizes the
likelihood that the
program will succeed.

• Provides an early
warning for any
problems that may
occur.

• Allows programs to
monitor how well their
program plans and
activities are working.

• Tells whether the
program is being
effective in meeting it’s
objectives.

• Provides program
managers and funders
a way to assess cost
relative to effects.
“How much bang for
your buck.”

• Provides evidence for
use in policy and
funding decisions.

Formative Evaluation
Evaluability Assessment
Needs Assessment

Process Evaluation
Program Monitoring

Outcome Evaluation
Objectives-Based
Evaluation

Economic Evaluation:
Cost Analysis, Cost-Ef-
fectiveness Evaluation,
Cost-Benefit Analysis,
Cost-Utility Analysis

Impact Evaluation
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Appendix E–D

EVALUATION GLOSSARY

Evaluation: The process of determining whether pro-
grams—or certain aspects of programs—are appropri-
ate, adequate, effective, and efficient.

Evaluation Types/Stages

Cost Analysis: The simplest form of economic evalua-
tion which considers only the cost of the program.

Cost-Benefit Analysis: An evaluation of the relation-
ship between program costs and outcomes expressed
in monetary terms.

Cost-Effectiveness Analysis: An evaluation of the re-
lationship between program costs and outcomes.  Can
be used to compare different interventions with the
same outcomes to determine effectiveness.

Cost-Utility Analysis: An evaluation of the relation-
ship between program costs and outcomes usually mea-
sured in quality-adjusted life years (QALY).  Can be
used to compare interventions with different outcomes.

Economic Evaluation: Evaluation that considers both
the outcomes of a program and the cost of producing
those outcomes.

Evaluability Assessment: A way of determining to what
extent an evaluation is possible by examining program
goals and objectives, available and collectable program
data, and program activities.

Formative Evaluation: An evaluation designed to make
sure that program plans, procedures, activities, mate-
rials, and modifications will work as planned.

Impact Evaluation: Examines the ultimate impact of a
program on some type of community problem.

Needs Assessment: Used in program planning to plan
for decisions about program implementation.  It is a
process by which information is collected from the
target population or community in an effort to match
the needs and wants of the target audience, the pro-
gram organization, and the community.

Outcome Evaluation: An evaluation that measures
changes the program has made in participants/clients
based upon program objective.

Process Evaluation: An evaluation designed to assess
how well the implementation of the program is going,
such as the extent to which the program is operating
consistently with objectives and procedures originally
defined for them.

Program Monitoring: An element of process evalua-
tion in which program activities are observed and re-
corded to ensure the quality and fidelity of daily pro-
gram operations.

Evaluation Methods

Qualitative Methods: Ways of gathering data that are
open-ended and descriptive and used to collect in-
depth information from the target population.  Ex-
amples: interviews, focus groups, observations, etc.

Quantitative Methods: Ways of gathering data (ex-
ample surveys) that can be expressed numerically to
collect information and draw conclusions about the
changes the program had on participants.

Quasi-Experiments: An evaluation design/method
where participants are not randomly assigned into
groups.

Participatory: A more inclusive approach to evalua-
tion that seeks out different levels of stakeholders to
help shape evaluation design.

Randomized Trials: An evaluation design where par-
ticipants are randomly/by chance assigned to groups
that will either receive the program or not.  This
method is considered to produce the strongest evidence
that the program contributed to changes in partici-
pants.

Other Evaluation Terminology

Activities: What the program does with the inputs to
fulfill its goals.

Effectiveness: The extent to which a program was suc-
cessful in producing a change among participants.

Inputs: Resources dedicated for program delivery.
Examples are: money, staff, time, facilities, equipment,
etc.
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