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This Prospectus is an outgrowth of the ASCI "Curves
and Barriers” effort whose goal was to identify and
define ASCI's technology needs over the next five years
and to compare them with road maps for those tech-
nologies that are driven by general market forces. The
resultant information will help the ASCI team distin-
guish and identify (a) which technologies will evolve as
a result of general market forces to meet ASCI's needs
and schedule; (b) which technologies will acquire the
needed capabilities but will require acceleration to
match the ASCI road maps; and (c) which technology
capabilities need to be developed by ASCI alone.

The success of this strategy of creating technology road
maps to plan our development activities and investments
depends on how accurately we understand development
directions and schedules for all the relevant software and
hardware technologies and methodologies. It is this cur-
rent understanding of ASCI's needs and of technology
trends that is described in this report. We invite the
high-performance computing communities in the com-
mercial sector and academia to critique our assessment

and help us to improve it.

Background
Today's large-scale scientific and engineering applications
are able to simulate and model extremely complex phe-
nomena and devices with increasing fidelity. Multiple
models need to be integrated into unified application
programs to simulate complex phenomena. Furthermore,
multiple, geographically distributed teams must share a
succession of computing platforms, visualization servers,
and archival storage systems. The hard-
ware resources are similarly heteroge-

neous and geographically distributed,
and are replaced frequently by more

powerful ones.

Almost all of today's technical computing is carried out
on systems whose building blocks, often called nodes,
are servers with 2 to 32 processors and are built with
commodity parts. Large-scale scientific and engineering
applications require closely coupled systems with hun-
dreds to thousands of nodes.

The current ASCI computing platform and future devel-
opment strategy is consistent with this trend. ASCI uses
commercial building blocks. The difference lies in
ASClI’s scale and schedule. ASClI's mission requires sys-
tems with peak speeds of 100 teraOPS by 2005 (subject
to budget constraints). In this time frame, on the order
of 10,000 processors will be needed to achieve such
speeds. Effective use and operation of so many proces-
sors presents challenges for scaling both the hardware
and the system software.

The scale and complexity of ASCl's and other large-scale
scientific and engineering computations require much
more than big hardware platforms for evaluating data.
Visualization, data storage and manipulation, and net-
working are also needed. Furthermore, effective use of
systems with thousands of processors requires new or
improved algorithms, software tools, compilers, run-time
systems, debuggers, visualization systems, etc.

In fact, so much needs to be done to create the comput-

ing environments required by ASCI that it is extremely

important that we analyze existing trends in technolo-

gies so that we can:

1. take advantage of the ones that will provide the needed
capabilities without special stimulus from us,

2. adapt our approaches to utilize the broad existing
trends as much as possible, and

3. invest in creating the tools we need that cannot be
obtained through projected developments.

Dr. Paul C. Messina is the Director of the Center for Advanced Computer Research at the California
Institute of Technology (CalTech) in Pasadena, CA.
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Because ASClI's applications require huge computing
power, their development schedule is perforce very
ambitious. Therefore ASCl's computing platform needs
to outpace the technologies’ normal evolution as a result
of general market forces. In this, ASCI is not alone.
Most large-scale scientific and engineering applications
have similar needs, although usually without the brutal
mission-driven timetable. Regardless, such similarities
provide many opportunities for collaborations with other
high-performance communities. Ambitious schedules are
not the only governing force for ASCI.

Other big needs are satisfied as much as possible with
mass market commercial products — a technical commu-
nity trend. General market forces dictate the develop-
ment of many software and hardware technologies that
benefit technical computing. Still, differences remain
between high-end technical and commercial computing
that require many software and some hardware products
to be enhanced for ASCI. Such differences involve the
scale of computations, their memory access patterns, the
ratio of floating-point to other instructions, the type and
volume of data produced by the simulation codes, the
computing patterns of scientific and engineering simula-
tions, and the analyses needed to interpret the output.
Moreover, scaling software and hardware to work effec-
tively on configurations with thousands of processors is a
key requirement for ASCI and other high-end technical
computing projects.

Hopefully, the realization that ASCI's needs are largely
the same as those of other large-scale scientific and engi-
neering computing applications will motivate researchers
to develop technologies that will meet our needs and
those of high-end technical computing in general.
Equally important, by describing its technology require-
ments over the next few years, ASCI might motivate
commercial companies to develop products that it needs.
Many companies have noticed that the needs of high-
end scientific computing are often harbingers of mass
market requirements.

The mere exercise of identifying what technologies we
need should help us sort out what is really important and
what we need to do. For example, brute force extrapola-
tion of network bandwidth needs, based on current usage

v

models, might lead to infeasible requirements. This tells
us that we should look for different ways to approach
the task.

We understand that the ASCI program and its targets are
influencing the rest of the world. But the resources
available to us are not sufficient to meet our goals.
Developing the technology curves and identifying hur-
dles and barriers each faces allows us to concentrate our
resources where we need them most. Such objective
analysis reduces the widely recognized "Not Invented
Here" syndrome and helps us generate milestones for

measuring progress towards our goals.

In summary, this report records ASCl's attempt to:

1. define computing capabilities needed to meet its
mission goals;

2. derive corresponding technology road maps;

3. chart the evolution in relevant software technologies
that is expected over the next few years because of
general market demands;

4. map those trends against its road maps and identify
the areas that will need targeted efforts to meet its
needs.

Knowing the technology road maps, ASCI will be able

to optimize its investments in research, development,

and deployment.

To develop these technology road maps, we involved as
many experts as possible from industry, academia, and
research laboratories, but this is a difficult task and we
seek additional input by publishing this report. | invite
your thoughts on how we can best work together to
achieve the considerable technical milestones described
in this document.

Finally, it is our hope that presenting these challenges
will motivate people in the research and industrial com-
munities to try to solve them with us. We believe that
defining these curves, hurdles, and barriers will prove to
be an effective way to engage others. Delineating these
requirements may motivate the private sector to improve
its products. We can identify opportunities for coordi-
nating, collaborating, and presenting a united front with
other agencies, and we can work with the academic
researchers to identify interesting issues.



By the year 2005, the National Nuclear Security
Adminstrations's (NNSAS) current Advanced Simulation
and Computing (ASC)' supercomputers are expected to

run large simulations producing hundreds of terabytes of

complex information per simulation. Parallel computing

is the only effective means of running these huge simula-

tions, and the parallel computing environment must be

efficient and easy to use. The massive data will dictate

the need for developing platforms whose run-time systems

operate effectively at the largest scale. Saving and

retrieving this information will increase in importance

and become even more demanding. In turn, the algorithms

required for the modeling and simulation of the high-
fidelity physics packages will need scalable solvers.
Software interoperability issues will surface; a weapons
designer's need to rapidly develop software will require
software modules that can be easily and reliably integrated
with each other. Similarly, the need for efficient, quick,
and easy access to computing resources will become
paramount, increasing the need for robust computing
grids. Following closely will be the need for an ASCI
networking architecture — one that would allow the
timely movement of terascale data files through entire
local and wide area networks at speeds of hundreds of

gigabytes/s.

Emerging from these overarching needs is a host of spe-
cific capabilities needed by ASCI and visually described
in five-year road maps. These capabilities are identified
according to their current research and development
status, i.e., whether they have been accomplished, are
planned, or are faced with "hurdles” and "barriers.” The
capabilities’ successful accomplishment will, in some

measure, depend on collaborations with the rest of the

high-performance computing community. The capabilities

are categorized within eight critical technology areas:
(1) simulation development environment, (2) scalable

solvers, (3) software interoperability, (4) visualization,

(5) scientific data management and discovery, (6) data

storage and file systems, (7) grid services, and (8) networking.

Simulation Development Environment: Of fundamental
importance is the parallel computational environment
complete with scalable communication libraries and
diagnostic/debugging tools compatible with the needs
of production codes. There is a need for a common
set of standardized interfaces operable across multiple
platforms, and effective resource allocation (including

dynamic and distributed parallelism).

Scalable Solvers: Algorithms, required for the modeling
and simulation of the high-fidelity physics packages,
rely on scalable solvers. Issues of scale, both in terms of
problem size and number of processors are very impor-
tant to ASCI — balancing workloads across thousands
of processors in an often heterogeneous computing
environment. Significant collaborative research is needed
in integrating disparate codes with different structures

and varying time scales.

Software Interoperability: As software becomes more
complex, the interoperability and reusability of software
become essential. Building frameworks — a set of
reusable design patterns expressed as clearly defined
software abstractions — is one challenging approach.
Acquiring the latest component technology is another
approach. For ASCI to stay on an upward curve, more

research is needed into exploring both these approaches.

Visualization: This is an essential means for weapons
designers who need to evaluate simulation results in
minute detail. Although the best visualization hard-
ware and software are being leveraged as appropriate,
“terascale”-level scientific visualization tools are either

not commercially available or viable at this time.

"Historically known as the Accelerated Strategic Computing Initiative (ASCI), and used as such throughout this document.



Scientific Data Management and Discovery: Weapons
designers face major challenges of managing multi-
terabyte datasets in petabyte archives and understanding
and evaluating mesh-based simulation datasets. These
challenges become even more daunting because some
of the data are generated and stored remotely. Delays
in addressing data management issues of this magnitude

can significantly impact ASCI's future commitments.

Data Storage and File Systems: Another requirement is
to build many storage devices per compute node and
provide parallel access to all of them, thereby main-
taining balance between computational speeds and /O
rates. ASCI can benefit from more research and devel-
opment into improving existing, and building new,

storage and archival systems technologies.

Grid Services: Current work on developing a network

of computational grid services with a well-defined set

Vi

of interfaces aims to simplify remote access, make
usability efficient, provide needed security, and
coordinate scheduling of disparate resources. However,
ASCI can still benefit from continued and new collab-
orations with academia and industry in the building of

a computational Grid infrastructure.

Networking: Efficient movement of terascale data files
through local and wide area entire networks at speeds
of hundreds of gigabytes/s involves many challenges:
greater parallel bandwidth, increased speeds for network
interface cards, and a reconsideration of existing end-
systems such as computer architectures and I/O devices.
In general, a robust end-to-end parallel data transport

is essential to ASCl's future success.
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The Accelerated Strategic Computing Initiative
(ASCI) Computer Technology Prospectus: Vol. 1,
Simulation and Computational Science — 2000 to
2005 contains a set of comprehensive, strategic road
maps (previously known as the "ASCI curves") that gov-
ern the Advanced Simulation and Computing (ASC)?
Program’s research and development in computing tech-
nology and simulation and computer science. These road
maps — visualized in the accompanying foldout —
depict planned progress in a given area and identify crit-
ical challenges yet to be overcome for ASCI to meet the
overall objectives of the Department of Energy, National
Nuclear Security Administration (NNSA) Stockpile
Stewardship Program.

Over the last two years, three NNSA defense laborato-
ries — Sandia National Laboratories (SNL), Lawrence
Livermore National Laboratory (LLNL), and Los Alamos
National Laboratory (LANL) — have jointly developed
these technology road maps. Their collective ASCI
experience in code applications and in advanced com-
puting platforms has led to a clearer understanding of
new requirements for computational technology. The
addition of several new programs within ASCI (such as
distance computing, visualization and data management)
have added a new dimension to this understanding,
thereby requiring the development of a comprehensive,
integrated approach to achieve ASCI's objectives. The
Prospectus verbalizes an essential part of this integration

strategy.

This volume describes ASClI's vision for computing tech-
nology and its approach for achieving some remarkable,
but necessary, capabilities between the years 2000 and
2005. Eight technologies are described here, categorized
within three broad functional areas: (1) Computational
and Software Environment, (2) Data Management,
Visualization, and Storage, and (3) Distributed and
Distance Computing. Each description includes ASCl's
overall drivers, their correlation with requirements for

simulation and computer science research and develop-

ment, technical issues and challenges, a visual road map
accompanied by an annotated timeline, and the current
state of ASCI. The volume concludes by summarizing

the challenges still facing each technology area.

Collaborations with academia and industry can be par-
ticularly and mutually beneficial, since these technolo-
gies are not unique to ASCI. The goal of this Prospectus
is to invite the entire high-performance computing com-
munity to participate in addressing these computing

technology challenges.

ASCI Formation. For nearly a half century, confidence
in the U.S. nuclear deterrent was a product of computa-
tion, experimental science, and weapons physics. The
final judgments about the safety, performance, and relia-
bility of the country’s nuclear stockpile were confirmed
by nuclear test results. Because of this, computer models
much simpler than those needed today could be used
with the best available computers to help design, mod-
ernize, and maintain the stockpile. Now, without
nuclear testing as the final arbiter of scientific judgment,
weapons scientists must rely much more heavily on
sophisticated computers to simulate the complex aging
process of the weapons components and the weapons sys-
tems as a whole, and determine the impact on the nuclear

weapons stockpile.

The NNSAs Stockpile Stewardship Program was estab-
lished to develop new means of assessing the perform-
ance of nuclear weapon systems, predict their safety and
reliability, and certify their functionality. The program
must not only fulfill its responsibilities without nuclear
testing, but must also address constraints on non-nuclear
testing, the downsizing of production capability, and the
cessation of developing new weapon systems to replace
existing weapons. Further complicating matters, weapon
components are exceeding their design lifetimes, and
manufacturing issues and environmental concerns will
force changes in fabrication processes and materials of

weapon components.

"Historically known as the Accelerated Strategic Computing Initiative (ASCI), and used as such throughout this document.




All of these issues must be resolved within a fast-
approaching deadline. Not only are the weapons aging,
but so are the scientists and engineers experienced in
underground nuclear tests and in nuclear weapon design.
Since the ULS. conducted its last nuclear test in 1992, its
experience base has been declining; those who partici-
pated in the design of our enduring stockpile are fast
approaching retirement. As a result, ASCI was estab-
lished to be the focus of the NNSA’s simulation and
modeling work. ASCI's aim is to provide high-fidelity
computer simulations of weapon systems that will enable
scientists to continue making the necessary judgments
for maintaining the credibility of the nuclear deterrent.
The 2004 to 2010 timeframe is crucial for having usable,
working ASCI computer systems and codes available, so
a smooth transition from “test-based” to simulation-based
certification and assessment can be made. To achieve
this goal, experimental data from aboveground test facil-
ities must be linked with archival nuclear test data from
50 years of nuclear tests, and with improved scientific
understanding to provide high-confidence predictive
simulation capabilities to support national decisions

about the enduring stockpile.

Technology Impetus. To achieve its vision, ASCI is
accelerating the development of simulation capabilities
needed to analyze and predict the performance, safety,
and reliability of nuclear weapons and certify their func-
tionality — far exceeding what might have been
achieved in the absence of such a focused initiative.
These simulation capabilities are based on advanced
weapon codes and high-performance computing that
incorporate complete scientific models based on experi-
mental results, past tests, and theory. The computing
power required by these simulations is much greater
than that normally provided by industry. Therefore,
ASCI researchers are collaborating with their com-
puter industry counterparts to accelerate development
of much more powerful computing systems and to

invest in creating the necessary software environment.

Computational and simulation capabilities developed

through ASCI will help scientists understand aging

weapons, assess when components will have to be
replaced, and evaluate the implications of changes in
materials and fabrication processes to the design life of
the aging weapon systems. This science-based under-
standing is essential to ensure that changes brought
about through aging or remanufacturing will not

adversely affect the enduring stockpile.

To meet the needs of stockpile stewardship in the year
2005 and beyond, ASCI must solve progressively more
difficult problems as we move away from nuclear testing.
To do this, code applications must achieve higher resolu-
tion, higher fidelity, three-dimensional physics, and full-
system modeling capabilities to reduce reliance on
empirical judgments. This level of simulation requires
high-performance computing far beyond our current level
of performance. A powerful problem-solving environ-
ment must be established to support application devel-
opment and enable efficient and productive use of the
new computing systems. Therefore, by 2005, ASCI is
responsible for ensuring the:
= Development of high-performance, full-system, high-
fidelity-physics predictive codes to support weapon
assessments, renewal process analyses, accident analy-
ses, and certification.
= Stimulation of the U.S. computer manufacturing
industry to create the powerful high-end computing
capability required by ASCI applications.
= Creation of a computational infrastructure and operat-

ing environment that makes these capabilities accessi-

ble and usable.

ASCI recognizes that the creation of simulation capabili-
ties needed for performance simulation and virtual proto-
typing is a significant challenge. To meet this challenge,
there needs to be cooperation between the science and
technology resources available at the national laborato-
ries and the computer industry to accelerate their busi-
ness plans to provide the computational platforms need-
ed to support ASCI applications. Academia must also
play a critical role in developing the computational tools
and scientific understanding needed for this unprece-

dented level of simulation.




ASCI Components. There are three major components
of ASCI: (1) applications, (2) platforms, and (3) simula-
tion and computer science. The software applications
implement three-dimensional, high-fidelity-physics sim-
ulation, and support efforts in modeling, and verification
and validation. The powerful ASCI computing platforms
run these codes, and the simulation and computer science
research and development support development, deploy-
ment, and integration of the applications software and
the platforms. ASCl is ultimately driven by the need for
advances in the software applications. The required,
increasingly complex applications mileposts leading to
three-dimensional working simulation codes by 2005

are shown in Figure 1.

For the applications area to progress, work on a variety
of computer science technologies such as the ASCI
platforms needs to be “accelerated.” In 1996, ASCI
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unveiled the 1-teraOPS Intel “Red” machine — the
world's first teraOPS computer — at Sandia. This
machine was followed in 1998 by two 3-teraOPS
machines: the Silicon Graphics, Inc. (SGI) “Blue
Mountain” at Los Alamos and the IBM “Blue Pacific" at
Lawrence Livermore. More recently, Lawrence Livermore
has acquired a 12-teraOPS IBM machine, known as
"ASCI White," and Los Alamos has signed a contract
with Compaq to deliver and bring online a 30-teraOPS
machine, "ASCI Q," in 2002. Each of these machines

represents a milepost, illustrated in Figure 2.

There is, of course, a great deal of simulation and computer
science underlying both the applications and platforms
road maps. Progress towards the ASCI goals, needed by
2005, requires coordinated advancement in applications,
platforms, and underlying simulation and computer science

infrastructure.
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Figure 1. ASCI Applications mileposts.




The simulation and computer science visual (Figure 3) is
conceptual. It is in fact abstracted from several individual
technology road maps described in detail within the
text. These road maps illustrate the advanced

capability necessary for ASCI's mission.

It is understood that these technologies are not unique

to ASCI. A number of agencies, organizations, compa-

02 ,03,104 105
i

nies, and researchers are working toward advancements
in these areas. However, it is critical to the overall
success that the broader research and industrial commu-
nities participate in reaching the goals outlined in this

Prospectus.

Figure 2. ASCI Platforms mileposts.
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Figure 3. Simulation and Computer Science conceptual road map.
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A Road Map to Success
04 to 2010 is the target period for having
ccelerated Strategic Computing Initiative
(ASCI) computer systems and codes
buting to science- and simulation-based
confidence in our nuclear weapons stockpile.
To that end, a major goal of the National
Nuclear Security Administration ASCI
program is to develop three-dimensional,
full-system, high-fidelity physics
codes by 2004 to support assessment
of stockpile safety,
performance, and reliability.
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Advancement towards this goal

requires an integrated and systematic
approach to the research and
development of the applications, computer
platforms, and underlying computer
science infrastructure. A rigorous road
map of increasingly complex

applications mileposts tightly coupled to
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1. COMPUTATIONAL AND SOFTWARE
ENVIRONMENT

ASCI scientists have been developing simulation codes for many years, but only in the last few years have
advances in computational platforms paved the way for new, complex three-dimensional modeling and
simulation viewed as the backbone of stockpile stewardship. The modeling codes themselves are useful only
if the computational and software environment also keeps pace with the raw terascale computing power. In
this section, we consider first the simulation development environment. This includes message-passing
libraries such as MPI, thread constructs such as OpenMP. and related tools that allow the terascale platforms
to handle the thousands of processors that comprise the hardware. Next, we discuss scalable solvers, which
often form the heart of a computational simulation. Finally, we discuss the interaction between various

pieces of software that allow for reuse and reliability.
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1.1 SIMULATION DEVELOPMENT
ENVIRONMENT

As the size and complexity of ASCI simulations grow,
so does the need for platforms with run-time systems
that operate effectively at the largest scale. Current
development environment systems, including parallel
programming languages and diagnostic/debugging
tools, need continual enbancement to serve the needs of
production application codes. Also needed are a common
set of standardized interfaces operable across multiple
platforms and more resource allocation (including
dynamic and distributed parallelism). Without
these, ASCI researchers will be hampered in developing

large-scale applications and optimizing their performance.

ASClI's computer platforms must have run-time systems
with robust scalable parallel programming models and
functional diagnostic/development tools to support
applications that utilize systems with as many as 20,000
processors. A common set of interfaces is needed across

multiple ASCI platforms to support portable parallel

High Performance

programming models that underlie ASCI physics simula-
tion codes. An effective set of compilation, debugging,
diagnostic, and performance tools must operate across a
wide spectrum of program sizes and varying numbers of
processors. Detailed insight as to total program behavior

is needed to determine appropriate scalable algorithms.

The Simulation Development Environment (SDE) tech-
nology area (Figure 1.1-1) supports the run-time parallel
library interfaces and tool set needed for code development.
The run-time systems must operate effectively at the
largest scale needed by ASCI high-fidelity physics
simulation codes in order to take advantage of the ASCI
hardware. Many current hardware platforms experience
difficulty in reliability and scaling when applications run
on more than a few hundred processors. Most current
tools are not usable on more than tens of processors.
Such tools must scale hand in hand with the application
to diagnose issues related to code performance on many
processors. It is not sufficient, however, to simply scale-up
current tools. New paradigms are required for adapting
the environment systems and tools to production codes
that use literally thousands of processors. At the same

time, the application developers will likely be adopting
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Figure 1.1-1. Simulation Development Environment.




new programming models and need to move between
multiple platforms — adding more requirements to the
development environment. Many government organiza-
tions are following the ASCI lead toward higher scale
parallel platforms. All will benefit from the improvement

of the development environment software.

TECHNICAL ISSUES AND CHALLENGES

The ASCI Problem Solving Environment (PSE) depends
on working closely with the entire high-performance
computing (HPC) community to meet the needs of a
quality SDE. The overall strategy is (a) to promote stan-
dards; (b) to request software from the platform partners;
(c) to work with independent software developers for
portable second sources; (d) to encourage academic
research; (e) to support local prototypes where appropriate;
and (f) to fund full local development only in special
cases. This approach and the associated technical challenges

are detailed below.

The SDE strategy starts with promoting standards and
standard compliance for development tools and applica-
tion program interfaces. Portability across the ASCI
platforms is very important to ASCI applications. Use
of standard languages and interfaces also contributes to
the quality of the development environment [1,2,3,4].
Furthermore, these standards provide design targets for
more research and development. A prime example of a
standard for ASCl-scale environments is the Message
Passing Interface (MPI) and its successor MPI-2 [5,6].
MPI has become a de facto standard allowing portability

of applications across a variety of architectures and vendors.

Building on the foundation of standards, ASCI works
closely with our platforms partner developers to get
high-quality supported products, thereby encouraging
them to be innovative with regard to scalability, func-
tionality, and performance. Where appropriate, ASCI
also works closely with independent software vendors to
provide portable tools that may be unavailable from the
platform vendors or where significant improvement in

functionality or portability can be found. The UltraScale

Tools Initiative PathForward contracts with Etnus
(debugging), Kuck and Associates (KAI)/Pallas (thread
and MPI performance), and MPI Software Technology
(MSTI) for MPI are an important part of this strategy.
We also provide tools developed by independent software
developers as backup to vendor-provided products for
comparison purposes, error checking, and risk coverage.
This is becoming an increasingly important part of the
software strategy — especially as we observe the

increased use of Linux-based systems.

In addition to the commercial-based solutions, there are
local ASCI development and related academic research.
In areas where ASCI has unique needs, or where timely
commercial solutions are unlikely, we leverage these
external efforts with local prototype development to
provide example implementations and head-start devel-
opment that may result in future commercial products.
In some cases, the local development is so targeted to
the needs of the users or environment that fully support-
ed local products are required. PSE also funds academic
developments that have a direct relationship to the
longer term goals and/or offer the prospect of providing

future employees in an area where hiring is difficult.

Finally, to complement all of the above approaches, PSE
works very closely with ASCI users. We try to anticipate
their needs without forcing a particular solution and,
where feasible, provide them with backup alternatives in
instances of product failure. A representative sampling of
codes from all three labs is used to test the functionality
of the SDE. The results of these tests are used to provide
feedback to platform partners and third-party software
developers, as well as direct local and academic research
and development (R&D).

Universities and industry have been actively developing
parallel machines and associated software for well over
ten years now, and as outlined above, their contributions
are very important [7]. Basic compiler technology is
relatively mature, with the possible exceptions of full

standards compliance, memory access optimization, and




high performance implementations of Java. MPI 1.2
implementations are available from academia, government
laboratories, and industry, and progress is being made
toward a full MPI 2. Universities are conducting
research in performance analysis tools and operating
system (OS) bypass network drivers, but most of this
work is targeted towards machines with tens of

processors to a few hundred processors.

The factors limiting external development targeting
machines required by ASCI are lack of access to both
the latest platforms of sufficient size, access to the large
target codes/data, and complications associated with
proprietary software interfaces. These issues are difficult
to overcome, even inside the laboratories — and are
much more problematic for external R&«D — but to

deploy production-quality results, they must be
addressed.

In general, the parallel run time (message and thread
support) is the first component of the parallel system
that must meet the ASCI challenge. If the run time
cannot support ASCl-scale execution, then all other
parts of the support (input/output, visualization, resource
management, etc.) are moot. Message systems for a few
hundred (and, in some cases, a few thousand) processors
are relatively mature. However, message systems face
new problems when using new forms of system intercon-
nect. The situation will be further complicated in
machines with more than 10,000 processors. Message
system scaling and optimization will continue to be a
challenge. Multi-threading is another feature that has
recently emerged in scientific codes, and standards
controlling the treads such as OpenMP are just now
being put in place [8]. On symmetric multiprocessor
(SMP) platform nodes, threading used together with
messaging is one approach to address message scaling
and code memory requirements. Full integration of the
threaded environment is not yet complete, and the
effects of how threads interact with process scheduling
and nonuniform memory access (NMUA) memory are

new challenges for SDE.

Running applications on 10,000 and more processors
presents challenges to both application programmers and
system software developers. The traditional technique
of rerunning a calculation after a system failure may no
longer be practical on machines with so many processors
that several node failures would be expected in the
course of a run. System developers must provide new
tools to make fault recovery as simple and efficient as
possible, and new programming paradigms must be
developed to let application programmers take advantage
of these tools. Applications are also expected to need
increasingly more complex forms of resource allocation,

including dynamic and distributed parallelism.

The associated parallel program development tools face
challenges of a different sort. The problems of debugging
and tuning at high scale are still research areas, with a
number of issues in common with feature detection faced
by the Visual Interactive Environment for Weapons
Simulation (VIEWS) area. Debugging optimized code
will continue to be an issue. The tools have to track the
new platforms and any unusual system features. Dynamic
instrumentation [9] is a known approach to adapting
performance tools to scalable data collection, but has
not yet been deployed, except in debuggers. To be most
useful, these development tools and techniques need to
be available on multiple parallel platforms. They also
need to track the new programming models and features
adopted by the code development teams. Use of cutting-
edge or nonstandard technology in either of these areas
(platforms or applications) presents new challenges for
the tools (e.g., as the code development teams start using
Java, then new interfaces are needed in all run-time

libraries and development tools).

A continuing important challenge comes from optimal
use of memory systems. Even with larger caches and
aggressive memory architectures, new tools and techniques
for understanding memory behavior and continuing
research into compiler optimization and/or language

directives for memory latency are needed.




The final challenges come from addressing the rate of
change in the ASCI requirements. In addition to the
requirements from the accelerated schedule for
production platforms, there are possible advanced
architecture research platforms, the requirements from
the code developers are still changing, and the needs
related to code verification and validation are not yet

well understood.

Simulation Development Environment Road Map
The associated technology road map visually depicts the
five-year status (calendar year 2000 to 2005) of desired

capabilities/activities within a functional area. Each

capability is color coded to show what level of R&D

effort it requires or anticipates.

R&D Effort Indicator:

Accomplished = completed

Planned = ASCI will accomplish even with slight budget
fluctuations

Hurdle = ASCI will need some help

Barrier = ASCI will need significant help from the high-

performance computing (HPC) community

NOTE: Both hurdles and barriers represent research

opportunities for the HPC community.
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TIMELINE

The timeline elaborates the preceding road map and is a snapshot in a dynamic area. The requirements change based

on both new application needs and new architecture developments. Scaling requirements depend on configuration

and can be expected to track about half of the total processors available on new production ASCI platforms. Some

items such as standards and compiler serial efficiency are ongoing requirements and are listed in a specific year, sim-

ply as a reminder that these issues are a continuing requirement.

Calendar Year
2000

Description and Status

Debug and tune to 2000 Central Processing Units (CPUs) — The scalability of the TotalView effort
continues, including new interfaces to sub-select processors of a large run. In addition, new
statistical tools for measuring MP] scalability and improved MPI tracing functionality are

deployed. Accomplished

Memory measurement tools — Memory tools are a high-priority concern of the user community.
A variety of memory tools are now available and more are needed. On the IBM systems, two
commercial tools are now deployed, and a cache performance tool MPX is available. On SCI

systems, Rice University also has a cache performance tool available. Hurdle

Open-source tool infrastructure — The first components of what is expected to become an
open-source tools infrastructure based on dynamic instrumentation are deployed on the IBM
systems. The components include a source click-back interface and multiple performance

measurements built on top of an IBM instrumentation system. Hurdle

Thread-aware MPI scales to 4000 tasks — The thread-safe MPI from IBM is extended to
support jobs up to 4096 tasks. Hurdle

10-teraOPS SDE — The ASCI White platform (actually 12 teraOPS) is delivered to Lawrence
Livermore and the PSE major Level 1 milestone and its tasks demonstrate that the development

environment is ready for applications development activities. Planned

2001

Debug and tune to 4000 CPUs — In support of ASCI application milepost requirements, the
tools for debugging and tuning applications will be tested with larger applications. Additional

scaling techniques are planned. Planned

Scheduling for thread/memory affinity — Cache management with dynamic threads is an issue
on any SMP system, but it is even more important on a shared memory NUMA system. The location
of threads with respect to data is critical to performance. Techniques for scheduling are needed for

current and future systems. Hurdle

Scalable measurement and diagnosis components — Additional performance components will
be added to the infrastructure with emphasis on better techniques to track back to the part of the

program or system that is contributing to performance problems. Planned




2002

Mixed parallel model performance tools — New products from the ASCI PathForward efforts
are expected that will support a mix of OpenMP and MPI at large scale. Planned

Multiplatform open-source tool infrastructure — In order to leverage performance tool devel-
opment, the underlying infrastructure components need to provide a portable Application
Programming Interface (API) that can be used across multiple platforms. The availability across
multiple platforms is considered vital to making research and development in scalable tools practi-
cal in both the academic and commercial arena. The interfaces for dynamic instrumentation must

be extended, and the interface to the parallel systems must be made portable. Hurdle

MPI 2 available — Working with Argonne National Laboratory (ANL) and the platform partners,
support for the MPI 2 standard will be made available on ASCI platforms. Portions of the stan-
dard are already deployed. Planned

Scalable OpenMP — OpenMP compiler implementations that minimize overhead and scale to
larger thread counts efficiently are needed. The associated tools to identify the barriers to better

thread efficiency are also important. Hurdle

SDE scaling tests to 10,000 CPUs — With the new 30-teraOPS Compaq platform, application
scaling tests will extend to even larger processor counts. The software deployment initial tests of

early technology from the 100-teraOPS platform are also expected. Planned

SDE scaling tests to 10,000 CPUs — With the new 30-teraOPS platform, application scaling
tests will extend to even larger processor counts. The software deployment initial tests of early

technology from the 100-teraOPS platform are also expected. Planned

30-teraOPS SDE — The application development environment on the 30-teraOPS platform will
be completed and demonstrated. This will include a combination of Compaq software, third-

party software, and ASCl-developed interfaces and libraries. Planned

2003

Scalable measurement and diagnosis components — The set of measurement and diagnostic
tools available is expected to continue to grow as the infrastructure becomes more widely available

and the system architectures change. Hurdle

Debug and tune to 10,000 CPUs — The need for debugging and tuning techniques will continue

to grow with the number of platform processors and the size of the ASCI application runs. Hurdle

Tools to support new language/parallel models — Experience with the ASCI environment
shows that periodically one can expect developers to change to the use of a new “standard”
language, and/or to a parallel run-time model. This change, in turn, introduces new requirements

on the rest of the environment: library interfaces, tools, etc. This timeline entry is therefore




temporary since it anticipates such requirements. Possible examples are new experimental architecture
support, extended memory support, Java support, fault-tolerance support, and/or dynamic and
distributed support. Hurdle

Dynamic parallelism support — Currently, MPI and the various components of the parallel envi-
ronment do static resource allocation, but as the applications grow more into adaptive methods
and load-balancing techniques, many of the ASCI code teams expect that they would benefit from
resource partitions that could grow or shrink with the applications requirements. Issues of fault

tolerance also require more dynamic resource allocation. Hurdle

MPI 2 scaling to 10,000 tasks — MPI 2 scaling to thousands of tasks has many challenges.
Efficient mechanisms to implement collectives and input/output (I/O) are needed, as well as a

way to adapt to new memory and switch architectures. Hurdle

Run-Time System (RTS) interfaces for distributed parallel applications — The need for cou-
pled applications is anticipated. This may come from either an application using multiple runs to
do calculations on disjoint parts of the problem or from separate but coordinated processing of

visualization and I/O management. The run time and tools will have to be extended beyond sin-
gle program multiple data (SPMD) support. Existing grid and component research is expected to

contribute to development of support in this area. Hurdle

High-performance Java — Prototype and problem setup activities are starting to move to Java,
and this trend is expected to continue. As more numerically intensive work is done, there will be
a need for Java compilers that approximate C and C++ in performance. This is an area where
ASCI requirements are trailing the requirements of the general community, so ASCI will depend

on the commercial market to produce these compilers. Barrier

Compiler/language technology for serial performance — The relative efficiency of an applica-
tion on a single CPU is already a recognized issue and will become more challenging as faster
processors with more complicated memory systems become available. Continued research and
development in this area is critical to the effective use of the large ASCI platforms. This technology

item is really an ongoing challenge that needs to improve every year. Barrier

2004

Large-scale open-source tools — On the larger systems, tool development will need to consider
issues related to the entire system load, configuration, and environment, rather than just an
individual application. The most feasible development for such tools is expected to include

integration of open-source components from a number of R&D projects. Hurdle

Distributed platform performance testing — As the complexity of the coupling of ASCI
platforms continues, there will be a need for tools that correlate the performance on one platform
with that on another (e.g., coupled visualization and storage, or systems involved in remote site

calculations and transfers). Hurdle




2004 cont.

Compiler support for current standards — There is an ongoing need for compilers to track the
latest ISO language standards as well as the de facto standards for parallel applications. This entry
on the SDE chart is a reminder that this effort will not stop with the vintage 2000 Fortran, C,
C++, and OpenMP standard implementations. The compilers must continue to evolve and track

new standards. Barrier

SDE scaling tests to 15,000 CPUs — With the newest ASCI platforms, application scaling tests

will extend to even larger processor counts. Planned

2005

Production scalable SDE for milepost — ASCI Problem Solving Environment has a program-
matic major milestone to deliver production-quality uniform user and application interfaces on all
ASCI platforms. Work toward this goal will emphasize "uniform” and “production-quality.” By this

time in the evolution of the ASCI platforms, there should be stability in the parallel software envi-

ronment for the production ASCI platforms. Hurdle

100T SDE - The application development environment on the 100 teraOPS platform will be

completed and demonstrated. This will include a combination of platform software, third party

software, and ASCI-developed interfaces and libraries. Hurdle

CURRENT STATE OF ASCI SDE

To date, a variety of accomplishments have contributed
to improvement in the software development environ-
ment on the ASCI platforms. The specification of soft-
ware requirements in procurement contracts has helped
engage the platform partners in the solution. The ASCI
UltraScale PathForward contracts with Etnus (debug-
ging), KAI (thread and performance tools), and MSTI
for MPI are accelerating functionality in independent
software vendors' products that are portable across plat-
forms. ASCl is a key driver in pushing the cross-platform
OpenMP standard for thread access. SDE research and
development have contributed significantly to the viabil-
ity of the debugging tools. Techniques are emerging for
both debugging and performance tools that will facilitate
usability with thousands of processors. A new contract
with ANL is in place to expedite the availability of a
modular and portable MPI 2 reference implementation.
Finally, a close, continuing SDE association with the
ASCI code development teams is mutually beneficial

because SDE learns first-hand of new requirements while

providing help with their problems. But any ASCI code
developer will say that the tools and interfaces are still
far from the complete, easy-to-use parallel environment
that they would like to see. And the coming architectures
present new challenges, and the complexity of under-
standing code performance still leaves many unanswered

questions.

SUMMARY, CONCLUSIONS,
RECOMMENDATIONS

The development environment software for the future
ASCI platforms presents a challenge that can benefit
from substantial help from the external community.
Specifically, the following areas are identified where the

HPC community can help accelerate the software needed

by ASCI:

= Compiler technology: serial performance, with special
emphasis on debugging of optimized codes, optimiza-
tion of memory access for NUMA systems and also for
codes with unstructured memory accesses that do not

fit in cache.




= Programming models: maturing of the Java environment
so that competitive compilers exist and it is a full partner
with Fortran/C/C++ in run-time interfaces (e.g., MPI

bindings) and development tools.

Parallel models: extension of environment for dynamic
parallelism and distributed applications, and to other
environments introduced by high-end experimental

systems.

Message interfaces: continued optimization of the
communication layer to eliminate data copies and

scale to thousands of tasks.

» Performance tools: a fully scalable, multiplatform
instrumentation system that can be configured/extend-

ed for multiple kinds of performance measurement.

= Portability: to protect the code developer's investment
and flexibility, all models, interfaces, and tools are
most useful when they exist on multiple platforms of a

variety of sizes.

The ASCI PSE Tools and Run-Time System Software
project is working toward a robust and integrated simu-
lation development environment that will cross all ASCI

platforms. Together with the HPC community, we can

create a truly usable environment that will in turn bene-

Debugging: debugging of optimized code, improved fit a wide community of users of the high-end platforms.

understanding of memory errors and usage, and parallel

(threaded and distributed) code verification techniques.
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1. 2 SCALABLE SOLVERS

Numerical algorithm research is the investigation of
numerical methods to evaluate accuracy, convergence rates,
robustness, computational performance, and scalability on
ASCl-level problems. The algorithms required for the
modeling and simulation of the high-fidelity physics
packages rely on scalable solvers. Issues of scale, both in
terms of problem size and number of processors, are
critically important to ASCI — balancing workloads
across thousands of processors in a heterogeneous computing
environment. To meet ASCI's goals, significant collaborative
research is needed to integrate disparate codes over a variety

of time scales and solution methods.

The development of three-dimensional, high-fidelity
applications that can be used to implement virtual testing
and prototyping is fundamental to ASCl's goals. Early in
ASClI's development, it was recognized that to meet
ASClI'’s future goals, a minimum of a 10,000-fold speedup
was required in computing capabilities. This speedup
was to be achieved through a combination of a 100x
speedup in the computing platforms and a 100x speedup
in the algorithms. The algorithms used for ASCI physics
modeling and simulation rely on scalable, efficient, and
accurate solvers. At the heart of many of the algorithms
lie solvers for systems of linear and nonlinear equations.
In many cases, a substantial fraction of the computational
time in a simulation is spent within either the nonlinear
or linear solver. As such, it is critically important to the
ASCI program to develop and implement solvers that
scale to the size problems envisioned for the full-system
simulations as well as to the tens of thousands of proces-
sors that ASCI future computer platforms will use.
Without the expected speedup from the algorithms and
solvers, the time to solution for any one of the simula-
tions required for the Stockpile Stewardship Program
(SSP) would become prohibitively long.

Scalable solvers are similarly needed in modeling and

simulation efforts in programs other than ASCI. For

example, the DOE Office of Science reports [ 1] the
need for nonlinear solvers capable of solving systems of
equations with 275 million unknowns in a computational
chemistry application. In this same report, the Office of
Science's investment plan calls for the development of
mathematical “algorithms that scale to thousands, and

eventually millions of processors.”

TECHNICAL ISSUES AND CHALLENGES

The scalable solution of large complex systems on
massively parallel computers is tightly coupled to
achieving overall performance of simulation codes. By
scalable, we generally mean the ability to use addition-
al computational resources efficiently to solve increas-
ingly larger problems. For solvers, it is useful to divide the
notion of scalability into two basic components: algo-
ritbmic scalability and implementation scalability.
Algorithmic scalability requires that the computational
work grow linearly (ideally) with problem size. For example,
in the context of iterative methods for the solution of
linear systems of equations, scalability usually means that
the number of iterations required for convergence does
not increase with problem size. Implementation scala-
bility (sometimes known as architectural scalability)
requires that a single iteration take the same amount of
time if both the problem size and the number of processors
are increased by the same factor. Both are necessary to

achieve overall scalability.

Because most of the problems that we are addressing
arise from discretizations of coupled systems of nonlinear
partial differential equations, we can split the solution of
these systems, in the simplest case, into two phases: an
outer nonlinear solver and an inner linear solver. More
general forms of this framework, with multiple forms of

nesting, are also possible [2].

Nonlinear Solvers

In the nonlinear phase of the solution, there are three
major features of the types of problems that we must
address. The first aspect deals with the problem decom-
position. Modeling of nonlinear processes has usually

been accomplished by decoupling and then linearizing




the basic physics equations. By applying these techniques,
scientists simplified their models sufficiently that prob-
lems of moderate size could be solved. However, this
requires a careful balance between the nonlinear and the
linear solver, and may lead to inefficiencies in the solution
method. The second feature concerns the use of more
complex higher fidelity physics models in the ASCI
simulations. The third feature deals with the goal of
coupling single discipline simulations to study complete
system responses. Both of the last two requirements
change the fundamental characteristics of the nonlinear
equations. Traditional methods, which have been devel-
oped to address single-discipline problems, are usually

neither efficient nor scalable.

Traditionally, variations of Newton's method have been
the most efficient and robust algorithms for nonlinear
problems. Improvements in performance have been
achieved through a variety of modifications to the basic
algorithm including an approach known as the Inexact-
Newton method. Here, one is able to reduce the
amount of work required at each step, and often improve
robustness as well, by recognizing that in the earlier iter-
ations of the algorithm, when one is far away from the
solution, exact linear solutions are not necessary. Thus,
one can relax the linear solution tolerance (assuming an
iterative method), thereby saving on computational
expense, and only "tightening up” the linear solution
accuracy as convergence is approached in the nonlinear
portion. While there bas been extensive research on this
approacb, it tends to be problem—specific, and more and
better options for doing this are needed.

Presently, Jacobian-free Newton-Krylov methods may
offer the best general-purpose tool for solving a wide
variety of multidisciplinary problems. However, the
viability of these methods for large-scale multiphysics
simulations depends upon the efficient preconditioning
of the Newton-Krylov iteration. The development of
preconditioners in this setting is viewed as a barrier to
the overall approach. More research is needed in constructing
physics-based preconditioners for multiphysics systems
such as radiation bydrodynamics, magnetobydrodynamics,

and solidifying flows.

Further research is also needed in the area of multigrid-based
algorithms for nonlinear equations. Currently, there is
ongoing research into Newton-Krylov-Multigrid
solvers that would allow the fully implicit formulation of
a problem to be solved, thereby removing the need for
very small time steps and providing more accuracy to
the overall solution. An alternate method for solving
nonlinear systems is full approximation schemes (FAS) or
nonlinear multigrid. This method may require less storage
than the Newton-Krylov-Multigrid methods, but may
not be as robust. As in the linear solver case, these two
approaches can be combined in various ways to improve

scalability, robustness, and overall efficiency.

Added difficulties arise when two or more simulation
codes are coupled to solve a full system problem. One
approach is to formulate the problem as a system of
nonlinear equations divided into a few large blocks, one
for each of the sub-problems. The goal is to solve the
coupled system of nonlinear equations simultaneously.
For example, one type of surety study being done at
Sandia requires the coupling of a structural analysis code
to a thermal analysis code to study the full system. At
Los Alamos, studies involved in the modeling of melt
convection require the simulation of five coupled partial
differential equations including simultaneously solving
for fluid flow, heat transfer, and phase change. Although,
the nonlinear equations problem is interesting in its own
right, the data transfer problem is equally important.
How does one get the output of one block into the form
required as input by another block? One approach is to
use spline fits to compress the data into the spline coeffi-
cients. Then only the coefficients are passed, and the
splines are used to generate the data needed for the
various receiving solvers. As the size of the problem
increases, this method for solving the data transfer prob-

lem may not scale, and further research will be required.

A closely related set of problems involves the optimization
of various types of model, e.g., the W76 AF&F (arming,

fuzing and firing) shown in Figure 1.2-1. In engineering
design optimization, for example, the function evaluations

typically consist of large-scale simulation codes based on
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Figure 1.2—1. Dakota Optimization of W76 replacement AF&F.

partial differential equations (PDEs) that are computa-
tionally expensive and dominate the cost of the opti-
mization algorithm. In addition, most of these simulations
do not compute derivative information, which is a
requirement of many traditional optimization methods.
Finally, because the objective functions are based on the
solution of a PDE, there is inherent noise in the evaluation
of the function. Traditional approaches to solving standard
optimization problems have been to develop algorithms
that require fewer function evaluations. These approaches
also usually assume the availability of derivative information
and noise-free function evaluations. As the size and
complexity of our problems grow, these approaches have
proven to be inadequate and have become a barrier to
solving design optimization problems that arise in the

ASCI program.

A new approach based on using approximation models
of the function in order to solve the original optimization
problem has recently received some attention. The general
idea is to use a computationally cheaper model to

approximate the original problem and only evaluate the

more expensive model when absolutely necessary.
Further research needs to be done with respect to adjust-
ing the fidelity of models and using parallel methods to

improve the efficiency of these methods.

The ultimate goal, however, is to develop algorithms for
nonlinear equations and optimization within a framework
that takes into account uncertainties in the design
parameters and models used within the ASCI simulations.
One must be able not only to assess the accuracy of the
solutions but also to quantify the uncertainty in those
solutions given real-world uncertainties in the simulations.
Areas that will require future investigations include
optimization under uncertainty, robust optimization,
stochastic optimization, and sensitivity analysis. These
areas represent some of the biggest barriers in the entire

area of scalable solvers.

Linear Solvers
At the lowest level of this solver hierarchy is the linear
system solver. Normally, a sparse linear system of equa-

tions results from the discretization and nonlinear solution




step. Because of their superior scaling properties, iterative
methods are typically the methods of choice for large
problems on parallel computers. However, direct
methods are still important in a variety of situations, for
example, as a preconditioner for an iterative method or
where the linear system results in a matrix that is not
sparse, is highly ill-conditioned, or has little identifiable
structure. When sparse direct methods are used to
solve linear systems, the data usually reside completely
within each processor. In some cases, however, where
the linear system may be highly ill-conditioned, it may
make sense to have a medium-coarse grid that spans
several processors as the coarsest grid in a multigrid
method in order to achieve a reasonable convergence
rate. In both of these cases, it is critical that the solver
implementation be tuned to the processor architecture
with careful attention paid to cache and memory hierar-
chies, as well as the bandwidth between them. Some
work already exists in automatically tuning preconditioners
based on past history of solvers and problem characteristics,
as well as automatic tuning of higher level choices [3],
but further work is needed to address new problems

and new computer architectures.

Robustness is also an important issue, especially for
simulations that may run for days on an ASCI computer.
Unfortunately, robustness and scalability issues compete
with each other. For example, direct methods are
extremely robust but not scalable. Krylov subspace
methods are fairly robust, but robustness and, in addi-
tion, scalability depend heavily on the choice of a good
preconditioner. Multilevel methods are highly scalable
but tend to be problem-specific. For example, two
different approaches, geometric multigrid and algebraic
multigrid, are needed for the case of problems with
structured meshes and unstructured meshes, respectively.
Algebraic multigrid is particularly attractive in the
unstructured mesh case since it does not require any
geometric information to build the coarse grids. Another
approach, which ASCI researchers have followed, is to
use multilevel methods as preconditioners for Krylov

subspace methods to combine the best features of both.

It is well known that for iterative methods to be effective,
good preconditioners must be developed and implemented.
Consequently, one of the main technical barriers to
scalable linear solvers is the development of effective
preconditioners. Currently, a popular preconditioning
technique involves an additive Schwarz preconditioner
based on varying levels of incomplete factorizations in
processor subdomains with arbitrary levels of overlap
between processors. However, there are many other
methods, which may be used in combination, that promise
improved convergence properties and need to be investi-
gated. These include, but are not limited to, improved
matrix reorderings and scalings, and multilevel and
multigrid methods. It is quite likely that the most efficient
and robust preconditioner for a multiphysics simulation
will result from a solid understanding of the physics
problem. A physics-based preconditioner for a Newton-
Krylov method will be based on a divide-and-conquer
approach, applied to simple linearizations, to construct a
preconditioning process. This could be viewed as physics-
based domain decomposition. Alternatively, this approach
could be viewed as an outer Newton-Krylov iteration
controlling the nonlinear convergence of an inner pre-

conditioner based on operator splitting.

Robust, scalable preconditioners for solving problems on
structured meshes already exist. However, these algorithms
are expensive and have large memory requirements. Also,
although these preconditioners are theoretically scalable,
developing implementations that scale well has proven
difficult. For problems on unstructured meshes, the
development of robust, scalable preconditioners is even
more difficult. Since multilevel methods currently offer
the best hope for scalability, e.g., algebraic multigrid,
the main research issue to address here is the selection
of coarse grids in parallel. The traditional algorithms
for doing this are inherently sequential, and so far,
parallel variants of these algorithms produce unscalable
solvers. Other options would include using some
geometric information from the original grid to produce
a coarse grid and applying a hybrid algebraic/geometric
method.




Road Map for Scalable Solvers
The associated technology road map visually depicts the
five-year status (calendar year 2000 to 2005) of desired

capabilities/activities within a functional area. Each capa-

bility is color coded to show what level of R&D effort it

requires or anticipates.

R&D Effort Indicator:
Accomplished = completed

Planned = ASCI will accomplish even with slight budget
fluctuations

Hurdle = ASCI will need some help

Barrier = ASCI will need significant help from the high

performance computing (HPC) community

NOTE: Both hurdles and barriers represent research
opportunities for the HPC community.
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TIMELINE

This following timeline elaborates on the desired capabilities shown on the preceding road map. These capabilities

are also goals that we have set within our program to be able to satisfy the requirements of the application codes. In

all cases, we assume that scalability means that a particular solver scales (at a minimum) to one-half of the processors

on the largest machine available at that date. In addition, the algorithms are assumed to be able to run on all of the

ASCI computing platforms that are available within the given timeframe. The major areas that we have chosen to

address are linear solvers, eigensolvers, nonlinear solvers, and optimization algorithms. These four areas encompass a

majority of the numerical solvers that are needed within our modeling and simulation capabilities. In addition, break-

throughs in these areas would have both an immediate and a dramatic impact in our ability to achieve our goals.

Calendar Year
2000

Description and Status
Parallel algebraic multigrid (MG) codes — An algebraic multigrid solver for systems of linear
equations arising from applications with unstructured meshes with scalability up to 8000

processors. Accomplished

2001

Nonlinear optimization library for 8000+ processors — A software package with a capability

of running on 8000+ processors using multiple levels of parallelism. Planned

2002

Eigensolver package for systems with 30M Degrees of Freedom (DOF) — A nonsymmetric

eigensolver package capable of handling at minimum 30 million equations. Planned

Scalable algebraic MG for 1B unstructured mesh — A linear solver package containing algebraic
multigrid (AMG) solvers capable of handling up to 1 billion equations for the unstructured grid

case. Hurdle

2003

Constrained optimization tool kit for systems with 100M DOF — A nonlinearly constrained
optimization software package capable of handling coupled nonlinear systems with up to 100M

degrees of freedom. Hurdle

2004

Eigensolver package for systems with 300M+ DOF — A nonsymmetric eigensolver package

capable of handling at minimum 300 million equations. Hurdle

Linear solver package for 10B unstructured mesh systems — A linear equation solver package
containing methods with the capability to solve systems of linear equations with up to 10 billion

equations arising from application problems that use unstructured meshes. Hurdle

Optimization under uncertainty tool kit — A tool kit for performing optimization on problems
with uncertain or stochastic design parameters and algorithms for robust optimization and

sensitivity analysis. Barrier




CURRENT STATE OF ASCI SCALABLE SOLVERS
Two different variations of a geometric multigrid method
for structured grid problems have been developed,
incorporated into existing solver packages, and applied
to several milestone calculations. The largest calculation
we have run to date has involved the solution of a linear
system of equations with 1 billion degrees of freedom on
3150 processors of ASCI Red. We have also been able
to solve linear systems with up to 100 million equations
on problems with unstructured meshes. In the area of
eigensolvers, a recent Sandia calculation computed the
400 smallest eigenvalues from a system with 5 million

unknowns using 2000 processors.

In the area of nonlinear equations and optimization, we
have developed several tool kits with the capability of
handling design optimization problems. The tool kits
contain various algorithms that can be used to solve a
number of simulation-based optimization problems.
These algorithms are capable of running in parallel and
can handle objective functions with and without analytic
derivatives. In one design optimization problem that
took four days using 2560 processors of the ASCI Red
machine, the optimization algorithms were able to

improve the solution by more than an order of magnitude.

All of the accomplishments mentioned here have come
about because of previous strong research programs in
algorithm research. This research, which has been in
collaboration with university researchers, had developed
the initial algorithmic ideas, and the ASCI program helped
to support the development of the mathematical software
needed to make these algorithms more robust and efficient

for the large-scale applications required by ASCI.

SUMMARY, CONCLUSIONS,
RECOMMENDATIONS

Algorithm research is traditionally a long lead-time
activity and typically requires years before an algorithm
is embodied in a robust, reliable, and scalable code.
In addition to the research areas outlined above, there

are several integrating issues that must be addressed.

A major barrier is the integration of disparate codes with

different structures, discretizations, and methodologies

of dynamically modeling problems. Large-scale
simulations based on PDEs can include various geometric
discretizations including regular meshes, block meshes,
and adaptive mesh refinement. The PDE discretizations
include finite difference, finite volume, finite element,
spectral element, and particle methods. Finally, meshes
can be Eulerian (fixed node), Lagrangian (moving node),
or Arbitrary Lagrangian-Eulerian; furthermore, they may
be adaptively refined. Developing codes that combine
these disparate computational methodologies will require
a careful analysis on the effects of communicating boundary
conditions between codes. For example, certain boundary
conditions can significantly deteriorate the convergence
of multigrid methods. Obtaining boundary conditions
dynamically from another code will likely only worsen

the situation.

A second barrier to improving algorithms is the tradi-
tionally long lag times between the creation and proto-
typing of an algorithm and its efficient implementation
in an application. One source of this delay is the
absence of practical performance models for ASCI plat-
forms. Present computer architecture performance mod-
eling methods are generally too simplistic and fail to
address the levels of complexity introduced by large-scale
and multibox machines with deep memory hierarchies
and heterogeneous network layers. Secondly, there is little
work on mapping algorithms onto the architectures.
The net effect is that given a set of algorithms, only
rough heuristics exist to select among promising ones,
leaving full implementation and testing the only option.
Developing practical performance models may require a
mixture of analytic and discrete event modeling, but the
usefulness of such models in the first generations of par-
allel machines suggests they will be good tools for pre-
dicting performance. Particular examples of current
work show that with small (8 to 64 processor) machines
the time per iteration for Krylov solvers can be accurately
modeled, and discrete event simulation models have pro-
vided a better cost function for domain decomposition
methods.

Two other issues to be addressed are fault tolerance and

load balancing. Fault tolerance and restart and recovery




mechanisms will be crucial for ASCI platforms where

the mean time between failure (MTBF) can be on the
order of days. New algorithms and solvers that can adapt
to these environments need to be developed for these
platforms. Some early research is investigating the use

of specific algorithm characteristics to recover or some-
times even ignore certain faults. Another possibility
includes the use of asynchronous methods, ignored until
recently, in an attempt to address fault tolerance. The
other area, load balancing, can have a significant impact
on underlying numerical algorithms. The numerical
methods may provide local and predictive error measures
for highly dynamically changing loads, and a normally
scalable algorithm can be reduced to serial execution

speeds by an inappropriate load balancer.
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Another issue that must be addressed is deciding when
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1.3 SOFTWARE
INTEROPERABILITY

A growing need for ASCI scientists is to be able to rapidly
develop software using interoperable software modules that
can be easily and reliably integrated. Building computa-
tional frameworks — reusable design patterns expressed as
clearly defined software abstractions — is one approach.
However, their application, use, and maintenance remain

a challenge. Exploiting component technology is another
approach widely adopted in industry. For ASCI to stay
on an upward curve, more research is needed to explore
both these strategies, especially in the context of high-

performance computing.

In the future, current methods of developing software
for ASCI are likely to become too costly, time consuming,
and unreliable to scale up to the level of effort required
to fulfill the ASCI mission. Industry is facing similar
problems. Concerted efforts to achieve code reusability

and interoperability may serve to minimize these difficulties.

We envision a time when ASCI scientists will rapidly
develop software by using a number of interoperable
technologies and services ranging from core technolo-
gies such as parallel communication and I/O to domain-
level services like grid generation and visualization. The
resultant software will be used locally as well as widely
on computing grids made up of the combined resources

of many collaborating computing environments.

TECHNICAL ISSUES AND CHALLENGES

ASCI's code development projects constitute software
engineering and scientific research activities that require
disparate skills and experience. Major codes contain sev-
eral hundred thousand to several million lines of code.
Often the code pieces that fused together to create the
ultimate simulation tool are based on disparate technical
areas, differing computer languages, and a wide variety

of time scales and solution methods. The problem of

bringing these many software elements together, as well
as improving and maintaining them, is itself a technical
challenge. This problem becomes even more complex
because scientific simulations are performed on advanced

parallel computer architectures.

The complexity and scale of many modern scientific
software development projects present a number of diffi-
culties. Advanced simulations are typically composed of
many collaborating subsystems, each representing the
collective expertise of different development teams. The
cost and the difficulty of developing and integrating
software written in many languages, for varied purposes

and by different development teams, are daunting.

Software Integration and Interoperability. We define
software integration as the general problem of assem-
bling software constituents into a robust and operational
system. We define interoperability as the property pos-
sessed by software modules or subsystems that can be
integrated easily and reliably. The notion of “plug and
play,” in which one constituent can be easily substituted
for its equivalent, is consistent with this definition.
Broadly speaking, an interoperable module or subsystem

is one that "plays well with others."

Frameworks. ASCI and similar programs have
addressed the interoperability problem by building
frameworks. There is unfortunately no standard
definition of "framework” although there is a reason-
ably broad understanding of the concept within the
software development community. A good working
definition is that a framework is a set of reusable
design patterns, expressed as clearly defined software
abstractions. This definition fits the practice of
object-oriented programming well, so most frame-
works are designed as object-oriented systems.
Frameworks usually exist within a conceptual “frame”
that defines a class of applications or software services.
For example, there are frameworks for I/O, for data-
base management, for GUIs, and so on. For high-

performance scientific applications such as those in




ASCI, we can envision frameworks that support linear
and nonlinear equation solvers, parallel I/O services,
dynamic parallel data structures and parallel communi-
cation, performance optimization, and many other

common Services.

The most common approach to implementing a frame-
work is to build a class library. Framework class
libraries provide solutions to interoperability at
“compile time," enabling client applications to use
their services in application source code linked to the
library. Although framework class libraries have been
very useful in various ASCI projects and programs,
their widespread application, use, and maintenance
remain a challenge. There are numerous issues that
contribute to this that are beyond the scope of this
discussion. However, two common problems are that
(1) class libraries are not language independent and (2)
they are bound at compile time rather than at run
time. The first problem means that users must accept a
particular language interface unless additional language
bindings are provided. The second means that interop-
erability is dynamic; distributed applications, on the

other hand, are limited.

Components. Components are the main technical
solution to interoperability in industry. The terms
“component framework” and “component architecture”
are used in this context. Like the term “framework,"
there is no standard definition of “component.” But a
good working definition is that a component is a

reusable run-time entity with the following attributes:

u Visible Properties — Components having publicly
accessible parameters can be used to customize their

function.

u Reflection — Components can describe their own

interfaces.

u Persistence — Components can be persistently

stored, thereby retaining their properties.

One of the most attractive features of components is
that they can be easily composed. That is, components
can be easily plugged together, provided their inter-
faces are compatible. Components cannot exist by
themselves. Rather, they exist within a component
architecture. Components require the services of a
run-time system to manage their existence cycle.
Configuration tools provide the means of assembling

components and customizing them for a given application.

There is a straightforward way to make library classes
available within a component framework. The process
involves wrapping the source code for the class within
a component skeleton that provides access to class
methods. The Common Object Request Broker
Architecture (CORBA) is one way of wrapping classes
to make components. Thus, the effort that has gone
into the many useful libraries and tools developed by
ASCI and others can still be exploited within compo-

nent architectures.

Frameworks based on component architectures are
important for ASCI to consider in meeting its require-
ments for interoperability. Component architectures
are particularly attractive because the scenarios that
ASCI must support are so complex and varied. The
main challenge for ASCI is to acquire component
technology that can support the extreme demands of
ASCI application codes. Such capabilities are currently
unavailable commercially, and industry is not driving

requirements in this direction fast enough to meet

ASCI needs.

Grid Computing. Another compelling reason to promote
interoperability standards is related to what many consider
the next important trend in large-scale computing.
This trend, called "grid" computing, enables large-
scale applications to run on the combined resources
of many collaborating systems. In this complex com-
puting environment, software components are assigned
and reassigned to networked resources based on avail-

ability and performance characteristics. Such a computing




environment is not only a severe test of software
interoperability but, because of its inherent complexi-
ty, may depend on high-performance component archi-

tectures to become a reality.

Efforts Outside ASCI. Considerable effort has been
expended on the development of component technology
outside of ASCI. Industry makes heavy use of frame-
works in software development. Many organizations
rely heavily on component architectures and libraries
of components supplied by third-party vendors.
Microsofts COM component system is the basis of
nearly their entire product line, and many companies,
especially those that are data driven, lean heavily on

Enterprise Java Beans and similar component systems.

Universities also conduct a great deal of the cutting
edge research in this area. Much work is currently
under way to develop the Common Component
Architecture (CCA) specifications intended to extend

component technology to high-performance computing.

The Object Management Group (OMQG), a private-
public-sector consortium, actively promotes development
of new interoperability technologies including high-
performance CORBA implementations. A CORBA
Component Model specification has very recently

emerged.

The Java community has been a leader in component
technology with the introduction of Java Beans and
Enterprise Java Beans (EJBs). EJB components are
“smart” about client-server applications and greatly
facilitate the development of enterprise systems by
integrating network security, namespace resolution,

and many other services.

The drivers for framework and component technology
outside of ASCI are much the same as those inside.
Businesses need to manage complex and elaborate soft-
ware systems and to develop them on time and on

budget. Recently, the need to handle large-scale data

for real-time, distributed applications and online appli-
cation processing (OLAP) has spurred interest in high-
performance modifications to the standard component
models. Therefore, some of the high-performance

computing goals of ASCI overlap with those of industry.

In the related area of Grid Computing, the high-per-
formance computing community has launched several
development efforts and has recently begun to demon-
strate the feasibility of computing on large-scale, wide-

ly distributed computing resources [1].

Challenges. We anticipate continued advances in soft-
ware interoperability largely based on industry-driven
component technology. Our main objective here is to
discern which areas of the technology needed by ASCI
are unlikely to be developed, or to be developed fast
enough to meet the ASCI mission. The answers to these
questions are best considered in terms of the following

categories:

1. Common interoperability standards, including
common software abstractions, and processes for
achieving them (discussed under Standardization

Process Barriers below).

2. Development of core extensions to existing
component technologies (discussed under Core

Technology and Generic Service Barriers).

3. Development of additional tools and services,
some of which are generic to high-performance com-
puting, while others are specific to the ASCI problem

domain (discussed under Domain Service Barriers).

The first of these categories introduces the important
concept of process — something that is not often
considered a technical challenge or barrier in the usual
sense. However, the search for interoperability solutions
leads to such considerations out of necessity. For example,
the CORBA standard, and the many distributed computing

solutions based on it, could not have come about without




the OMG and the processes for consensus building and
standardization that it devised. In planning for advances
in software interoperability within ASCI, processes
should be standardized; anything judged to be a process
obstacle would implicitly be considered a technology

barrier.

The second category refers to the extensions that will be
necessary to make component technology accessible and

workable in high-performance computing applications

like ASClI’s.

The third category identifies particular kinds of services
needed by ASCI, some of which are generic to high-per-
formance computing. For example, large, distributed,
composite data structures, such as multidimensional
arrays partitioned across thousands of processors, are not
a mainstream industry concept. Nor are services based
on ASCI main-line technologies like MPI parallel mes-
sage passing, or high-performance gather-scatter. There
are other generic, services in this category more specific
to scientific computing, such as linear system solving.
Many of the application domains must be covered in
ASCI development are also not mainstream. Advanced
algorithms for physics models like hydrodynamics and

radiation are examples.

There are technologies required by ASCI in each of the
above areas that we do not expect to come from industrial
software technology development, or to come soon enough.

Consequently, they constitute technology barriers for ASCI.

Standardization Process Barriers. Although standardiz-
ing processes (or developing them) is not typically con-
sidered a technology area in high-performance com-
puting, the development of interoperability solutions
makes it important. Currently, ASCI has no processes for
achieving common interoperability standards, includ-
ing common software abstractions. Conversely, other
standards bodies like OMG have successful organiza-
tional mechanisms and processes in place but are not

expected to address the extreme requirements of ASCI

computing in the immediate future. Research interest
groups like the Common Component Architecture
Forum are indeed working to develop new standards as
well as extensions to current standards in this area but

are only peripherally associated with ASCI programs.

In general, a standards body:

= |dentifies key technologies and service areas.

= Develops and standardizes interfaces, design pat-
terns, and other abstractions necessary for interoper-

ability in the key areas.

= Participates in the development of reference prototypes
that can be used to integrate the technology in real

applications and encourage commercial development.

Core Technology and Generic Service Barriers. The
following is a list of key technologies that need to be
made interoperable or that contribute to interoperability

solutions:

» Large, Distributed, Composite Data Structures and
Parallel Communication tools. An ASCI application
is likely to depend on large data containers holding
upwards of 108 to 10"" numerical values. This can
translate to as much as 10° megabytes of data associat-
ed with a single container. In a typical scenario, these
values could be distributed across tens of thousands
of smaller data structures each holding hundreds of
megabytes. Nothing on this scale is expected in
industrial applications in the near term, yet some
ASCI projects are already within an order of
magnitude of this. Data movement and processor
remapping are integral aspects of this problem.
Projects like Parallel Object-Oriented Methods and
Applications (POOMA), A++/P++, OVERTURE,
PAWS, and Scalable Multithreaded Asynchronous
Runtime System (SMARTS) have exploited a com-
mon model of multidimensional data structures to

facilitate many important processes associated with




accessing and transferring data structures in a high-
performance setting. However, the lack of common
interfaces and design abstractions limits the interop-

erability of these systems.

Parallel Performance Analysis, Optimization, and
Testing. Services related to analyzing parallel
performance and optimizing parallel programs are
strongly needed in ASCI. Tests for correctness and
reliability are critical to high-consequence application
development. In the commercial sector, there are
typically automated tools in component form to
assist in this process. While tools of this kind are
currently available in the academic research commu-
nity, interoperable solutions for exploiting them and
integrating them within a production setting do not
exist by and large, and we do not expect industry to

provide such components in the near term.

Parallel Component Architecture Extensions.
Standards for building applications from components
in a massively parallel computing environment have
not been addressed in the commercial sector. There
is encouraging activity in this area within academia
and DOE. The CCA effort [2] and insightful reports
such as Sandia’s "Advanced Software Interoperability
Architecture and Strategy” [3] have contributed a
great deal. However, we cannot expect the research
community alone to develop robust production-
quality solutions for ASCI. Some of the key technology
issues in this area have to do with the efficiency of
application servers for high-performance applications
and how well the overall architecture can support
parallel communication and synchronization in
applications that mix asynchronous-task-parallel and

synchronous-data-parallel components.

High-Performance Database Services. Like industry,
ASCI needs comprehensive data management and
database tools that support both object and relational
data models. However, neither the capacity required
by ASCI, nor the support for high-throughput parallel
1/0 (10 to 100 Mb/s), is to be found in mainstream

database products. Thus, this is a technology barrier,
and is related to barriers in the Scientific Data
Management (SDM) section.

» Numerical Solvers. ASCl's focus on numerical
modeling emphasizes the importance of creating
interoperable numerical tools. Industrial applications
only marginally deal with this issue, and there is
nothing we anticipate from industry that would
address the scale and complexity of ASCI require-
ments for numerics. The Equation Solver Interface
(ESI) effort, under way for some time, has attempted
to address some of these issues. Specifications have
emerged [4], but the status of the effort and its

relationship with ongoing projects is uncertain.

» Gridded Data Sets. Industry occasionally works
with gridded data in situations ranging from image
analysis to geographic information processing.
However, these areas are not widespread, are not
expected to push development of common solutions,
and do not address the requirements of scale antici-
pated in the ASCI program. This then presents
another barrier, and one that again overlaps with
SDM. SDM activities to address the management
of large, gridded data sets have made considerable
progress at all three laboratories. However, there is
still a great deal to be done technically and a long way

to go in achieving consensus and standardization.

Domain Service Barriers. There are many services
that can be identified at the domain level. We list a
few of these for which there is continued interest

and concern:

= Grid generation and problem setup

Interfaces to material properties data

= Common simulation input specifications

Scientific visualization tools

Again, the challenge here is not the development of
tools per se, but how to achieve interoperable solutions

in each of these areas.




Road Map to Software Interoperability

We propose a road map by which ASCI may be able to
keep ahead of the curve in interoperable technology and
can promote solutions that will help overcome technology

barriers.

An unusual feature of our road map involves initiating a
process for promoting interoperability solutions and
standards in this area. The OMG is a good model, and
possibly a good vehicle for this. The consensus develop-
ment process in the OMG was carefully designed to
promote interoperability without requiring that software
vendors reveal their source code or their methods. OMG
standards address design patterns, interfaces, and design
contracts — exactly the issues that are the foundations

of interoperability.

Early steps in the road map focus on establishing accept-
able standardization processes. These processes could be
patterned roughly after the OMG, or after other organi-
zations closer to this application area like the CCA.

However this is done, it must be a deliberate and visible

feature of the road map for achieving this technology.

In the following, we have assumed some process frame-
work of this kind and have organized our key technology
goals accordingly. We have also distinguished each as
belonging to the core, generic, or domain-level service

category.

The associated visual depicts the five-year status (calendar
years 2000 to 2005) of desired capabilities/activities
within a functional area. Each capability is color coded

to show what level of R&D effort it requires or anticipates.

R&D Effort Indicator:

Accomplished = completed

Planned = ASCI will accomplish even with slight budget
fluctuations

Hurdle = ASCI will need some help

Barrier = ASCI will need significant help from the high

performance computing (HPC) community

NOTE: Both hurdles and barriers represent research
opportunities for the HPC community.
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TIMELINE

This timeline elaborates on the activities that appear on the preceding road map.

Calendar Year
2001

Description and Status

An OMG-style working group and process for consensus building and standardization. We
believe one of the most important requirements is the establishment of an Interoperability
Working Group and a process model. Without such a group there will be no way to bind the
various ASCI and HPC community efforts together on an ongoing basis. This item is relevant to

Simulation and Computer Science (S&CS) as well as Apps. Planned

Large-Scale, Distributed Container Specifications to standardize large distributed arrays and
other basic containers. This is relevant to S&CS. Hurdle

Large-Scale, Distributed Object Persistence Specifications for general object persistence in
applications that use large-scale distributed containers and objects that are derived from them.
This is relevant to S&CS. It is a difficult challenge to standardize, especially if we wish to align our

efforts with industry. Barrier

Parallel Performance Optimization Components Specifications for components and tools that

analyze performance and contribute to performance optimization. Relevant to S&CS. Barrier

Specifications for Large-Scale, Parallel Testing for components and tools that facilitate

validation and testing for reliability at the core technology level. Relevant to S&CS. Barrier

2002

Large-Scale, Distributed Container Implementations of the specifications given in the previous
year. This is relevant to S&CS. While challenging, this is an area in which we can leverage

existing (nonstandardized) prototypes. Hurdle

Large-Scale, Distributed Object Persistence Implementations that go with the specifications

in the previous year. Relevant to S&CS. It is a difficult challenge to implement. Barrier

Parallel Performance Optimization Components Implementations of the previous year speci-
fication. Relevant to S&CS. Barrier

Implementation of Large-Scale Parallel Testing Components — Implementation of the previous

year specification. Relevant to S&CS. Barrier

Core Parallel Component Architecture Implementation — Because preliminary specifications
for a parallel component architecture have been developed within CCA in prior years, we believe
that a prototype implementation could be available at this time. There may be some additional
refinement of specifications along the way as a result of the Framework Working Group's activities.
This is in the S&CS area and requires a great deal of coordination and community participation.

Barrier




Large Dataset Management and Database Connectivity Specifications that is a challenging
area because it aims to standardize database access to large data objects such as those that incor-
porate large containers. This area overlaps S&CS with Apps because of the combination of generic

technology with application-driven access patterns. Barrier

Gridded Dataset Interface Specifications that attempt to standardize gridded dataset models
and interfaces such as those developed under SDM. This overlaps S&CS with Apps because of the

combination of generic technology with application-relevant data models. Planned

Numerical Solvers Interface Specifications — This would continue the ongoing efforts begun
with ESI to establish interfaces for numerical solvers. This is another area of S&CS and Apps

overlap. Barrier

2003

Large Dataset Management and Database Connectivity Implementations — The implementa-

tion of the previous year's specifications. Relevant to S&CS and Apps. Barrier

Gridded Dataset Interface Implementations — The implementation of the previous year's
specifications. Relevant to S&CS and Apps. Hurdle

Numerical Solvers Interface Implementations — The implementation of the previous year's
specifications. Relevant to S&CS and Apps. Hurdle

Grid Generation and Problem Setup Specifications — Specifications and abstractions for a
number of capabilities related to grid generation and problem specification. One of the key areas
here will be gridded dataset specifications developed under generic services and can be leveraged.
Another is interpolation, grid re-mapping and various computational geometry services. This over-
laps S&CS with Apps, but is mostly driven by Apps. Hurdle

Material Properties Interface Specifications — A long-standing problem is the development of

good abstractions to interface these tabulated databases to physics codes. Hurdle

Visualization Component Specifications — There are a number of mature models within scien-
tific visualization on which to base a specification. There is also an existing data-flow paradigm
that can be leveraged. This area overlaps S&CS with Apps. Hurdle

2004

Grid Generation and Problem Setup Components Implementations — Implementation of the
specifications developed in the previous year. Again overlaps S&CS with Apps. Still a challenge,

but because a great deal of domain knowledge and source code can be leveraged. Hurdle

Material Properties Interface Implementations — Implementation of the specifications developed
in the previous year. Again overlaps S&CS with Apps. The main challenge is to connect the interface
with the data at the various labs. Hurdle




2004 cont. Visualization Component Specifications — Implementation of the specifications developed in
the previous year. Again overlaps S&CS with Apps. Most of the difficulty will be in interfacing
existing software, which is mature and effective, with the interfaces and other specifications.
Hurdle

2005 Mature Parallel Component Architecture Implementation — The main requirement at this

stage. This relies on successes in developing the required technologies in the prior years. Of

necessity, it spans both S&CS and Apps and, because of its dependence on technology barriers,

is itself a Barrier.

CURRENT STATE OF ASCI SOFTWARE
INTEROPERABILITY

There are many accomplishments in the area of frame-
works within ASCI as well as outside. These include
both the areas of Applications and Simulation & Computer
Science. There is a good deal of existing technology and
experience to draw upon. Below is a summary by tech-
nology. The list is not intended to be complete, but to
serve as a means of placing a few recognized activities
on the road map.

Framework Libraries — There are a number of general
numerical framework libraries including POOMA and
its physics-oriented sister framework Tecolote, Overture,
A++/P++, and the Sierra framework.

Parallel Component Architectures — The CCA community
has issued an initial specification, and there are some
preliminary prototypes currently under development.

Large-Scale, Distributed Containers and Parallel
Communication — Large, distributed containers are handled
by POOMA and by PAWS. For parallel communication,
there is, for example, Cheetah. A number of academic
libraries also cover this area.

Large-Scale, Distributed Object Persistence
Specifications — POOMA’s recent 2.3 release contains a
first attempt as part of its "object [/O" capability. A
recently approved, internally funded project at Los Alamos
is just getting under way to address the larger problem.

Parallel Performance Optimization Components —
Currently, there are a number of profiling tools from the

academic HPC community. These are considered separate
tools at this time and have yet to be incorporated into a
general framework architecture.

Large-Scale, Parallel Testing Components — The status
of this area is unknown; however, it is beginning to be
recognized as a key technology need.

Large Dataset Management and Database Connectivity
— There is an effort just getting underway at Los Alamos
to address this. There are also HPC community activities
in this area such as the Storage Request Broker, a National
Partnership for Advanced Computational Infrastructure

(NPACI) alliance project.

Gridded Dataset Interfaces — The ASCI SDM program has
made progress in this area and now has several prototypes.
Most activity outside of ASCl is less sophisticated. A
notable exception is the gridded data interface used by
visualization projects at NASAs Ames Research Center.

Numerical Solvers Interfaces — This is currently an active
area of research. The aforementioned ESI activity has
issued some preliminary specifications. Its present status is
unknown. Incidentally, there are a number of linear solver
libraries in the academic community based on various
abstractions that could be helpful in this area.

Grid Generation and Problem Setup Components —
There is a great deal of effort within ASCI Apps to
develop these capabilities. To date there have been no
attempts to synthesize general abstractions. We believe
there are efforts on the outside (e.g., in the mechanical




engineering area) that could be helpful. There are also
commercial tools available for core geometry modeling
services that could be exploited.

Physical Properties and Similar Specifications — There
has been no systematic effort in this area as far as we
know. Each code team has an ad hoc solution. Attempts
have been made to upgrade and standardize the condi-
tion of specific databases such as SESAME in order to
improve the interface problem, but these do not represent
a general approach to our knowledge. Linking simulation
entities to externally archived data describing physical
properties is a generic problem that should have an
interoperable solution.

Visualization Components — There has been tremendous
development of Scientific Visualization within ASCI
and on the outside. ASCI program scientists and alliance
partners are heavily engaged, as are various academic
and commercial interests. This technology area is fairly
mature. Here it is mainly standardization and interoper-
ability that are the main issues.

SUMMARY, CONCLUSIONS,
RECOMMENDATIONS

The discussion thus far may seem abstract. This is
because much of the development in software operability
is just getting under way. As a result, technology needs
are not as clear as they might be in other areas such as
high-capacity data storage. Many challenges are still to
be overcome if the right technology is to be developed
for ASCI. However, a few recommendations can be made:

1. A great deal can be gained from coordinating this
activity and leveraging existing experience in developing
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2. DATA MANAGEMENT,
VISUALIZATION, AND STORAGE

Terascale computing, i.e., parallel computers calculating at speeds of tera-operations per second (OPS), is only
the first step in performing complex modeling. The next step in a simulation is organizing, understanding, and
analyzing the data produced by (and during) the simulation. Connected in this general category of data, we

have scientific visualization, management of large-scale data sets for scientific analysis, and software and hard-

ware necessary for storage and processing of those data. All of these areas become more complex than those

of the corresponding industrial simulations when the computational environment pushes technology to the

limit. In this section, we examine what features of real data processing are necessary to support ASCl-scale

simulations.
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2.1 VISUALIZATION

By the year 2005, ASCI calculations are expected

to produce bundreds of terabytes of information per
simulation. ASCI scientists will need to evaluate these
simulation results in detail, thus creating a demcmdfor
state-of-the-art visualization tools. Although the best
visualization bardware and software are being leveraged
as appropriate, “terascale”-level scientific visualization
tools are either not commercially available or not viable
at this time. ASCI researchers are pursuing collabora-
tive efforts to gain the additional functionality needed

A critical goal for ASCl is to explore, understand, and
compare massive scientific datasets. The ASCI visualiza-
tion program seeks to build a visualization environment,
allowing weapons scientists and engineers to quantita-
tively and qualitatively understand and analyze these

volumes of data.

As the weapons community becomes increasingly reliant
on computation, the visualization program must ensure
that weapons designers and analysts can efficiently gain
maximum understanding from their calculations (see
Figure 2.1-1). By the year 2005, ASCI calculations are
expected to produce hundreds of terabytes of infor-
mation per simulation. Thus, meaningful evalu-
ation of these simulation results will require
major advancements in data manipulation

and visualization.

The challenges facing the Visualization
program over the next few years are
multifaceted, and it is the combination of
these various challenges that creates an

even larger challenge. The major drivers can

— Designer/4y,, by,

be categorized into six functional areas: data handling,
data exploration, environments, scalable rendering,

displays, and distance visualization.

» Data Handling and Data Exploration. One primary
driver pertains to the unprecedented size and complexity
of the datasets we are expecting to visualize over the
next several years (see Figures 2.1-2 and 2.1-3); this
provides a very large data management challenge.
Simply manipulating a 2-terabyte time-dump, which is
part of a 200-terabyte dataset, by CY 2005 is daunting.
Improved data exploration methods are required for
rapid data browsing and selecting. For an analyst to
peruse 200 terabytes of data, techniques for efficient
data mining and data discovery are needed, and these
tools must be integrated with visualization to provide

the proper context of the results.

Environments, Rendering, and Displays. The need to
improve user environments is another major driver.
The results of the calculations must be comprehensible
to the analysts and engineers. Both shared facilities
(Figure 2.1-4) and offices (Figure 2.1-5) must be enhanced
with larger displays with higher pixel counts to enable
a designer to fully comprehend the results (Figure 2.1-6).

4
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Figure 2.1-1. A cycle for ASCI compute-based simulation and analysis. Visualization capabilities are needed that enable efficient, yet
maximum comprehension so that this iterative cycle can be executed as fast as possible.




It is not feasible to explore a one-billion-cell, three-
dimensional calculation with a one- or two-million-pixel
display. Multiple simultaneous views of the data, at as
high a resolution as possible, greatly accelerate an ana-
lyst's understanding of the results. Moreover, to support
interactive visualization of these large three-dimensional
datasets on high pixel count displays, significant
improvements in rendering speeds are required. Thus,
rendering rates also need to increase on the order of
1000 times by 2005.

s Distance Visualization. Remote use of large ASCI
platforms is increasing — something that requires the
use of a wide area network (WAN) to the largest
extent possible. The major ASCI compute platforms

reside at different laboratories, several miles away from

Figure 2.1-2. Visualization of a Richtmyer-Meshkov instability
simulation involving two gases subjected to shock. The fidelity of
ASCI simulations demands the need to be able to observe intricate
detail. Surfaces extracted from such data have been as complex as
470 million triangles.

Figure 2.1-3. Visualization of a
reentry-body impact showing full-
system features needed to support
ASCI data analysis requirements.

each other. It is therefore necessary for analysts situat-

ed at a distant laboratory to work effectively across a

WAN (see Figure 2.1-7).

Failure to recognize these drivers and meet the associated
challenges could result in calculations being run but
inefficiently or inadequately analyzed, allowing an
important issue to go undetected. Computational results
are only as good as the understanding gleaned from
them. Visualization is a major tool for understanding
these results. The scale of datasets presents the very real
possibility of overwhelming current visualization tools
and “closing” this key channel of information from the

simulations.

Other industries also stand to benefit from the technolo-

gies required for ASCI visualization. Medical imaging

Figure 2.1-4. Visualization Corridors provide advanced facilities
for high-end visualization and shared, collaborative data analysis.




Figure 2.1-5. Office-of-the-future environments
are being considered that would increase end-
user productivity, the ability to collaborate
with co-workers, and the ability to gain
scientific insight (courtesy of University of

North Carolina).

visualization, and for developing
parallel and distributed software
architectures for driving these

systems.

We have engaged industry (e.g., IBM)
in producing high pixel-density
and the oil/gas industry both have ongoing needs for the  displays and are working with industry in the develop-

visualization of large datasets. Advances in visualization =~ ment of a commodity-based scalable rendering system.

technologies stand to benefit both industries. Other We have also engaged industry in scaling commercial
areas that could benefit from the technologies include scientific visualization software systems (e.g., CEI's EnSight
global systems and climate modeling, basic science Gold) to unprecedented capabilities and adapting a
research, and computational biology. successful scientific visualization framework (the

Visualization Tool Kit — "vtk") from a serial-distributed

model to a parallel-distributed model. Commercial
TECHNICAL ISSUES AND CHALLENGES markets do not demand as much as we do from our
The extremely aggressive ASCI visualization require- visualization software. We have significant research
ments, as with the aggressive ASCI computing require-
ments, have led to the development of a visualization
architecture that depends on scalable hardware and soft-
ware in order to attain the required performance. We
are focusing our research and development efforts on
applying and combining commodity graphics chips and
boards, commodity computing cluster technology (see
Figure 2.1-8), and tiling of commodity display technology

in order to reach our goals.

We are collaborating with various university researchers
in most of the technology challenge areas mentioned.
We have engaged researchers in developing techniques

for multiresolution data exploration, for using commodity

PC clusters and commodity graphics cards for high-end

scientific visualization, for utilizing tiled displays driven
Figure 2.1-6. Large, tiled power-wall display technologies are

by such commodity systems, for developing immersive being developed to support very high resolution and data

visualization facilities for scientific immersion for analysis of high-fidelity data.




efforts to develop software tools that complement the

commercial tools (see Figure 2.1-9).

Two major technical challenges for ASCI visualization
are the size of the datasets and the dynamic changes tak-
ing place in the graphics hardware industry. The great-
est impact of dataset sizes is in bandwidth to the data.
Storage devices, especially disk drives, are advancing
rapidly in capacity, but the bandwidth to access the
disks is advancing at a much slower rate. This requires
data handling and visualization systems to require

striped pathways across many times the number of

devices than is common in industry.

Figure 2.1-7. A critical objective is to enable ASCl-class visualiza-
tion from the day-to-day office work environment, regardless of
distance-separation from critical ASCI resources.

The second major challenge is that the PC 3D graphics
market is so large that it is overtaking the much smaller
workstation and high-end graphics server market. Raw

performance of $300 graphics cards is exceeding the

abilities of $100,000 workstations. Low cost cards, how-

ever, are tailored to the "computer-games” market, not
the scientific visualization market. The technical chal-
lenge is to harness the features demanded by the games

market to meet the visualization needs of ASCI datasets.

Road Map for Visualization

The associated technology road map visually depicts the
five-year status (calendar year 2000 to 2005) of desired
capabilities/activities within a functional area. Each

Figure 2.1-8. A PC-based visualization cluster. Cost-effective tech-
nologies are needed to enable highperformance visualization at
levels well beyond today’s traditional, high-end systems.

capability is color coded to show what level of R&D

effort it requires or anticipates.

R&D Effort Indicator:

Accomplished = completed

Planned = ASCI will accomplish even with slight
budget fluctuations

Hurdle = ASCI will need some help

Barrier = ASCI will need significant help from the high

performance computing (HPC) community

NOTE: Both hurdles and barriers represent research
opportunities for the HPC community.

Figure 2.1-9. An advanced tool for volume rendering of unstruc-
tured mesh data. Parallel visualization tools, as well as new
algorithms and techniques, are being developed to enable more
effective exploration of ASCl-class data.
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ACCOMPLISHED—Completed

PLANNED—ASCI will accomplish even with slight budget fluctuations

HURDLE—ASCI will need some help from the HPC community

BARRIER—ASCI will need significant help from the HPC community

CONSTANT ASSUMPTIONS (ACROSS TIME)

5—10 Hz Interaction/Rendering rate on largest displays (e.g.,
spinning around a view of an isosurface)

10-s Interaction/Processing rate on largest datasets (e.g.,

updating from one time step to another, moving a clip plane, etc.)
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TIMELINE

The visualization technology timeline is based on two major underlying assumptions: (1) a 5~10-Hz interaction/
rendering rate and (2) a 10-s interaction/processing rate. The interaction/rendering rate is the rendering rate for per-
forming an activity like spinning around a view of a large isosurface on the largest display. There is a desire to have
rendering rates sufficiently high to support head-tracked stereo frame rates (20+ Hz/per eye), but our assessment of
future technology availability drove us to set a constant goal of 5 to 10 Hz. This is highly aggressive considering the
dataset sizes.

The 10-s interaction/processing rate is the rate on the largest datasets to update the data to be rendered. This would
include functions like moving from one timestep to another, moving a clip plane, or calculating an iso-surface. This
is envisioned as the wait time between when a slider is moved or a button is pushed before the system can start render-
ing the new data. This is very aggressive. For example consider that a brute force approach to simply accessing 300

gigabytes in 2002 would require a 30 gigabytes/s storage system.

(Note: Many of the milestones below are for the same technology development path. For the sake of brevity, the
first reference to the technology path contains the most detailed description of the technology path. Later milestone

descriptions are brief.)

Calendar Year Description and Status
2000 Scalable Rendering System driving a 16-megapixel tiled display — In order to see important
details present in data at image resolutions that are better matched with the data resolution of
high-fidelity geometric grids, display capabilities are needed that enable data to be visualized at
pixel-resolutions on the order of 16 megapixels. This effective resolution can be achieved via the
integration of multiple displays. Meeting the long-term goals of the development track requires

that a scalable rendering system be deployed. Accomplished

Shared immersive environments — Implies the ability of a group of people to share an immersive
experience in which ASCI data are being explored by one of the people in the group. For this
target, no independent capability to explore the data is required. Accomplished

Interactive Distance Visualization with Lossy Image Delivery — The capability to interact
with, and visualize, data across distance, particularly inter-site, at rates that are comparable with

sitting at the console of a high-performance visualization server. Accomplished

2001 Data browsing/multiresolution data — Multiresolution techniques should be mature enough for
integration with the end-to-end visualization process for ASCI data visualization. The work is
planned and is in process. The main challenge is to supply interactive rates (defined above) for
datasets that will be at 20 terabytes (300-GB timedumps) by CY 2002. Planned

2002 Real-time interaction with 300-gigabyte timedump — Implies the ability to interact with a full

timestep of result data whose raw size is approximately 300 GB, at frame rates that are defined at




the beginning of this section. Sustaining high bandwidths and high-performance parallel tools, as

well as effective data-exploration techniques, are the challenges here. Hurdle

Scalable Rendering System driving a 64-megapixel tiled display — The scalable rendering
system will be extended to drive display resolutions of 64 million pixels; effective resolution can
be achieved via the integration of multiple displays. This is a barrier because the scalable rendering

technology to scale to this number of pixels for very large datasets does not exist. Barrier

Interactive distance visualization solutions — Methods are required for loss-less interaction and
visualization with very large datasets across the WAN. This is a hurdle that is limited mainly by
the money available. The technology exists (e.g., chips sets and standards), but DOE funding and
the current markets have not permitted the development into production equipment. A major

challenge is supporting high-resolution displays. Hurdle

Digital approaches for desktop delivery — Various approaches will be explored for providing
effective delivery of high-performance data visualization to remote displays. In this case, remote
can be intra-site, but must also satisfy inter-site needs. Approaches may leverage methods such as
image-based visualization/rendering as an alternative to data migration; advanced data services
including multiresolution, feature detection/extraction and compression/decompression, and high
performance networking/communications. Note that desktop delivery requirements will also
demand high display resolutions and frame rates. Although the technology is under development,
it still remains a challenge to determine which technology is most effective for the high-pixel

screens and large datasets. Hurdle

Display-intensive offices — The goal here is to provide many wide screens to the offices of
designers and analysts. University research and alpha users have demonstrated the utility of
increasing screen size and pixel counts. The displays support both multiple views (many windows)
and higher resolutions than are commonly found in offices. This deployment is limited by avail-
able funding. Low-cost, high-resolution displays or projectors are needed. There are also some
hurdle aspects to this milestone relating to the development of the software to correct keystoning,

and other practical issues resulting from the tight spaces in offices. Hurdle

2003

Data subsetting/manipulation services integrated with interactive visualization solutions —
A complete set of data services, including those provided by Scientific Data Management project,
will be integrated with visualization components to enable efficient, effective data exploration and
comprehension. While most of the data-size performance targets identified on the ASCI visuali-
zation curve are specified for a single timedump, the resulting end-to-end environment will also
support efficient processing of time-series data. The challenge is integrating tools developed by

many teams into a seamless functional system as dataset sizes and hardware platforms are evolving

rapidly. Hurdle

Collaborative interactive distance visualization — Technologies will be developed and deployed

that enable the ASCI designer/analyst to extend the distance visualization capability to support




2003 cont. collaboration with users at remote locations. This will allow a work group with different locations

to visualize and interact with a large dataset. Many tools today either share the display or replicate
the data. Replicating the data is impractical at ASCI data scales, and at high display resolutions,
the WAN bandwidth is insufficient for numerous users. The challenge is to develop the solution

that leverages the high-performance parallel visualization tools. Barrier

Improved user interfaces for shared facilities — Shared facilities supporting a group of people
sharing large screens and high-performance visualization systems require means of interacting with
the computer beyond a mouse and keyboard. University researchers have demonstrated technolo-
gies like hand-held Palm Pilot and gesture-recognition-based interfaces, but none are well devel-
oped and ready for deployment. The required technologies are still in the basic research phase,

and their application on large datasets and for scientific visualization is unexplored. Barrier

2004

Real-time interaction with 2-terabyte timedump — Implies the ability to interact with a full
timestep of result data whose raw size is approximately 2 terabytes, at frame rates that are defined
at the beginning of this section. The basic computer science and hardware technology required to

meet the high 1/0 and processing rates do not exist today. Barrier

Scalable Rendering System driving a 16-megapixel display in offices — In order to see impor-
tant details present in data at image resolutions that are better matched with the data resolution of
high-fidelity geometric grids, display capabilities are needed that enable data to be visualized at
higher pixel resolutions. The object is to take the capabilities available earlier in shared facilities and
extend them to the offices of designers and analysts. The technology exists with the challenge being
how to cost-effectively deploy it in the office setting. Hurdle

Integrated distance visualization and data services available across the WAN — This mile-
stone is to extend the 2003 "Data sub-setting/manipulation services integrated with interactive
visualization solutions” milestone to allow seamless access across a WAN. The challenge is integrat-
ing tools developed by many teams into a seamless functional system as dataset sizes and hardware
platforms are evolving rapidly. This also is likely hampered by money as the WAN bandwidth

may be a limiting factor. Hurdle

2005

Data mining/discovery integrated with visualization — Large 200 terabyte databases are too
large to be visually explored; computer-augmented techniques to search the database and suggest
points of interest are required. The main challenge is to develop the algorithms that locate “inter-
esting” features. The integration of these tools into the parallel visualization tool set is secondary.

Barrier

Scalable Rendering System driving a visual acuity tiled display (100M pixel) in shared
facility — In order to see important details present in data at image resolutions that are better

matched with the data resolution of high-fidelity geometric grids, display capabilities are needed




that enable data to be visualized at high pixel resolutions.

These effective resolutions can be

achieved via the integration of multiple displays, but this is a barrier that is limited by the

scalability of the rendering system. Barrier

Collaborative office environments — Completing the 2002 milestone, “Display intensive

offices,” will deliver offices that more fully engage an analyst. Accomplishment of this milestone is

also dependent on successful completion of the 2003 milestone, "Collaborative Interactive

Distance Visualization” This milestone extends these capabilities and adds video conferencing and

distance collaboration. This is a planned activity with largest challenges being limited budgets

and security restrictions. Planned

CURRENT STATE OF ASCI VISUALIZATION
The Visualization work at the three laboratories has
consisted of teaming with universities and industry for
several years in efforts to address the technology needs.
Progress has been made in data handling, data exploration,

environments, displays, and distance visualization.

Data Handling and Data Exploration. The three labo-
ratories are engaged in research with both universities
and industry to explore cluster-based solutions to 1/O
bandwidth needs. In 1999, a cluster was used to set a
world speed record in sorting. Advanced wavelet tech-
niques have been demonstrated to permit rapid browsing
of very large datasets. High-performance disk-to-frame-
buffer volume rendering capabilities have also been

demonstrated.

Environments, Rendering, and Displays. Continued
collaborations with universities and industry have resulted
in improved visualization environments. Large tiled
displays, with as many as 20 megapixels, and shared
immersive facilities are deployed at the laboratories.
Prototype flat-panel displays have been developed that
deliver 9 megapixels across a 21-inch diagonal display.
The feasibility of cluster-based rendering has been
demonstrated, achieving rates as high as 300 million

triangles/s for polygonal rendering of a very large iso-

surface. Industry partners are improving graphics card
drivers for Linux; ASCI funding directly supported the
development of Linux drivers for nVIDIA and 3dfx
graphics cards. Partnering with university researchers
continues on the development of scalable rendering
software and technologies for the conference room and

offices of the future.

Distance Visualization. Distance visualization has been
demonstrated across the WAN, between New Mexico
and California, using special hardware compression/
decompression and Asynchronous Transfer Mode (ATM)
networking equipment. The three laboratories are con-
tinuing to collaborate with universities and industry to
develop improved techniques for distance image delivery,
tele-collaboration, video-conferencing, and other tech-

niques for distance visualization.

SUMMARY, CONCLUSIONS,
RECOMMENDATIONS

Plans for the next five years will focus on topics discussed
here. The major challenges are in scalable visualization
(rendering and data handling), scalable data exploration,
and distance visualization. Addressing these areas requires
advancing both hardware and software. A combined
effort of the national laboratories, universities, and indus-

try will continue to address ASCI's visualization needs.




2.2 SCIENTIFIC DATA
MANAGEMENT AND
DISCOVERY

ASCI's current computing platforms produce a buge vol-
ume of complex data, which are expected to increase within
the next five years. Managing these multi-terabyte datasets
in petabyte archives and understanding and evaluating
mesh-based simulation datasets are major challenges for
ASCI researchers — challenges compounded by the fact
that some of the data are generated and stored remotely. A
delay in addressing data managdement issues of this magni-
tude can significantly impact researchers’ efforts to quickly

access and analyze these data.

Scientific data management and discovery involves
building tools to enable weapons scientists and engineers
to explore and understand terascale datasets. Today's
ASCI scientists are overwhelmed by the vast amount of
data produced by applications using current computing
platforms and are hindered in their efforts to analyze their
results by inadequate data management and discovery
tools. One major problem is understanding and comparing
multi-terabyte datasets in petabyte archives. Although
the management of massive datasets is a problem
addressed in other scientific and experimental contexts
(e.g., satellite images, high-energy physics), the problem
of analyzing mesh-based simulation datasets of this
magnitude has not been adequately addressed. A delay
in addressing the terascale scientific data management
issues will severely limit ASCI users’ ability to find useful

information and exploit their results.

Several industries also stand to benefit from the tech-
nologies required for ASCI data management and discovery.
Medical imaging and the petroleum industry both have
ongoing needs for understanding massive datasets.
Advances in data technologies stand to benefit both
industries. Other areas that could benefit from the tech-
nologies include environmental and climate modeling,
computational engineering, basic science research, and
computational biology.

TECHNICAL ISSUES AND CHALLENGES
Addressing the scale, complexity, and remoteness of data
is the major challenge for the data management effort.
Data complexity comes from the computational algorithms
employed and the broad range of discrete representations
used by the applications, from simple product meshes to
grids of general polyhedra. In addition, ASCI simulation
codes require models with a fidelity and spatial resolution
far beyond the current state of the art, which greatly
magnify the volume of the resultant data. Remote data
access adds both technical and procedural challenges.

In the tri-lab computing environment, simulation results
may be computed on a remote resource and analyzed
and stored in another location. Differences in the com-
puting environments and the issues relating to managing
remote data add significant complexity for the user as

well as for the software tools developed to assist them.

If managing ASCI data is a challenge, then exploiting it
is even more so. ASCI data discovery is a collection of
techniques and tools for representing and extracting
information from simulation data. It is true that the
demands of the e-commerce industry have resulted in
commercial products that can handle and “mine” data
comparable in quantity to that of ASCI. However, those
tools most often require that the data be represented in

a relational schema and already be prepared for the
analysis, thereby rendering them inapplicable to ASCI's
mesh-based physics data.

Many important challenges and research opportunities
exist in the ASCI data management and discovery area.
One is the simple but essential requirement for scalable
algorithms for computing low-level features, useful in
characterizing and classifying the data. Scalability is cru-
cial because these algorithms will be applied to terascale
datasets. Also needed are query and pattern recognition
schemes with various advanced properties. One property
is the ability, in the interest of user interactivity, to trade
off the accuracy of their responses against the time
invested in them. Another is sufficient robustness to
handle datasets that have not been "cleaned” because the

sheer volume of ASCI data makes any preprocessing




expensive. A third characteristic is parallel pattern
recognition algorithms that scale to ASCI data sizes

and are flexible enough to handle distributed data. An
additional and long-term requirement is algorithms for
analyzing the analysis. That is, there are myriad sources
of uncertainty in physics simulation, and post-processing
only adds more of them. It is crucial that there be a
scalable framework for capturing and integrating these
sources of uncertainty into the final conclusions drawn
from an analysis. Additional technical issues exist because
these algorithms and techniques can be costly in terms
of both processor time and wall clock time, and they can
generate substantial amounts of data that further stress

system resources.

CURRENT STATE OF ASCI DATA MANAGEMENT
The ASCI data exploration solution for improving data
organization and management leverages the creation and
exploitation of meta-data. Meta-data can range from a
scientist's notes on the relevance of a study, to system
level meta-data that documents the size, type, and
creation date of a dataset, to intermediate data files
generated to support post-processing. The initial suite
of data management and preparation tools was deployed
in 2000. The SimTracker tool (see Figure 2.2-1) for

generating Web-based summaries of calculations is being

used with several applications codes within the three

Figure 2.2-1. New software tools such as SimTracker (clockwise
from upper left) and companion meta-data editor, searcher, and
browser help scientists keep track of and access ASCI analyses.

laboratories. Meta-data editing, searching, and browsing
tools are in beta release, and additional tools for automatic
meta-data creation are in the prototype stages. These
tools are being integrated into a framework supporting a
wide variety of query and exploration methods. In addi-
tion, at the beginning of CY2001, the first production
release of an ASCI parallel data models library became
available. This library collects and shares simulation data
through the use of a mathematical-based common data

model using principles from the field of topology.

The laboratories’ data discovery effort has developed ini-
tial parallel and scalable pattern recognition algorithms.
These algorithms are deployed to ASCI platforms and
designed and tuned for the ASCI problem: densely sam-
pled, spatially organized, mesh-based simulation data.

In addition the team has developed new, faster, more
accurate, and parallel decision-tree algorithms, prepared
a prototype tool for user validation of data mining
results, and demonstrated data discovery techniques with
an astrophysics application using developed software.
Furthermore, a prototype ad hoc query tool for selecting
subsets from simulation datasets has been demonstrated

and will undergo further development through 2001.

Road Map for Scientific Data Management
and Discovery

The associated technology road map visually depicts the
five-year status (calendar year 2000 to 2005) of desired

capabilities/activities within a functional area. Each capa-
bility is color coded to show what level of R&D effort it

requires or anticipates.

R&D Effort Indicator:

Accomplished = completed

Planned = ASCI will accomplish even with slight
budget fluctuations

Hurdle = ASCI will need some help

Barrier = ASCI will need significant help from the high

performance computing (HPC) community

NOTE: Both hurdles and barriers represent research

opportunities for the HPC community.




Functiottal Area

Data Access
and

Preparation

Meta=data
Infrastructure

and
Applications

Data
Discovery

oad Ma

SCIENTI

or
gff DATA MANAGEMENT
& DISCOVERY CAPABILITIES

[Data Models

and Formats

CY 2000 CY 2001 CY 2002 CY 2003 CY 2004 CY 2005
Simple ad boc Optimized Complicated ASCI-
queries on data access ad hoc queries pertinent
small for improved | °" large legacy

. . datasets .7 .
simulation storage information
datasets interaction integrated

into data
access
infrastructure
DOE
complex-wide
integrated data
access across
wide range of
data sources
Automatic Automatic
simulation simulation
data_ ) data archiving
archiving )
and retrieval and retrieval
for high- for all ASCI
demand codes
codes
Scalable Scalable Postprocess-
pattern pattern ing and
recognition recognition discovery
for medium- for massive operations
sized mesh- mesh-oriented integrated
oriented data data with
uncertainty
quantification
analysis
Interactive-
example-based
discovery in
simulation
datasets
Robust high- Advanced Application-

level data
model for
ASCI
simulation
data

Application-
oriented
parallel IO
capabilities
on ASCI

platforms

user-directed
content-based
subsetting of
simulation
results

oriented data
manipulation
operators

@D Effort Indicator . ACCOMPLISHED . PLANNED , HURDLE . BARRIER

ACCOMPLISHED—Completed

PLANNED—ASCI will accomplish even with slight budget fluctuations

HURDLE—ASCI will need some help from the HPC community

BARRIER—ASCI will need significant help from the HPC community




TIMELINE

This timeline elaborates on the activities that appear on the preceding road map. These activities represent desired

capabilities and are not a statement of ASCI milestones. To achieve these capabilities would require a multiyear effort;

however, they appear in the timeline only once in the first year that the activity would be useful for consideration.

Calendar Year
2000

Description and Status
Simple ad hoc queries on small simulation datasets — Support simple ad hoc queries on the
original mesh data. The queries include range and point queries on field and geometric variables,

as well as simple topological queries. Query results should be visualized. Planned

Scalable pattern recognition for medium-sized mesh-oriented data — Fully parallel and scala-
ble pattern recognition algorithms that are deployed to ASCI platforms and are designed and
tuned for the ASCI problem: densely sampled, spatially organized, mesh-based simulation data.
Accomplished in CY2000

Robust high-level data model for ASCI simulation data — A flexible and extensible mecha-
nism for describing the numerous complex data representations used by ASCI simulation codes.
The role of the ASCI data model is much the same as that of the widely used relational data
model for database management systems. Accomplished in CY2000

Application-oriented parallel I/O capabilities on ASCI platforms — Development of a software
system to be integrated with ASCI physics-based simulations for capturing and accessing datasets
with high performance on ASCI parallel architectures. The software interfaces are suitable for

simulation systems and use a context/language that is familiar to computational physicists. Planned.

Automatic simulation data archiving and retrieval for high-demand codes — Most frequently
used ASCI simulation codes will be deployed with tools to automatically archive and retrieve

simulation results and datasets. Planned.

2001

Smart comparison of small simulation datasets — Scalable algorithms deployed to ASCI plat-
forms that provide high-level, intelligent comparison of simulation datasets computed on equivalent
meshes. This means that they support a flexible definition of what constitutes a “difference” and
provide rich, meaningful reports of the areas found to be different. This activity is described as a

Hurdle because of the difficulty in quantifying differences and the variety and size of datasets.

Guided feature detection on medium simulation datasets — Pattern recognition and data
analysis tools that “learn by example.” This means tools that are shown areas of a mesh by a user
and can then find similar areas in the same or other data sets. These tools are intended to be
screening tools for a user faced with datasets too large to examine exhaustively by hand. Thus,

they need to be very sensitive, though a substantial false alarm rate is acceptable. Hurdle

Scalable geometrical feature extraction for mesh-oriented data — A source of information

important for successful feature detection and pattern recognition is local geometry, which is




implicit, not explicit, in simulation data sets. Thus, scalable algorithms are required for computing

and recording local geometrical characteristics at all points in a simulation dataset. Hurdle

Advanced user-directed, content-based subsetting of simulation results — Support for a data
manipulation language that uses simulation-code concepts for selecting and describing areas of

interest in the dataset regardless of computer-science data structures used and physical data layout.

Planned

2002

Optimized data access for improved storage interaction — The integration and capturing of
user access patterns. This information will allow improved data caching, reorganization of the data
for more efficient writing, and accurate, up-to-date information on what datasets are likely to be
accessed soon, so that the high-performance storage system (HPSS) can optimize the serving of

all of its requests. Planned (in conjunction with our ASCI alliance partners).

Data sharability across high-demand ASCI codes — Support for interoperable data across the
most often used ASCI codes and commonly used tools such as visualization applications within
the three laboratories. Computational scientists employ an enormous variety of representations
when modeling physics processes on computers. Problems arise when different representations
are required to exchange data with one another or with other software packages. This activity is

described as a Hurdle because sharing data among simulation models is difficult and persistent.

Scalable tool kit for extraction of common features — Though pattern recognition and low-level
data analysis can be problem independent, the selection of high-level features (e.g., vortices, crumple
zones) to aid in the detection of specific behaviors in a simulation dataset is problem dependent,
and is best tackled by a domain expert. Those experts will require a software library of scalable
methods for calculating a broad range of common low-level features (e.g., local geometry such as

inflection points, curvature) implemented with algorithms tuned to ASCI data. Hurdle

2003

DOE complex-wide integrated data access across a wide range of data sources (simula-
tions, archives, products) — The meta-data architecture will be opened to connect the entire DP
complex, and the meta-data integration effort will be opened to include information pertinent to
the entire "from design to decommission” lifecycle. Because of the technical, security and organi-

zational difficulties, this activity is defined as a Barrier.

Automated speculative data access — The "optimized data access” effort will be enhanced to
take into account subtle workflow and process relationships between data sets and types of data,

permitting the recovery and presentation of ASCI data almost before the user asks for it. Hurdle

Smart simulation/experimental data comparison tools on large datasets — Data comparison
tools are required that can handle two very difficult problems. One is the sensible objective com-
parison of simulation datasets where the underlying mesh can differ across the data sets. This permits

validation as a mesh is refined, and also permits adaptive mesh refinement (AMR) data to be compared.




The other problem is the sensible comparison of simulation data to supposedly matching experi-

mental data, data that is most likely described and characterized very differently. Hurdle

Complicated ad hoc queries on large datasets — Support complex ad hoc queries from highly
compressed models of the original mesh data. Scalability is an issue, as well as producing models
rich enough to support a wide range of queries. Queries should include general topological
queries and generalized filters over field variables where the operands can be functions of field
variables rather than simply field variables and constants. Result return should be progressive, per-

formance should be driven by both time and error requirements. Planned

2004

2005

Application-oriented data manipulation operators — Development of a tool kit of methods for
operating on simulation datasets captured using the data models and format (DMF) software sys-
tem developed at the three laboratories. Desired data transformations and manipulations are user

directed and can be applied to the data prior to making it persistent. Planned

Feature extraction and analysis simultaneous with simulation — The pattern recognition, fea-
ture detection, and feature characterization algorithms already deployed must be adapted to per-
mit their effective use simultaneously with the simulation that is providing the data. One goal is to
provide high-level information that permits the steering of the simulation by humans or by other

computational processes. Hurdle

Automatic simulation data archiving and retrieval for all ASCI codes — All ASCI simulation
codes will be deployed with tools to automatically archive and retrieve simulation results and
datasets. Planned

Scalable pattern recognition for massive mesh-oriented data — The pattern recognition algorithms
already deployed for medium data sets must be tuned and tested to ensure that they continue to
scale and provide responsive answers even with massive datasets. Therefore, it may be necessary
to implement progressive methods that can always provide an answer, no matter how little time is
provided, but which provide more accurate answers the longer they have to process. Because of
the technical difficulty, this activity is defined as a Barrier.

Interactive, example-based discovery in simulation datasets — User identifies an object/event
of interest in the dataset manually, and based on this single example, the system finds other exam-
ples of similar objects on the fly. The resultant quality should degrade gracefully with differences
in scale, and be rotation- and translation-invariant. The resultant return should be progressive; the
performance should be driven by both time and error requirements. Because of the technical

difficulty, this activity is defined as a Barrier.

Ubiquitous data infrastructure across all ASCI codes — Application of common data model
and data management infrastructure with all ASCI codes on all tri-lab ASCI resources. Such an

infrastructure would enable data interchange and interoperability across ASCI codes and tools.

Hurdle




2005 cont.  Postprocessing and discovery operations integrated with uncertainty quantification analysis —
Explicit handling of uncertainty is crucial in knowing exactly how, and how much, to trust an
analysis. In addition to the uncertainties inherent in simulation codes themselves, feature extrac-
tion and other discovery post-processing introduce additional sources of error, especially when
speed of processing is traded against detail. An explicit framework, and its supporting mathematics
and software, is required to capture and integrate all of these sources of uncertainty. Because of the

technical difficulty, this activity is defined as a Barrier.

ASCl-pertinent legacy information integrated into data access infrastructure — Seamless

access to historical information and multiple distributed data sources useful to ASCI scientists

including experimental results, documents, drawings and simulation codes and their results.

Information is properly protected and access is subject to security constraints and need to know

(NTK). This activity is classified as Barrier because of complexity. Many data sources are

currently unavailable electronically and are controlled by numerous agencies.

SUMMARY, CONCLUSIONS, AND
RECOMMENDATIONS

Future plans in this technology area include increased
research and collaborations with other ASCI projects
and with researchers in data exploitation/data discovery
from universities, governmental agencies, and industry.
The latter covers issues such as representing, detecting,
and extracting features, reducing data representations,
scalable pattern recognition, and querying, comparing,

and mining data at the terascale level.

In addition, the evaluation of architectures for high-
performance data manipulation, including the integration
of hardware data servers and software, is a primary focus
for CY01. Activities will be conducted to integrate and
deploy prototype data services systems that exploit the
architecture effort developed throughout FY00 and

FYO1. Areas to address in these efforts include storage

capacity, good storage access rates, and high throughput
transfer rates. Implementation of this end-to-end system
requires integration of technologies developed with the
Alliance partners: Visual Interactive Environment for
Weapons Simulation (VIEWS) development centers and
Data and Visualization Corridors (DVC) collaborators.
These initial investigations will likely uncover many

additional challenges and research directions.

This technology area maintains a strong research focus
and depends heavily on collaboration. To stay on track
with future ASCI requirements will require a combina-

tion of an accelerated research program involving close
collaborations with external researchers in data discov-
ery and management and the development and deploy-
ment of the new tools and techniques for the ASCI

scientists and their application codes.




2.3 DATA STORAGE AND FILE
SYSTEMS

As sustained parallel processing performance continues to
improve on ASCI platforms, saving and retrieving huge
volumes of data are becoming even more demanding. To
maintain balance between computational speeds and 1/0O
rates, many storage devices per compute node and with
parallel access to all of them will be required. ASCI needs
to motivate research and development into improving exist-
ing, and building new, storage and archival systems

techunologies

Within five years, weapons scientists will require data
storage and file systems orders of magnitude improved in
terms of larger capacity, higher bandwidth, lower latency,
and faster transaction rates than those available today.
To maintain a balance with future ASCI platform compu-
tational speed and memory capacity, file systems in 2004
to 2005 will be expected to deliver sustained throughput
of 100+ gigabytes/s (see Figure 2.3-1). Archival systems
are expected to deliver 10+ gigabytes/s throughput with

50+ petabyte capacities. Furthermore, these systems will

need additional security and easier accessibility. Without
such improvements, scientists may no longer be able to
effectively save or retrieve data generated by physics

applications.

Current market forces are not sufficient to meet ASCI
requirements. Our objective is to meet these difficult
goals by accelerating and influencing new advances in
academic research efforts as well as in commercial
components. ASCI may not be positioned to dictate
requirements for component suppliers focused on broad
commercial markets. However, the need for ASCI to
motivate, develop, and integrate new parallel /O
techniques and storage system components is critical.
Other scientific and engineering communities including
bio-informatics, high-energy physics, real-time data
capture, and signal intelligence should also benefit from
accelerating and influencing data storage and file system

technology development.

TECHNICAL ISSUES AND CHALLENGES
Current ASCI application programs are extremely
demanding in their use of high levels of parallelism
(thousands of processors), rapid generation of data

(trillions of floating point operations per second
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Figure 2.3-1. ASCI platform, data storage, and file system architecture for 2004.




[FLOPS]), and the bulk of their data sets (terabyte mem-
ories, 100-terabyte file systems, and petabyte archives).
Processor speed over the last decade has doubled about
every 18 months, following a rule known as Moore's law.
Actual computational power grows faster than this rate,
however, fueled not only by faster processors but by the
increase in processor count that can be applied to the
application. Similarly, ASCI I/O requirements are grow-
ing by an order of magnitude every three years — again
faster than Moore's Law. Sustained processing perform-
ance will continue to improve on ASCI platforms, and to
maintain balance between computational speeds and I/O
rates will require many storage devices per compute
node, and parallel access to all of them as shown in

Figure 2.3-1.

Users have historically saved the same kinds of data, in
the same kinds of ways, regardless of available process-
ing speed. Physics restart files, mesh subsets, and visuali-
zation files will almost certainly need to be saved, and
these tend to grow with the size of memory and mesh
resolution. Writing, reading, and saving these files can
be categorized as either productive or defensive 1/O.
Productive /O produces data used for subsequent analy-
ses. Defensive I/O operations are used to generate restart
files as a way to ensure that long-running calculations
can be resumed from a checkpoint or snapshot rather
than from the beginning of a run. Restart files can also
be used to adjust job parameters or to repair meshes, in
addition to safeguarding against intermittent hardware
failure. Present plans for 100-teraOPS ASCI platforms
define daunting rates for both productive and defensive
/O (50 to 100+ gigabytes/s).

It may not be possible to save all of the files produced
by productive and defensive I/O given the available data
storage and file system technologies. Users will face sev-
eral choices: generate less data, discard or overwrite
some of the generated data, or move generated data to
archival storage. Unfortunately, discarding data partially
defeats the purpose of advanced physics simulations,
which is to analyze results and create new scientific

understanding. Users will likely be more willing to

overwrite restart files resulting from defensive I/O opera-

tions, alleviating some of the load on archival storage.

I/O, storage, and file systems traditionally have received
less attention than CPU speed, memory size, and peak
FLOPS in the world of scientific computing.
Compounding the problem are the magnetic storage
devices themselves, upon which file systems and archives
are implemented. These devices are highly dependent on
mechanical movement, whose speed has remained nearly
constant (solid-state disk being a notable, but expensive,
exception). While areal density of magnetic recording
media has increased such that disk capacities have
recently been doubling every nine months, single disk
bandwidth is increasing only about 40% per year [1,2].
Furthermore, advancements in disk seek times and rota-
tional latencies are usually incremental and provide only

small improvement.

In recent years, single-spindle disk capacity has grown
from less than 1 gigabyte up to 100 gigabytes (vendors
now promise 200 and 400 gigabyte disks in the next few
years). Disk I/O rates have moved through a narrower
range of about 4 to 40 megabytes/s per spindle because
of the slower rate of change in linear bit density and
mechanical latency. Tape evolution has followed a some-
what similar path. In the past decade, half-inch longitu-
dinal tape capacity increased from about 0.5 gigabyte to
60 gigabytes per cartridge, while tape bandwidth only
increased from 3 megabytes/s to about 15 megabytes/s.
During this same period, tape vendors improved “time-
to-first-byte” characteristics by employing serpentine
patterns (reading or writing back and forth on different
tracks, as in a continuous S-pattern) to minimize access
to a given record. More recently, they have also offered
dual-reel, mid-point load technology to further reduce

latency:.

Tape latencies are still extremely poor when compared
to disk. The price of disk is now so low that disk com-
petes directly with tape in several market segments.
Some users of large data have started to question the

wisdom of using tape (see Figure 2.3-2), given the




Figure 2.3-2. Current Redundant Array of Independent Tape (RAIT) device architecture.

increase in disk areal densities and the more-than-ade-
quate reliability provided by mirroring and Redundant
Array of Independent Disk (RAID). The price of tape
cartridges has not fallen as quickly as disk, and historical
cost/benefit ratios that made tape preferable for lower
levels of a traditional storage hierarchy are under debate.
Magnetic tape also has several difficult engineering
problems to overcome not present in disk, such as media
stretch and track alignment at high tape speed. An ASCI
100-teraOPS platform will have as much as 2.5
petabytes of global disk, larger than the current capacity
of ASClI'’s tape-based archival storage systems. The ever-
increasing size of ASCI platform disk coupled with
changing cost/benefit arguments for tape will require

increased attention from ASCI storage system architects.

ASCI storage system developers and integrators planned
for relatively few, but very large, “records” — restart
files, mesh subsets, and visualization files. Code execu-
tion support environments also assumed capacity and
bandwidth would be much more important than latency
(the time it takes to move the first byte of a terabyte
size file is negligible compared to the time it takes to
move all the data). For example, at 100 megabytes/s, the
time to transfer a terabyte of data is almost three hours.
Contrary to expectation, some code team users decided
not to produce large files during their runs, but rather to
produce tens of thousands of smaller files to help simplify

I/O issues and code development. Design physicists who

will later use these codes may be able to produce fewer,
larger files. File "bundling” utilities now under develop-
ment may be able to reduce the number of physical files
managed by a file system or an archive, increasing over-
all throughput. However, there will still be interest in
organizing, managing, and accessing millions or billions
of files or data objects, particularly for data discovery, a

nontrivial issue.

A further complication is predicting and planning appro-
priate interfaces and interconnects to move data between
ASClI resources. Fibre Channel is moving from 1 giga-
bit/s to 2 gigabits/s and eventually 4 gigabits/s speeds.
Ethernet has progressed from 1 to 10 gigabits/s, with 40
gigabits/s demonstrated in the laboratory and 100 giga-
bits/s rates now in definition. InfiniBand™, a new archi-
tectural specification for processor and device intercon-
nection [3], promises to make clusters look more like a
tightly coupled symmetric multiprocessor (SMP) than
existing interconnect technology and will eventually

be inexpensive enough for wide-scale deployment.
InfiniBand™ calls for a series of 1x, 4x, and 12x imple-
mentations through multiple physical lanes (each lane is
currently specified at 1.25 gigabits/s). It would require
70 12x connections to achieve 100 gigabytes/s in one
direction. While Ethernet and InfiniBand™ promise
higher rates than Fiber Channel, these technologies are

not yet being used as storage device interfaces.




Alternative ultra-high-density data storage technologies
are also being researched at several companies, universi-
ties, and industrial consortia. Volume holographic stor-
age has been investigated for more than a decade and
attempts to change the traditional storage paradigm by
writing vast amounts of data "inside” a storage medium,
instead of "on top of" a storage surface [4]. A potential
problem with holographic storage is that it may allow
high capacity or high bandwidth, but probably not both.
MEMS-based (micro-electro-mechanical system) mass
storage, which positions small probe tips over storage
media, can potentially create a new generation of non-
volatile, inherently parallel, rewritable mass storage [5].
Holographic and MEMS-based storage, while not yet
ready for the broader commercial market, are examples
of potentially disruptive technologies that may have
large impact on the design of ASCI data storage and file

systems in the next decade.

ASCl is not positioned to strongly influence storage
component builders targeting the broad commercial
markets. Rather, the need to recognize, help develop,
and integrate new parallel I/O and storage systems is the
main challenge for ASCI. Parallelization and distribution
of storage resources complicate things at every level.

To scale throughput rates to 100+gigabytes/s, software
bottlenecks arising from contention for metadata
resources and locks will need to be eliminated. In
addition, memory, bus, and switch fabric bandwidths are
extremely important in parallel I/O and may present
hardware bottlenecks if the interconnects are not fast
enough to handle thousands of parallel disks being

simultaneously read or written.

Another problem is global accessibility of files; it is easy
to connect a set of local disks with a separate file system
to each computational node, but applications really need
arbitrary access from any node to any file. In fact, ideally
they should have concurrent access from all nodes to
any single file, with a proportionally large aggregate
throughput. This accessibility is difficult to implement,
especially with high transfer rates. Moreover, an even

higher degree of global accessibility is desired; different,

possibly heterogeneous platforms at a single site, or even
from geographically distant sites should have access to a
shared set of files, with high performance. Distributed
"global” file system implementations that manage locking
through networks connecting cooperating machines
need to look like a single file system on a tightly
coupled SMP for good performance.

Yet another problem is that the large number of mechan-
ical devices in storage systems attached to ASCI com-
puters can mean problematic overall reliability of stor-
age; aggressive use of fail-over software can be employed
to gain back reliability, but this is complex and difficult
to develop. Data reliability and data accessibility are
fundamental concerns for ASCI scientists. Loss of
physics data is unacceptable. The ability of archived
data to be accessible also presents problems related to
continual technology turnover. Archived data must usu-
ally be copied from older storage devices to newer
devices, as new devices become available. Rewriting of
data will always be limited by the slower, older devices,

no matter how fast the new devices are.

Newer storage system architectures, such as Network-
Attached Storage (NAS), Storage-Area-Networks
(SANGs), Internet SCSI (iSCSI), Internet Fibre Channel
Protocol (iFCP), and Object-based Storage Devices
(OSD) are rapidly emerging and gaining wide accept-
ance [6]. Some of these approaches may help provide
uniform accessibility, heterogeneous data sharing, and
efficient layout and space allocation, but they do not
themselves solve the ASCl-specific problems of high
performance. ASCI also has critical security and NTK
issues that present problems when attempting to inte-
grate new storage system architectures. Secure, authenti-
cated access has not yet been completely addressed in
NAS, SAN, and OSD. Another difficulty that arises in
using new architectures and parallel /O systems is the
need for standard programming interfaces. Old serial I/O
interfaces are inadequate to use parallelism effectively,
and current parallel file systems do not extend to multi-
ple vendor platforms. Therefore, inherently parallel,
standardized interfaces such as MPI/IO must be devel-




oped and provided to sit atop vendor proprietary file

systems and storage devices.

The ASCI-supported High Performance Storage System
(HPSS) is faced with meeting many difficult requirements
for multipetabyte archival storage systems. Hurdles
include integration of legacy systems, on-the-fly software
upgrade and conversion, meta-data interchange, inter-site
data space linkage, technology migration, and implemen-
tation of new storage architectures. Still more issues are
security, scalability, bulk data movement, data replication,
multiple serial and parallel interface support, multivendor
operating system and device support, resource allocation,
load balancing, and parallel and low-latency protocol
definition. These are all significant challenges and must

be overcome in a cost-effective way.

In the timeline that follows, throughput and storage
capacity numbers represent what we believe to be realis-
tic high-end ASCI requirements driven by an analysis of
user scenarios and technology assumptions. Estimating
data storage and I/O needs is at best an inexact science,
influenced heavily by changing needs of ASCI scientists
and capabilities of the ASCI platforms. An excellent
discussion on estimating 1/O requirements in ASCl-sized
computational environments, as well detailed informa-
tion on /O in high-performance scientific computing,
can be found in Reference 7. One data rate assumption
used by ASCI is that users dump some, or all, of memory
on a periodic basis (for defensive I/O as described
above). These dumps are typically taken once an hour
for restart files and should account for no more than

10% overhead (i.e., 90% for computing, 10% for restart

dumps). If dumps are not overwritten, but instead sent to
an archive before the next restart dump, this would
require an archival (tape) transfer rate about an order of
magnitude less than platform disk rates. An older estima-
tion technique that has been used in the past to size
mass storage capacity is 750 times the platform's memory

size per year moved to the archive.

In summary, the complex storage and I/O needs of ASCI
applications exceed the mass market's requirements;
meeting ASCI needs takes strategic planning and ongoing
discussion with the ASCI user community, collaboration
with academic researchers, and cooperation with the

data storage and file system industry.

Road Map to Data Storage and File Systems

The associated technology road map visually depicts the
five-year status (calendar year 2000 to 2005) of desired
capabilities/activities within a functional area. Each capa-
bility is color coded to show what level of R&D effort it

requires or anticipates.

R&D Effort Indicator:

Accomplished = completed

Planned = ASCI will accomplish even with slight
budget fluctuations

Hurdle = ASCI will need some help

Barrier = ASCI will need significant help from the high-

performance computing (HPC) community

NOTE: Both hurdles and barriers represent research

opportunities for the HPC community.
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TIMELINE

This timeline elaborates on the activities that appear on the preceding road map.

Calendar Year
2000

Description and Status

Throughput and capacity — 500-terabyte archives deployed, multiple gigabytes/s parallel disk
/0O demonstrated, 40 megabytes/s production striped HPSS tape performance, 80-megabytes/s
parallel tape demonstrated with prototype Redundant Array of Independent Tape (RAIT) hardware
and software. (A 500-terabyte tape archive could be read or written in 2 to 3 months at 80

megabytes/s.) Accomplished

Layered tri-lab applications I/O architecture — Integrated, multilayer end-to-end architecture
to support ASCI scalable I/O, data management, and visualization approaches (API layer for appli-
cations, middle layer for data models, lower layer for parallel I/O interfaces, and connections to

underlying file systems). Accomplished

Prototype optical tape and high-end RAIT systems — PathForward-funded efforts in high-
capacity, high-speed optical tape, and high-capacity, high-speed RAIT (see Figure 2.3-2) were
pursued, to accelerate development of early prototype systems for ASCI evaluation in testbed

environments. Accomplished

RFI issued for scalable, global, secure file systems (SGS-FS) — Initial RFI issued to investi-
gate industry interest and progress in some of the more critical technologies in file systems for
ASCI: globally distributed file systems, scalable access, scalable management, security, and WAN
accessibility. Accomplished

Access Control Lists (ACLs) in HPSS — Authorization and NTK protection are made available
through the use of the distributed computing environment (DCE) ACLs in new releases of HPSS.
Multivendor HPSS support in 2000. Accomplished

2001

Throughput and capacity — 1 petabyte archives, 5 gigabytes/s parallel disk /0, 160 megabytes/s
commercial off-the-shelf (COTS) RAIT devices or prototype optical tape devices or both. (A
1-petabyte tape archive could be read or written in 2 to 3 months at 160 megabytes/s.) Planned

COTS RAIT (tape) — COTS RAIT tape systems deployed for ASCI use (assuming a successful
PathForward effort). Potential for introducing architectural changes due to reevaluation of tradi-

tional tape price/performance ratios. Planned

RFP for SGS-FS — A request for proposal (RFP) will be issued to pursue industry interest in some
of the more critical technologies in file systems for ASCI: globally distributed file systems, scala-

ble access, scalable management, security, and WAN accessibility. Accomplished

Prototype tri-lab federated namespace — Begin work on a prototype, federated namespace for

data storage and file systems in support of more efficient ASCI user accessibility. Planned




2002 cont.

Throughput and capacity — 5-petabyte archives deployed, 10-gigabytes/s parallel disk /O
demonstrated, 1 gigabyte/s parallel tape I/O demonstrated. (A 5-petabyte tape archive could be
read or written in 2 to 3 months at 1 gigabyte/s.) Planned

Production tri-lab federated namespace — Complete work on a production, federated namespace

for data storage and file systems in support of more efficient ASCI user accessibility. Planned

Demonstration of an SGS-FS system on homogeneous clusters — Early demonstration possi-
ble on homogeneous platforms mounting the same file system shown; similar to network file

system (NFS), each platform would see the same file space. Hurdle

COTS optical tape — COTS optical tape systems can be deployed for ASCI use (assuming a
successful PathForward effort). This technology holds potential for introducing major archival

tape marketing shifts due to reevaluation of traditional tape price/performance ratios. Hurdle

2003

Throughput and capacity — 10-petabyte archives deployed, 20 gigabytes/s parallel disk 1/O
demonstrated, 2 gigabytes/s parallel tape /O demonstrated. (A 10-petabyte tape archive could be
read or written in 2 to 3 months at 2 gigabytes/s.) Planned

Distributed Resource Management (DRM) support for storage systems — The data storage
and I/O hardware and software services environment will require DRM support. ASCI DRM
capabilities must be expanded to provide storage and I/O resource allocation and management
capabilities. Hurdle

Next-generation HPSS systems (post-Release 5) — A “next-generation” HPSS system must be
developed to support new Data Resource Management capabilities, 100-teraOPS distance applica-

tions, speculative pre-fetching, and performance enhancements for SANs and OSDs. Hurdle

Demonstration of an SGS-FS system on heterogeneous clusters — Early demonstration possi-
ble on multiple heterogeneous platforms mounting the same file system shown. Similar to NFS,
each platform would see the same file space. High-end performance goals for FY03-FY04 will be

up to tens of gigabytes/s for parallel access to a single file. Barrier

2004

Throughput and capacity — 25-petabyte archives deployed, 40-gigabytes/s parallel disk I/O
demonstrated, 4-gigabytes/s parallel tape I/O demonstrated. (A 25-petabyte tape archive could be
read or written in 2 to 3 months at 4 gigabytes/s.) Hurdle

HPSS secure access for Object-based Storage Devices — A "next-generation” HPSS system

must be augmented to support secure access for network components such as OSDs. Hurdle

Scientific Data Management (SDM) support for storage systems — Data storage and /O

hardware and software services environment will require scientific data management support.




ASCI SDM capabilities must be expanded to provide storage and 1/O integration with data
discovery and data query tools. Hurdle

2005 Throughput and capacity — 50+ petabytes archives deployed, 100 gigabytes/s parallel disk 1/O
demonstrated, 10+ gigabytes/s parallel tape I/O demonstrated. (A 50+ petabyte tape archive could

be read or written in 2 to 3 months at 10+ gigabytes/s). Barrier

Fine-grained NTK access control — Additional access control mechanisms will be needed for

data storage and file systems to meet ASCI fine-grained NTK requirements. Barrier

Evaluation of MEMS-based storage systems for ASCI — Miniature micro-electro-mechanical

systems that position probe tips over the storage media can potentially create a new generation of

nonvolatile rewritable mass storage devices. Barrier

Evaluation of holographic storage systems for ASCI — Volume holographic storage that writes

data "inside” a storage medium, instead of “on top of" a storage surface also has potential to create

a new generation of mass storage devices. Barrier

CURRENT STATE OF ASCI I/O

ASCI has worked closely with vendors and collaborators
to develop and improve performance and reliability of
parallel file systems, such as IBM's General Parallel File
System (GPES), archives such as HPSS, and higher-level
[/O libraries (such as MPI-I/O), with excellent results
[8,9,10]. Improved implementations of MPI-I/O [11]

use the underlying file systems more efficiently and can
improve performance for many nonoptimal access pat-
terns. An extensive suite of /O test programs has also
been created to check correctness and performance.
Over the past five years, performance and capabilities of
HPSS have been significantly enhanced to meet growing
needs of ASCI [12]. For example, sustained throughput
rates of 2 gigabytes/s on GPFSs and 1 gigabyte/s to the
disk cache of an HPSS archival storage system have been
achieved. HPSS archives have been built that can hold
500 terabytes to 1 petabyte or more of data. ASCI appli-
cations that store 15 terabytes of data in the HPSS archive
for each run are now supported. HPSS systems also

support a single name space of tens of millions of files.

HPSS authentication services are currently provided by

Kerberos. Authorization and NTK protection are made

available through DCE Access Control Lists. Because of
HPSS's performance, security, and usability features, it is
currently being used as a distributed, tri-lab data reposi-
tory. Through a fast WAN implemented as a part of the
ASCI DisCom? Program, laboratory users can move data
directly between the HPSS systems at each site. This
facilitates data sharing and allows users to store data
where it can be used most effectively. For example, a
user may prepare data for a calculation at one site and
move the data to another for the actual computation to
take advantage of a particular architecture. The user
might then move the data to a third site for specialized
visualization, and then return the results to the original

site for post-processing.

Through multiyear ASCI PathForward contracts
(PathForward is an ASCI program element supporting
industrial acceleration of needed high-performance com-
puting technologies), ASCI also hopes to accelerate
availability of new tape storage devices. The Storage
Technology Corporation (StorageTek) is accelerating the
delivery of reliable, parallel tape 1/0 analogous to disk
RAID. This new technology is called Redundant Array
of Independent Tape (RAIT) and enables the writing of




parity information on a parallel set of tapes. RAIT allows
the reconstruction of all the data in the parallel set, if
the data on one of the tapes becomes corrupted. When
appropriately configured, RAIT guarantees the recon-
struction of all data even in case of corruption of the
data on multiple tape cartridges. The first prototype
RAIT system was tested at Los Alamos in the winter of
2000. It is anticipated that production-quality RAIT

systems will be generally available in late 2001.

Another technology promising increased capacity and
bandwidth is optical tape. Laser-based optical tapes
encode data by "burning” bits onto a tape. New high-
capacity, high-speed optical tape drives are under devel-
opment by LOTS Technology, Inc. Optical bits are not
necessarily smaller than magnetic bits (the wavelength
of light limits optical bits to about one micrometer).
However, advanced optical tape technology using an
array of parallel laser beams allows placement of optical
data tracks at micrometer distances, something not
achievable with bulkier magnetic tape heads. High band-
width is the result of parallel read/write channels, imple-
mented through an array of parallel laser beams and fast
tape speeds. A single tape cartridge will be able to store
well over a terabyte of data. Initially, 25 to 40 megabytes/s
transfer rates are planned, scaling to 100 to 160 megabytes/s
over the next few years. In an optical drive, read/write
heads never make contact with the media, so reliability

and longevity characteristics should be excellent.

SUMMARY, CONCLUSIONS,
RECOMMENDATIONS

In summary, good progress has been made accelerating
the performance of data storage and file systems, reach-
ing file system sustained throughput rates of 2 giga-
bytes/s, and deploying petabyte HPSS archives.
Strategic storage-related PathForward contracts have
helped accelerate availability of high-performance tape
based devices. Still, ASCI desires to work more closely
with industry and academia, on additional technologies,
including scalable, global file systems, and secure access
to object-based storage. ASCI needs to continue to con-

vey to the external community the details of our require-

ments, assumptions, user scenarios, and methods of
operation, and help to test and improve data storage and

file systems so that they might better meet ASCI needs.

ASCl is interested in accelerating scalable file system
development over the next one to three years, possibly
using PathForward-like contracts. An ASCI file system
may be characterized as secure, extremely scalable, and
able to support multiple supercomputer sites. ASCI
would prefer industrial-strength, end-to-end solutions
but is prepared to act as a system integrator in the event
no academic prototypes or industrial products are able
to address all of our needs in the necessary timeframes.
Some of the more critical technologies in file systems
for ASCI are globally distributed file systems, scalable
access, scalable administrative management, security, and
WAN accessibility. In addition to these, all of the usual
requirements of a file system remain in place. For example,
POSIX compliance, standard locking mechanisms, per-
sistence, integrity, and stability would be assumed. ASCI
will continue to gauge the level of industrial interest in
file system areas through ongoing RFI and RFP

PathForward processes.

The hardest challenges are yet to come. We still must
scale ASCI storage device throughput and capacity by
up to three orders of magnitude over what is currently
obtainable. We will need fine-grained need-to-know
access control and better integration with object-based
devices, distributed resource management, and scientific
data management tools. In the longer term, we will also
need to start evaluating experimental technologies that
may become more common at the end of the decade,
and their possible place in ASCI storage hierarchies,
including volume holographic storage and MEMS-based
storage technologies. ASCI will continue to monitor and
leverage relevant industry consortia efforts in these
areas, including the National Storage Industry
Consortium (NSIC), the Storage Networking Industry
Association (SNIA), and the Internet Engineering Task
Force (IETF) IP Storage (IPS) Working Group
[13,14,15].
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3. DISTRIBUTED AND DISTANCE
COMPUTING

ASCI computers, scientists, and their collaborators are located in the three NNSA defense laboratories and on
university campuses. Just as the “Net” and the "Grid" are important parts of mainstream computing today, they
are important issues for ASCI project development. Support for terascale hardware systems, huge datasets, and
utmost security requires these technology areas to expand to cover the unique problems associated with ASCI

simulations. Here we discuss grid services software and issues as well as technology and network communica-

tion levels necessary to provide the backbone of support for ASCI computational programs.
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3.1 GRID SERVICES

With the increasing complexity and diversity of ASCI's
high-performance computing, weapons scientists require
quick and easy access to these compute resources that are
physically distributed. The development of a network of
computational grid services with a well-defined set of inter-
faces to simplify remote access, make usability efficient,
provide needed security, and coordinate scheduling of dis-
parate resources is not unique to ASCI. However, ASCI
requirements continue to push the limits of security and
scalability, while benefiting from continued and new col-
laborations with academia and industry in the building of

a generic computational Grid infrastructure

ASClI's dependence on the most advanced architectures
in addition to the size and scale of its data and visualiza-
tion services mandates ease of access and usage of remote
platforms. Even today ASCI scientists and engineers are
required to perform increasing numbers and kinds of
simulations in a rapidly changing and complex distributed
computing environment. In the future, they will depend
on even more diverse and geographically distributed
compute resources located throughout the Nuclear
Weapons Complex (NWC).® The mandate of Grid
services is to obtain effective tools and common inter-
faces for distributed compute resources. This mandate
includes monitoring tools for viewing the status of work
in progress and the available computing environment,
coordination of resource use, and DOE Complex-wide

scheduling for the effective use of resources.

Without the accelerated development of Grid services,
weapons scientists and engineers will be forced to spend
much of their time trying to learn the details of how to
use a newly added resource, access an application at a
remote site, or wait for a local resource to be free. They
will not have the time to complete all the necessary

simulations and perform all the analysis required for the

Stockpile Stewardship Program. This basic problem of
how to provide access to a set of diverse and geographi-
cally distributed set of compute resources is not a problem
unique to ASCI. There are many government agencies,
consortiums, universities, and private industries that have
distributed high-performance computing environments
of similar complexity. Many of these organizations are
also trying to increase the accessibility and usability of
their compute resources through the application of Grid
technologies [1,2]. These organizations will greatly benefit

from ASCI's accelerated development of Grid services.

TECHNICAL ISSUES AND CHALLENGES

The concept of a computational grid is analogous to

that of an electric power grid that provides easy access
to electric power through a well-defined set of interfaces
and services. Similarly, the Grid services outlined above
will provide the interfaces and services required to easily
and effectively access the Nuclear Weapons Complex's
compute resources. ASCl's Grid services are expected to
interact with users, applications, frameworks, batch queuing
systems, and operating systems. This effort involves major
challenges of management and performance of the ASCI
resources, security services, coordinated scheduling of

multiple resources, and application environment support.

Because of the many levels of interaction required, the
Grid services will be developed as a set of layered services,
with each layer interacting with the layer above and
below it. This layered approach is illustrated in Figure
3.1-1. The layers, progressing from the lowest to the
highest layer will be the local resource managers, Grid
interface, core Grid services, and Grid accessibility serv-
ices layers, respectively. The lowest layer, the local
resources managers (these are the local batch queuing
systems in the case of the ASCI teraFLOPS supercom-
puters), will interact directly with the resources. The top
layer, the Grid accessibility services layer, will interact
with the user through the use of desktop tools and envi-
ronments and with applications and other user-level

services that are developed to be Grid aware. These and

3Compute resources include compute platforms and clusters, storage devices, visualization services, data services, networks, and software resources. The NWC computing
environment contains all of these resources and is distributed among the DOE's nuclear weapons laboratories and production sites.




Figure 3.1-1. Grid services architecture overview.

the rest of the layers are described in more detail below.
The Grid Services technology road map also outlines the

services that need to be provided by each of these layers.

Local Resource Management Layer

The ASCI supercomputing workload encompasses a

mix of a few very large jobs running a few hours, a
time-sharing model, many moderately sized jobs running
hundreds of hours, and a space-sharing model.
Accommodating this mix requires pre-empting the long-
running jobs to make processors available to the large
jobs. To address the problem, Lawrence Livermore

and IBM have jointly developed a gang scheduler [3].
While time-sharing is in widespread use for nonparallel
computers, gang scheduling extends time-sharing to
parallel computers. The gang scheduler ensures that all
processes belonging to the same job, though running on
different nodes, are context-switched as a unit, or "gang,"
thus effectively ensuring the co-allocation of a very large

fraction of the system to a single, large job.

Achieving the ASCI platform performance goal will

require continued research and development of local

resource management capabilities. The growing size and
complexity of individual ASCI computers continues to
stress the scalability and fault tolerance of local resource
managers. The accounting systems need modifications to
track individual jobs consuming tens of processor years,
with hundreds of processor years in the near future. To
prevent bottlenecks as the computation and data sets
scale up, access to storage, network bandwidth, visuali-
zation resources, and capacity computing clusters must
be coordinated with scheduling of the ASCI computers.
For example, an archival storage system must prioritize
requests associated with work being performed by the
supercomputers over other requests. Local resource man-
agers must become Grid aware, providing mechanisms
for coordinating with other resources and services even
across administrative domains. For example, the local
scheduler must be able to queue a job request until noti-
fied by a data service or another computing platform
that a run condition has been satisfied. Coordination
mechanisms include advance reservation, prioritized
access, level-of-service delivery, and dependencies on

external events.




Grid Interface Layer

The Grid interface layer will make the individual
resources accessible via common access methods over
the distributed network. The Grid resource interface
adapts the resource-specific commands to a common
Grid access method, and performs several other func-
tions to integrate the resource into the Grid. Since Grid
users do not log-in to the resource directly, its services
must be made available to remote users and to distrib-
uted processes acting on a user's behalf. The interface
must provide a mechanism for a Grid user or process to
acquire access, use its services, and monitor progress. It
must register or publish the resource with the Grid to
make the resource known to Grid users. It must provide
current information about the resource, such as attributes,
capabilities, and status. As resources become Grid aware,
the Grid interface functional area will be subsumed in
the resource layer.

Core Grid Services Layer

The core Grid services are provided by the Globus tool
kit co-developed by Argonne National Laboratory and
the University of Southern California [4]. These core
services are the focus of the Global Grid Forum efforts
and of most Grid technology developers; they have been
demonstrated in academic and research environments
and are moving rapidly into production environments at
many high-performance computing centers. Core servic-
es include information, monitoring, remote job submis-
sion, remote data access, accounting, and security.
Security services authenticate access to resources for
basic distributed computing functionality, but many
security challenges remain. As Grid technologies continue
to move beyond cutting-edge users to the scientific
community at large, additional development will be
required to enhance features, improve fault tolerance,
and optimize performance for these services.

Grid Accessibility Services Layer

This layer will provide a layer of middleware above the
core Grid services to support the programming and use
of Grid resources and services by higher level applications.
With today's research and production grids, building a
sophisticated distributed computing application, such as
an immersive visualization environment, requires expert
knowledge in Grid technology. Grid computing must be

easier before it will be widely adopted by users and
developers. Ultimately, most users will access resources
via point-and-click environments in relative ignorance of
the underlying technology. To achieve this, the enabling
capabilities of the core services must be built into more
complex functionality or software services. ASCI is tar-
geting two main categories of services in the Grid acces-
sibility layer: services that coordinate the use of multiple
resource, and common support services that tailor Grid
interactions for particular application environments.

Security

In addition to the functionality that each layer must pro-
vide, each layer must satisfy the DOE's stringent security
requirements. Kerberos Version 5 is the primary authen-
tication method in the nuclear weapons complex. A
major focus of the past year has been to partner with the
Globus Project to provide a Kerberos-secured Globus
infrastructure. ASCI developers adapted the Generalized
Security Services Application Programming Interface
(GSSAPI) security abstraction layer used by the open
Grid and by other technologies into a more object-ori-
ented framework called the Generalized Security
Framework (GSF). The GSF is available to ASCI applica-
tions and environment developers writing C++ or Java
code. Below are major technical issues for Grid security

services and frameworks:

= Native authentication services are typically required
on a wide variety of desktop computing platforms.

» User credentials may expire before a queued or long
running job ends.

= Security credentials are not easily acquired by a
distributed component.

= Mechanisms and protocols for handling delegated
credentials with restricted privileges are lacking.

» Secure and COTS compatible solutions for Web
servers that can acquire and use end-user security
credentials are lacking. Our current secure Web server
is based on old technology that does not support
critical features like servlets.

= Interoperability with evolving commercially available
secure systems (e.g., HPSS, DCE, Distributed File
System (DFS), GPES, NTES, Win2000, Web application
servers, document management systems, configuration
management systems, databases) must be supported.




= Future compatibility with an evolving Cyber security
infrastructure must be anticipated, which may be
based on PKI client certificates, Windows 2000
Kerberos servers, CryptoCard authentication require-
ments, commercial GSSAPI object libraries, and
Windows 2000 SSPI object libraries.

Many high-performance computing centers are develop-
ing and promoting Grid technologies. Argonne National
Laboratory and the University of Southern California are
jointly developing the Globus tool kit [4]. Other leading
Grid technologies include Legion from the University of
Virginia [5], Condor from the University of Wisconsin
[6], and NetSolve from the University of Tennessee [7].
NASA, with the Information Power Grid (IPG) project
[8], is a leader in the effort to develop these technologies
into a robust, production-quality, high-performance
computational Grid and data management infrastructure.
NASA will enable collaborative, multidisciplinary science
and engineering using geographically distributed super-
computing resources. To accomplish this, the IPG project
is taking the approach of building domain-specific
problem-solving environments using diverse middleware
technologies that are layered on top of a common set

of Grid services. The DOE2000 Collaboration program
[9], the National Science Foundation's Partnership for
Advanced Computational Infrastructure [10], and the
DoD High Performance Computing Modernization
program [11] are all developing Grid technologies for
distributed computing and resource management. A
German consortium has developed UNICORE for a
national network [12]. CERN has adopted Grid tech-
nologies for providing their experiment data to scientists
worldwide through a distributed hierarchy of sites and
repositories [ 13]. Japan and Europe have regional Grid
programs. These efforts have matured enough that the
Global Grid Forum [14], an international consortium of
academic, government, and commercial institutions, is
engaged in defining best practices and interoperability
standards for the core technologies that enable computa-
tional grids.

ASCI, as well as the entire high-performance computing
community, requires coordinated scheduling of multiple
resources across hardware platforms, local resource man-
agement software, and administrative domains. Three

types of resource coordination are critical to the ASCI
Grid: dependency-based workflow scheduling, level-of-
service access, and concurrent resource scheduling.
Achieving the full vision for coordinated resource use
may be difficult without vendor-supplied, Grid-aware
resources or local scheduling software; however, significant
capability can be provided with Grid resource interface
software and core Grid services. ASCI will work with the
high-performance computing community in the Global
Grid Forum to develop resource coordination mechanisms
and interoperability standards.

Dependency-based workflow scheduling supports loosely
coupled resource use. This is a high priority for ASCI,
fundamental to the vision of problem-solving environ-
ments where users focus on the specific domain rather
than the computing environment. Workflow services can
automate some of the time-intensive manual operations
characteristic of today's computing environment: overlap
data transfer and queue wait time, submit restart requests,
view intermediate results, archive data, and post-process
output data. Workflow services can also implement
contingency actions and other fault tolerant behavior.
Flows may have serial, parallel, and conditional tasks.
The resource use can be considered separate actions,

but connected through scheduling dependencies. A
generalized Grid event service is essential to workflow
scheduling. Resource interfaces that receive and generate
Grid events are also needed.

Level-of-service access provides a guaranteed rate of
delivery, allowing higher-level applications to treat multiple
resources as if they were concurrently scheduled. Since
resource use is not overtly scheduled or coordinated,
however, achieving reliable, high-performance level of
service across multiple resources depends on the actual
workload and resource demand. Level of service access is
particularly important in network and storage resources
for interactive visualization of distributed datasets. These
resources need interfaces or software services that can
provide a known rate of delivery, such as priority access,

level of service, or resource reservation.

Concurrent resource scheduling is required for applications
that transfer large volumes of data with tight coordination
between resources. For example, a high-fidelity simulation




may generate more data than can be stored on the local
storage system, requiring the data to be siphoned off to
an archive while the simulation is running. In another
example, a single job may need to reserve a computa-
tional resource, a visualization resource, and network
bandwidth simultaneously. Concurrent resource scheduling
requires an infrastructure for advance resource reservation,
and potentially complex Grid scheduling algorithms.
Workload management is very complex because of fault
tolerance, allocation policy, imprecise prediction of
execution time, and unpredictable changes in the work-
load. Unlike the rest of the high-performance computing
community, ASCI has little interest in coupling multiple
computers to solve a single problem. It is expected that
most of ASCI's needs will be met with loosely coupled
and level-of-service resource coordination mechanisms.

In addition to the challenges of resource coordination
and scheduling, configuring Grid interactions for classes
of application environments, such as an interactive visu-
alization of distributed data or a distributed computation,
is another challenge. Problem-solving environments
need to tailor Grid services and views for the specific
products, work processes, resource usage, events of interest,
and constraints pertinent to the problem domain and to
security requirements. These customized environments
will increasingly become Web-based, but other delivery
mechanisms must be supported. To support these envi-
ronments, persistent software services will be installed
throughout the Grid that, like other resources, will need
discovery, information, monitoring, and secure access
services. The uses of a Grid may be varied and specific
to an application, but some examples of commonly
needed support capabilities that will greatly increase
Grid accessibility are listed here.

» A Grid access language that allows applications and
frameworks to request higher-level middle-ware services
such as workflow management, resource brokering,
and Grid event notification. Flows and dependencies
must be specified. Conditional workflows can imple-
ment contingency action plans, such as specifying an
alternate action based on file size or timeout.
Application environments will both publish and sub-
scribe Grid events. Typical events today include job
status, resource status, error conditions, and output

available. Additional events could support access to
subsets of data, application-level signaling, or distrib-
uted control for collaborative environments. Fault
detection can trigger recovery operations, such as
restarting a job, terminating a workflow, or extracting

pertinent information from system logs.

= A workflow management system that performs
dependency-based Grid-computing activities on
behalf of a user or higher-level application.

= Resource brokering services that can locate and
restrict activities to the set of resources that meet
criteria specified by the application environment. This
includes hiding resources that the user is not authorized
for or chooses to ignore, specifying attributes and
constraints to determine which resources are suitable
for a given task, and specifying a preference strategy
like current load or anticipated completion time for
selecting the "best" of the available resources.

= Limited delegation of credentials, allowing the problem-
solving environment to configure needed levels of
security, protection, and privacy depending on the
domain, instance of resource access, and workflow of
a complex product.

Grid Services Road Map

The associated visual depicts the five-year status (calen-
dar year 2000 to 2005) of desired capabilities/activities
within a functional area. Each capability is color coded
to show what level of R&D effort it requires or antici-
pates.

R&D Effort Indicator:
Accomplished = completed
Planned = ASCI will accomplish even with slight budget
fluctuations
Hurdle = ASCI will need some help
Barrier = ASCI will need significant help from the high-
performance computing (HPC) community

NOTE: Both hurdles and barriers represent research
opportunities for the HPC community.
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TIMELINE

This timeline elaborates on the activities that appear on the preceding road map.

Calendar Year
2000

Description and Status
Kerberos-secured grid access services — The GSSAPI security abstraction layer used by the
open Grid and by other technologies was adapted into a more object-oriented framework, called

the Generalized Security Framework (GSF), for Java and C++ applications. Accomplished

2001

Gang scheduler for 10-teraOPS ASCI platform — Time sharing was extended to the 10-
teraOPS ASCI platform through the implementation of a gang scheduler that synchronizes con-

text switching across nodes for all processes belonging to the same job. Accomplished

Grid interface for 10-teraOPS ASCI platform — Grid capabilities will be extended to the latest
ASCI computer, a 10-teraOPS computer located at Lawrence Livermore and used extensively by
ASClI's customers throughout the ASCI complex. Accomplished

Grid interface for High-Performance Storage System (HPSS) — A common interface for the
HPSS systems at each of the three laboratories will be made accessible via the ASCI Grid.
Planned

Grid administration — Tools and services are needed to provide system metrics and accounting
information, performance measures and fault detection, regression testing, and support for
administering the Grid. Planned

Grid monitoring service — A general event-based Grid monitoring service is needed, whereby a
sensor generates an event upon a defined condition, and a listener registers to be notified of

events of interest. Planned

Resource coordination via dependencies — The coordinated use of multiple resources via
dependencies will be needed to facilitate Grid programming. Local resource managers must

support dependencies on external events. Hurdle

2002

Kerberos-secured Web access — Kerberos-secure Web access is needed so users can authenticate
and use the Grid from any HTTPS-compliant Web browser. Hurdle

Grid instrumentation — The Grid needs be instrumented for performance metrics and fault detec-
tion that can be incorporated into applications and data services. While monitoring of individual
sensors is straightforward, it is more complex to make a meaningful interpretation of the set of

sensors in context of the Grid. Hurdle




2002 cont.

Grid interface for 30-teraOPS ASCI platform — The ASCI Grid will be extended to the latest
ASCI computer, a 30-teraOPS computer located at Los Alamos and used extensively by ASClI's

customers. Planned

2003

Limited delegation of credentials — Limited delegation provides the ability for a user or process
to restrict privileges in a delegated credential, and to specify rules for whom, when, and where the

credential may be forwarded. Barrier

Grid-aware programming components — Grid resources and services will be made available to
applications and data services as grid-aware components that have mechanisms to support coordi-
nation with other resources, which may be managed by different schedulers or different adminis-

trative domains. Hurdle

Personalization of Grid environment — Middleware services and application environments will
accomplish complex tasks on the user's behalf. User perceptions of fairness and flexibility for
obtaining resources when needed will be improved through scheduling and brokering services that

support deadline scheduling and user allocation swapping. Hurdle

2004

On-demand scheduling — Resource allocation and management services that support application-
level scheduling, by providing a mechanism to schedule resources to part of the problem on

demand, are needed both in Grid services and in local resource managers. Barrier

Grid interface for 100 teraOPS ASCI platform — ASCI's latest platform, a 100-teraOPS super-
computer, will be connected to the ASCI Grid. Planned

2005

Grid scheduling — Adaptive, fault-tolerant scheduling for Grid-aware applications is required.
Grid-aware applications will replace the single complex script characteristic of today's scheduling
requests with a composition of smaller work units that can be separately scheduled, and must be

designed for variable latency, fault tolerance, and hardware failures. Barrier

CURRENT STATE OF ASCI GRID SERVICES The ASCI Grid is founded on Kerberos-based security

A new level of integration was achieved in 2001 with services and the Globus tool kit. A major focus has been
the introduction of the classified ASCI Grid in the to partner with the Globus Project to provide a Kerberos-

nuclear weapons complex. This computational Grid secured Globus infrastructure for authenticating and

permits authorized users at any of the ASClI sites to easily  authorizing access to the ASCI resources; actual access

use the classified compute resources physically located at  control and data protection are provided by the underlying

another ASCI site. Remote access to the 10-teraOPS security mechanisms of the resource. ASCI developers

ASCI computer is a major focus of the initial ASCI Grid ~ have adapted Kerberos authentication services for com-

services. This is the first platform to be shared on near- patibility with open Grid and Globus technology, including

equal terms by all of the nuclear weapons laboratories. the implementation of user-to-user authentication. The




ASCI Grid information service uses the Netscape LDAP
Directory Service. Access is authorized via a plug-in
from PADL Software Pty. Ltd. that provides a Simple
Authentication and Security Layer (SASL) mechanism.
Authorization is provided using LDAP Access Control
Instructions. ASCI developers adapted the GSSAPI secu-
rity abstraction layer into a more object-oriented frame-
work called the Generalized Security Framework (GSF).
The GSF is available to ASCI applications and environ-
ment developers writing C++ or Java code. ASCI will
share these adaptations with the greater Globus commu-
nity, and will promote their adoption in IETF standards
documents and by the developers of open Kerberos
source at Massachusetts Institute of Technology (MIT).
A diagram of the current ASCI Grid is shown in Figure
3.1-2.

Workflow management and brokering services have been

developed to support Grid computing. Workflow
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management services provide coordinated job submission
and file movement between sites, restart loop control,
and the ability to define start-finish dependencies
between jobs. A resource broker is used to select the
"best” resource for any work based upon requisite features
and a preference strategy such as anticipated completion
time or lowest load. Installed executables are registered
as Grid software resources, allowing a user to simply

request “run code X."

The ASCI Grid will undergo a trial phase, where selected
users will work closely with Grid developers to establish
the functionality and reliability of the needed services.
An incremental development, testing, and deployment
strategy will evolve the initial Grid into the integrated
computing environment for the Complex. The initial

production Grid services have been submitted for DOE

accreditation.
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Figure 3.1-2. Grid computing scenario in the future Defense Programs Complex.




SUMMARY, CONCLUSIONS, AND
RECOMMENDATIONS

Grid services complement the ASCI vision of terascale
computing. The ASCI platforms, focused on the per-
formance of an individual execution, increase the capa-
bility of individual computing resources; the ASCI Grid,
focused on the aggregate workload from a multitude of
simulations to analysis product, increases the speed at
which the real work of weapons scientists and engineers
can be accomplished. The principal measure of success
for Grid technologies is increased user productivity
through the increased accessibility of resources and the

user's consequent ability to focus on the science at hand.

Security services for a complex-wide integrated computing
environment are critical to the ASCI mission. Next steps
include a credential agent and Web-based services for
secure desktop clients. A generalized credential agent is
envisioned as a container-based service that manages and
refreshes delegated user credentials and provides these
credentials to authenticated and authorized services. The
credential agent would support providing a refreshed
user credential to a queued job, which would help solve
the expiring credentials problem. It also should provide
some degree of "limited delegated credential” functionality,
and possibly eventually serve to support better interop-
erability between standard SSL-based services and
Kerberos-based services. Kerberos-secured Web services
for secure clients are desirable so that users can authenti-
cate and use the Grid from any HTTPS compliant
WebTop. In the short term, this will involve developing
and deploying a Web server that uses Distributed
Computing Environment (DCE)/Kerberos (or CryptoCard)
passwords in basic HTTP authentication prompts.
Desktop authentication based on native Windows 2000
SSPI libraries is also needed. In the long term, incorpo-
rating the credential agent into a Web server is desired.
ASCI will continue to work with groups such as the
Global Grid Forum [15], the IETF, and with MIT to
ensure that the security solutions used by the ASCI
Grid are based on open standards, and thus support use
of standards-based open Grid technology.

The coordinated scheduling of multiple resources
presents several challenges. Dependency and work flow-
based resource coordination services can be put in place
on top of existing resources, though effective perform-
ance will need Grid-aware resources that support
dependencies on external events. A workflow engine
coupled with dynamic performance monitoring and a
generalized event mechanism are needed for fault-tolerant
Grid computing. On-demand scheduling is needed to
obtain appropriate resources for different parts of the
problem to support, for example, the coupling of different
models or dynamically resizing the problem upon some
condition.

Another difficult problem is concurrent access to multiple
resources. Concurrent resource scheduling requires an
infrastructure for advanced resource reservation, and
complex scheduling algorithms that balance fairness and
application performance against resource utilization and
workload management. Level of service access for network
bandwidth and storage resources is essential for efficient
access to large datasets. Adaptive, fault-tolerant scheduling
for Grid-aware applications that reallocates resources
upon hardware failure or unacceptable performance levels
is required in local resource managers and Grid schedulers.
Brokering services that provide discovery and negotiation
are needed to obtain a suitable resource set for a given

application or domain environment.

Grid technologies provide middleware components and
services for a complex-wide integrated computing envi-
ronment. Using Grid middleware, integrated simulation
and data services, interactive visualization environments,
and collaborative tools can be built. Ultimately, Grid
services technology will enable the paradigm shift to
network-centric computing necessary to realize end-to-
end problem solving environments where users can focus

on science.
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3.2 NETWORKING

ASCI’s overall architecture must enable the timely movement
of terascale data files through the entire network (system,
local, and wide area) at speeds of hundreds ofgigabytes/s.
This involves not only greater parallel bandwidth and
increased speeds for network interface cards but also a
reconsideration of existing end-systems such as computer
architectures and 1/O devices. In general, a robust end-to-
end parallel data transport is essential to ASCI's future
success. The vision of this technology area is to provide the
end-to-end network capability required to remotely execute
large classified simulation codes on teraflop computing

platforms and analyz:e the resulting terascale datasets.

ASCI requires tight integration of the high-performance
computing resources among NNSAs three defense labo-
ratories (Los Alamos, Lawrence Livermore, and Sandia).
Here, we define the term "tight integration" to mean
provides users access to the ASCI platforms from remote
sites in a way comparable to that obtained by local users.
Such an integrated environment will enable tri-lab users
to collaborate and effectively utilize the ASCI resources
in an efficient manner. This goal requires a high-speed,
encrypted (National Security Agency [NSA] Type14),
wide area network (WAN) that interconnects the three
laboratories in California and New Mexico. Extrapolations
from current applications and usage patterns indicate
that the ASCI WAN could be required to achieve
throughputs in the range of 100 gigabits/s during 2005.
With respect to the bandwidth issue in the WAN; this
goal appears to be quite achievable. Currently, dense
wave division multiplexing (DWDM) optical technology
provides increments of 10 gigabits/s, and within 12 to 18

months increments of 40 gigabits/s will be available

Initial estimates of required network capacity are based

on the "hero usage mode," essentially a single application

dominating an entire ASCI machine set and stretching
capacity to the limit. The hero mode has a heavy peak
impact on the required WAN bandwidth. Other usage
modes have somewhat different requirements so that
flexibility in the logical network architecture is required.
The "past to present" usage mode models a user who
uses the ASCI resources serially: computational and visu-
alization platforms, the network, storage, etc. Data
movement that occurs between computation and the
visualization processing tends to scale with the size of
the platform and the problem. The "present" usage mode
shows data manipulation. Regardless of whether data
manipulation is occurring on the computation platform
or a computational resource local to the user, large
datasets are moving from the platform to the user’s site
for visualization (output/display) processing. The "pres-
ent" bandwidth requirement for the network is derived
from this usage scenario. Requirements in the "present”
usage mode were influenced by the hero mode usage,

dominated by serial bulk file transfers.

A "future" usage scenario considers a concurrent usage
mode in which multiple users require concurrent use of
multiple machines for parallel workflow. In this "future"
usage mode, the hero mode is subsumed by an aggrega-
tion of multiple file transfers, file/data accesses, visuali-
zation streams, control streams, etc., that characterize

the "future" usage mode.

Under the "present" scenario, 10 gigabits/s of WAN
bandwidth would be required to support the 10-teraOPS
computational resource and 100 gigabits/s for the 100
teraOPS. Current estimates from some of the codes
show that this bandwidth may not be sufficient to allow
timely movement of the larger data sets. For example, a
simulation problem was recently run on the Los Alamos
platform that produced a restart file of 8.7 terabytes.
That file was transferred to the ASCI Red machine at
Sandia, restarted, and run again for 196 hours. The

resulting 5.3 terabytes of data were then transferred back

*Compute resources include compute platforms and clusters, storage devices, visualization services, data services, networks, and software resources. The NWC computing
environment contains all of these resources and is distributed among the DOE's nuclear weapons laboratories and production sites.




to Los Alamos for post processing, visualization, and
archiving. The data transfer time was over 138 hours,

almost as long as it took to run the restarted problem.

A simple way to estimate the necessary bandwidth for
the WAN is to assume that a given platform has a certain
number of nodes dedicated to parallel [/O. For instance,
a 4096-node cluster with 128 1/O nodes, each capable of
pushing 1 gigabits/s results in a parallel I/O rate of 128
gigabits/s to the WAN. The basic argument here is that
WAN speeds should keep up with local area network
(LAN) speeds. There is no reason (other than cost) to
maintain the current LAN/WAN bandwidth difference.

TECHNICAL ISSUES AND CHALLENGES

In general, the telecommunications industry is undergo-
ing revolutionary growth in bandwidth capacity in order
to meet the exponentially growing demand for higher
bandwidth Internet services. The development of
DWDM optical technology has resulted in demonstrated
simultaneous transmission of up to 500 wavelengths of
light, each modulated at OC-192 rates (10 gigabits/s),
producing an aggregate of 5 terabits/s. Thus, capacity in
the WAN is not a technical barrier, but rather one of
cost. Costs could go down dramatically within two to
three years because DWDM represents a 1000-fold
increase in supply (bandwidth). Furthermore, optical
technology appears to be increasing at a rate two to
three times faster than Moore's law and is expected to
sustain that growth rate for at least a decade. However,
the ASCI community remains optimistic but cautious
about relying upon this assumption.

The end-to-end goals of the Internet service providers
differ significantly from those of ASCI networking. The
Internet's architecture is based upon many individual
small files entering and exiting a high-capacity WAN. In
contrast, ASCl's architecture must enable the movement
of terascale data files through the entire network (system,
local, and wide area) at speeds of hundreds of giga-
bytes/s. The end-to-end movement of these very large
files focuses the technical challenges on achieving high
source and sink data rates on the end systems (compute
platforms, storage, and visualization) connected to the

WAN/LAN/SAN. In the ASCI end-to-end environment,
the speeds of network interface cards (NICs) on the
various host machines are one governing factor. The
network trunk speeds regularly employed by the
telecommunication carriers generally exceed the

NIC speeds by one to three orders of magnitude.
Furthermore, while the network trunk speeds work as
advertised, NIC speeds generally achieve only 30 to
50% of the advertised bandwidth, using conventional
network protocols (e.g., TCP/IP) and hardware currently
available. This issue highlights the necessity for very
careful tuning of the network, including the ability to
employ jumbo frames (which is currently not supported
on critical networking hardware).

The additional constraint that the data be encrypted
using NSA-approved Type 1 encryptors means that the
throughput of individual networking paths is also con-
strained by the throughput capability of the fastest Type
1 encryptors. Hence, there is great interest in the ASCI
community on striping or parallel transfer mechanisms
(software and hardware). The requirement for end-to-
end parallel paths particularly influences the logical

architecture of the ASCI WAN.

Achieving throughput not only requires deployment of a
well-designed and architected network, which provides
sufficient aggregate and parallel bandwidth, but it also
requires consideration of the end-systems (e.g., computer
architecture, 1/O devices, etc.). Even after successfully
addressing all of those issues, there are challenges in
developing the tools (e.g., File Transer Protocol, FTP)
that can coordinate 1/O access strategies and network
programming on a variety of computer platforms to

provide effective end-to-end throughput for the users.

Design. The design of the WAN architecture for ASCI
has been based upon two major considerations: trading
off risk mitigation against cost and parallelism to achieve
end-to-end performance. Based upon these criteria, the
architecture selected, shown in Figure 3.2-1, lacks
complete redundancy and is therefore somewhat
susceptible to catastrophic failures (fiber cut, failures of the

carrier's electronics, etc.). However, this approach has




allowed the program to acquire acceptable bandwidth
within budget constraints, while providing a network

availability that meets overall system requirements.

Figure 3.2-2 illustrates the current design of the ATM-
based WAN architecture whose key attributes are paral-
lelism and an ATM-based infrastructure. The WAN
ATM switch allows encrypted traffic from one site to
be routed past another site en route to the next with no
decryption occurring until the traffic reaches the
destination site. This satisfies a primary requirement

of the program.

Greater site detail of interfaces is shown in Figure 3.2-3
to illustrate how each of the three sites will connect to

the ASCI WAN, and to emphasize the end-to-end paral-

lel nature of the architecture. The ability to deploy and

/ﬂ

Figure 3.2-1. Initial ASCI WAN architecture.

efficiently utilize the end-to-end paral-
lel architecture is critical to fulfilling
the ASCI's DisCom? requirement.
The initial instantiation of the network
consists of four parallel paths, providing a
fairly optimal match of the available encryptor rates and
NIC speeds. If the computer system hosts are able to
fully utilize each stripe at the full encryptor bandwidth,
then roughly 200 megabytes/s of WAN bandwidth will
be available. Given the current capabilities of our hosts
and network limitations, initial utilization of the WAN
bandwidth is expected to range between 50 and 75% of
the full potential.
There are several challenges. A prime consideration in
the ASCI networking development is that the inter-site
bandwidth, which could range from 10 to 100 gigabits/s,
must be secured for classified operation. Development of
encryptors capable of meeting the ASCI networking
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Figure 3.2-2. Details of the ATM-based WAN architecture.




throughput requirements is the sole responsibility of the
NSA, and therefore not within the sphere of NNSAs
control. To shorten the long development cycle for
encryption devices, NNSA has both cultivated a techni-
cal collaboration with NSA and contributed significant
funding to the development of high-speed Type 1
encryptors. In FY98, work began on NSA Type 1 ATM
encryption (UltraFastLANE) capable of operating at a
line speed of 10 gigabits/s (OC-192). At that time,
development efforts ended with an OC-12 ATM encryptor.
Funding was established to develop an OC-48 ATM
encryptor by 2001 and an OC-192 ATM encryptor by

new framing format over a wavelength). Almost certainly
the ASCI WAN will continue to require an IP service in
the foreseeable future.

A second technical challenge is associated with the I/O
capability of the various hosts. One of the critical I/O
bottlenecks in future computer platforms may be the
ability to effectively utilize the high-speed NICs that
will soon be available. Processing the standard IP stack
requires significant CPU resources. For example, even
though gigabit Ethernet NICs have been available for
over a year, the best network performance using the

\

Figure 3.2-3. Site interfaces to the WAN.

2003. This development track committed the LAN/WAN
edge network components at each site to interface to an
ATM WAN at speeds of OC-12 in 2000, OC-48 in
2001, and OC-192 in 2003. The challenge presented by
this constraint is that the network industry does not
appear to have an aggressive development and deployment
schedule for ATM services. Correspondingly, it remains
unclear as to which network services the telecommunica-
tion carriers will embrace and aggressively deploy and
price in the next few years. The two most likely choices

are ATM and Internet Protocol (IP) (over SONET or a

standard 1500-byte Ethernet packets is roughly 500
megabits/s and utilizes 100% of the CPU. Unfortunately,
the use of standard packets is currently forced upon the
ASCI network because of the availability of only ATM
encryptors. The existing ATM-compatible hardware does
not support jumbo frames. Although processor speeds
will continue to improve over the next several years, the
rate of increase will not keep up with the improving NIC
speeds. Many vendors are claiming that 10 gigabit/s
interfaces will be available as early as FYO1.
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The emergence of the "psuedo-standard" large MTU has
the potential of providing a path forward for network
performance. Jumbo frames continue to have wide mar-
ket support. For example, Cisco supports this capability
on all of their switch ports (i.e., 10, 100, and 1000 Mb/s
Ethernet on their 65XX series. Conversely, the large
MTU was specifically voted down in the 10 gigabit
Ethernet standards body. It is imperative that the indus-
try leaders continue to champion this issue in that high-
speed networks require extensive interoperability; niche
market solutions in networking are not viable. Finally,
the fact that jumbo frames are currently being supported
on the new gigabit Ethernet equipment but not on the
older ATM-compatible models is a strong reason for
developing Typel IP encryptors.

oad Ma

NETWO

CY 2000 CY 2001

CY 2002

Road Map for Networking

The associated technology road map visually depicts the
five-year status (calendar year 2000 to 2005) of desired
capabilities/activities within a functional area. Each capa-
bility is color coded to show what level of R&D effort it
requires or anticipates.

R&D Effort Indicator:

Accomplished = completed
Planned = ASCI will accomplish even with slight
budget fluctuations
Hurdle = ASCI will need some help
Barrier = ASCI will need significant help from the high-
performance computing (HPC) community.

NOTE: Both hurdles and barriers represent research
opportunities for the HPC community.
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TIMELINE

This timeline elaborates on the road map on the previous page. The networking projection is characterized by band-
width and encryptor capability. As stated previously, the original networking bandwidth requirements were derived
from scenarios that predicted that one gigabytes/s of bandwidth would be required to support each teraOPS of com-
putational resource. Given the delivery schedule of the ASCI platforms, this requirement translated into the following

networking throughput/year:

3 gigabit/s — 1999

10 gigabit/s — 2000/2001
30 gigabit/s — 2001

100 gigabit/s — 2004

As the various elements (computational platforms, storage, and visualization) of the ASCI infrastructure began to
actually interact, the limitations associated with the 1/O capabilities of the various hosts included in the end-to-end
structure raised uncertainties concerning these original requirements. As a result of these uncertainties, the approach
taken has been to create a networking architecture based upon striping/parallel transfer mechanisms (software and
hardware) capable of scaling to the necessary bandwidths, given that the requirement exists and the funding is

available to procure the WAN portion of the total network.

Calendar Year Description and Status
2000 The development and delivery of high-speed encryptors are important requirements. FASTLANE
encryptors operating at OC-12 (622 megabit/s) were required and delivered in mid-2000 to allow
the creation of a parallel network composed of four stripes of OC-12, for an aggregate bandwidth
of 2.5 gigabit/s. Accomplished

2001 The next critical encryptor requirement is for UltraFASTLANE encryptors operating at 2.5 gigabit/s
and accredited to handle secret restricted data to be available for testing in mid-2001. Hurdle

2002 In 2002, the existence of the OC-48 version of the UltraFastLANE will allow each of the network
stripes to increase to OC-48, thereby making it possible to achieve a WAN bandwidth of OC-192
(10 gigabit/s) with four stripes. Current plans are to acquire the 10 gigabit/s WAN bandwidth at
the beginning of 2002. Planned

Following this 10 gigabit/s planned upgrade, there is considerable uncertainty surrounding the issue of further
upgrades to the network. Both budgetary concerns and questions related to the requirements placed upon the
network contribute to the lack of a definitive plan. However, the ability of the architecture to accommodate an
increased number of 10 gigabit/s network stripes and NSAs planned development of a 10 gigabits/s IP Type 1

encryptor in the 2005 timeframe provide the necessary critical elements for scaling up the network’s throughput.




CURRENT STATE OF ASCI NETWORKING
Starting in 1998 and continuing through much of 2000,
the WAN has had a bandwidth of OC-3 (155 Mb/s).
The encryption is achieved using FastLANE Type1
encryptors, which have a throughput of 155Mb/s.
Although well below the target of 3 gigabits/s initially
set for the 2000 timeframe, this network has served the
ASCI program by providing a means for introducing
users to remote computing at a bandwidth that allows

real work to occur.

Concurrently, a DoD/NNSA joint project was started to
design and build the UltraFastLANE Type 1 ATM
encryptor capable of OC-48 to OC-192 throughput. This
project is going to continue through 2001, with antici-
pated delivery of the OC-48 version in August of 2001.

In September 1999, the DisCom? network architecture
team released the ASCI WAN Architecture document.
This design document describes the parallel networking
end-to-end architecture anticipated with implementation
in the last quarter of 2000 and expected use for the next

several years to provide the necessary WAN capability.

In 2000, three significant events took place. First, the
OC-12 (622 Mb/s) version of the FastLANE encryptor
arrived; second, a project was initiated and completed to
establish a multiyear contract for acquiring additional
WAN bandwidth among the three laboratory locations;
and third, a new encryptor project was planned. The
goal was to initiate the new parallel network architecture
in the last quarter of 2000 with a network composed of
four stripes of OC-12, supported by a OC-48 (2.5 giga-
bits/s) WAN. The network that will employ the OC-12
versions of the FastLANE ATM encryptors is expected to
remain at the OC-48 capability level through 2001.
During 2001, the OC-48 version of the UltraFastLANE
is scheduled to be available and accredited for use in the

classified network.

The new encryptor effort is focused on IP encryption.

Currently, industry pressure in the direction of IP over

SONET has resulted in an NSA decision to curtail their

development and production work on the ATM-based
UltraFastLANE encryptor at the OC-48 level and direct
their efforts at producing a 10 gigabits/s [P Type 1
encryptor by the year 2005. NNSA is collaborating
closely with NSA to develop the IP encryption capability.

The installation of the WAN bandwidth has proceeded
with the awarding of two contracts in June 2000 to supply
the bandwidth. One contract provides bandwidth from
Sandia to Los Alamos and the second contract provides
bandwidth from Sandia to Lawrence Livermore. Both
contracts require an initial bandwidth of 2.5 gigabit/s at
a minimum reliability of 99% for the Los Alamos route
and 98% for the Lawrence Livermore route. To provide
flexibility, options were provided in each of the contracts
to expand the bandwidth up to 100 gigabit/s during the
contracts' three-year period. Based on the delivery
schedule of new computer capability at each of the labo-
ratories, it is anticipated that the option to increase the
bandwidth to 10 gigabit/s in the late FYO1 to early FY02

time period will be exercised.

SUMMARY, CONCLUSIONS, AND
RECOMMENDATIONS

In general, the forecast for ASCI networking is supported
by a solid network architectural design and strong com-
mitments by NSA to provide the necessary encryptors in
a timely fashion. As discussed below, consideration has
been given in the architectural design to possible changes
in the base technology used by the telecommunications
industry. In addition, contractual arrangements are in
place to obtain the necessary WAN bandwidth.

Future Design Option. The strategy for providing the
necessary bandwidth has taken into consideration that
the telecommunications carriers continue to deploy
high-speed bandwidth services primarily as IP services.
In Figure 3.2-4, an ASCI WAN architecture is shown for
an [P infrastructure. Note that the IP encryptors replace
the ATM encryptors in the ATM architecture, and the
WAN edge ATM switch is replaced by an IP router. One
advantage of an IP infrastructure is the inherent inde-
pendence on the underlying IP transport media [e.g.,

packet over SONET (POS), POW, IP over ATM, etc.].
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Figure 3.2-4. Possible IP-based future configuration.

Another advantage is that the telecommunication
industry continues to be influenced by the growth of
the Internet, encouraging speculation that greater [P
bandwidths will be available at lower costs.

WAN Bandwidth. The strategy followed in acquiring
WAN bandwidth was to contract for a three-year period
for the required bandwidth among the three laboratories.
As mentioned earlier, we have two separate contracts for
the bandwidth: one for bandwidth between Sandia and
Lawrence Livermore and one for bandwidth between
Sandia and Los Alamos. The contracting strategy is a
consequence of the unique circumstances of acquiring
infrastructure between Sandia and Los Alamos within
New Mexico. Each of the two contracts was structured
with options to acquire WAN bandwidth as a service
with options for scaling up both the bandwidth and the
availability. The contract also included options for leas-
ing dark or dim fiber. After receiving and analyzing the
proposals, it was determined that the least cost for
acquiring the bandwidth up to 10 gigabits/s was to
purchase services, and for bandwidths above 10 gigabits/s,

acquiring leased fiber would be the lowest life-cycle

cost. The dark or dim fiber options required significant
initial investments. Since there is significant uncertainty
in acquiring Type 1 encryptors at the OC-192 (10 giga-
bits/s) and because the OC-48 (2.5 gigabits/s) encryptors
will not be available until late CY2001, we elected (a) to
provide the initial bandwidth through acquiring service
and (b) to monitor how users structure their applications
to utilize the bandwidth. These data will be used to
guide the adjustment of the available bandwidth, within
available budgets. The parallel network architecture
provides for increasing the total bandwidth by either
acquiring "bigger pipes" or by increasing the number of
pipes. The contracts were structured to accommodate
either approach in being able to meet the needs of ASCI
users. At the end of the current three-year contract, it is
anticipated that the contracts will be re-competed to
take advantage of some of the cost reductions that
generally occur in the telecommunications industry. We
anticipate that the New Mexico infrastructure problems
may improve over the next three years, affording us the
opportunity to acquire dedicated dark fiber within New

Mexico at competitive prices.




Future recommended work is to be on robust end-to-end
parallel data transport. The general consensus is that a
parallel SAN/LAN/WAN architecture with tools that
effectively use parallel streams is required to meet ASClI's
aggregate I/O performance requirements. Already the
parallel FTP implementation strategy currently deployed
is proving to be very successful when it is required to

transfer a few large files.

A goal for future work is to focus on making parallel
tools very fault tolerant. For example, presently optimal
parallel FTP performance uses 8 to 16 streams distrib-
uted evenly and statically over four OC-12 paths. One
or more streams may stall due to congestion, encryptor,
or network problems. Since the file transfer completes
only after all data over all streams are received, stalled
streams severely impact end-to-end throughput. Most
parallel FTP information is static. Parallel tools will be
more robust if acquiring information is more automated,
and using and responding to information is dynamic. For
example, work could be done on parallel tools to
dynamically load balance the data over the streams, thus
minimizing the effects of stalled streams. There is also
work to be done that could monitor the end-to-end state
of the parallel network and machines, and dynamically

and automatically set up and tear down streams.

A second goal for future work is to implement an appro-
priate part of "resource management" that would auto-
matically determine the optimal use of network tools for
a given user's application running on a machine in a
particular network environment. One simple example
pertaining to data movement is to optimize the use of
FTP, for example, one or more streams over one or more
NICs, multiple FTP sessions on one I/O node, multiple
FTP sessions on multiple I/O nodes, or a combination

of all of these options.

A third goal for future work is to work with industry to
inject new ideas into future products. For example, inef-
ficiencies in the TCP/IP protocol stack exist for high-
speed network links that even occasionally drop packets,
thereby drastically limiting performance. Research has
suggested several potential solutions to this problem. As
practitioners on high-speed networks, we could incorpo-
rate these in open source (e.g., Linux) operating systems,
provide testing and analysis with thorough external peer
review in the hope that these ideas will be embraced by

industry leaders.







This Prospectus outlines both the extent and intent
of ASCI's simulation and computer science component.
By the year 2005, ASCI will deploy a 100-teraOPS
computing environment that will be used as part of a
process to certify the ULS. nuclear weapons stockpile.
The technology road maps support this goal by out-
lining a well-defined five-year research and develop-
ment agenda. ASCI management at the three national
laboratories will use these road maps to guide future
work in simulation and computer science. They have
developed this strategic perspective in conjunction
with research experts who participated in reviewing
the Prospectus. However, the success of ASCI in
general and the viability of these road maps, more
specifically, will depend on significant advancements

in computing technology over the next five years.

These eight road maps — simulation and develop-
ment environment; scalable solvers; software interoper-
ability; visualization; scientific data management and
discovery; data storage and file systems; grid services;
and networking — were initially developed as the
result of ASCI "curves-and-barriers" workshops
beginning in 1997. An early ASCI activity, these
workshops were designed to identify the technology
capabilities needed and to define a common direction

for the three national laboratories.

Each technology road map describes an approach
that addresses the "hurdles and barriers" in achieving
these technology advancements. Although all are
individually described, the question still remains as to
which has the most immediate priority. The follow-
ing list was generated at the 2000 Curves and Barriers
Workshop and summarizes the top ASCI barriers, in

priority order:

= Data access for visualization

= End-to-end I/O throughput between the platforms,
visualization, and storage

= Solvers

» Scalable visualization platform

= Distributed file system deployment

= Tools for feature detection

= High-speed encryption

= Scalable, parallel, visualization data mining
algorithms and tools

= Data delivery to offices

= Fast message passing

= Display technologies

Collectively, this list of hurdles and barriers is over-
whelming and clearly makes the case that the success
of ASClI is dependent on effective partnerships with
industry, academia, and other government agencies.
ASCI does not have the resources alone to overcome
these barriers. We invite you to help us with these

technical challenges.

The NNSA Stockpile Stewardship Program (SSP) has
resulted in ASCI becoming the de facto leader in the
high-performance computing community. However, a
terascale computing environment, and the required
underlying technologies, are common to many other
applications. ASCI has historically collaborated with
key industries through its PathForward Program and
with universities through its Alliances Program and
will continue these efforts. These collaborations have
helped ASCI demonstrate success in accelerating the
time-to-market for computing technologies required
to meet SSP's objectives. This document is intended
to be another mechanism for facilitating these
mutually beneficial partnerships in high-performance

computing.

The Prospectus therefore reaches out to those working
in the field of high-performance computing: computing
vendors, universities, and government agencies. We
invite your partnership and subsequent help in two
important areas: (1) solving the very challenging
technical hurdles and barriers described in this document
and (2) ensuring that these road maps continue to
reflect the projected technology evolution and
timescale. Your feedback can be provided either
directly to the authors identified at the end of each
road map section or through the ASCI website at

http://www.asci.doe.gov/
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1. Recent science runs in December 2000 on
the ASCI Frost platform provided a unique
opportunity to study material dynamics at
the atom level with unprecedented problem
sizes. Dr. Farid Abraham from IBM Almaden,
in collaboration with LLNL scientists and
systems experts, successfully ran computa-
tions on Frost involving a billion atoms on
2000-5000 processors. Results include excit-
ing discoveries that cracks can travel at
supersonic speed. The image is from a Frost
simulation run and shows in unprecedented
detail the complexities and structure of the
dislocation dynamics — Lawrence Livermore

National Laboratory
2. Rage simulation of 3-D Rayleigh-Taylor
Instability — Los Alamos National

Laboratory

. From Sandia National Laboratories — a
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rendering of a 470 million triangle isosurface
from LLNIs Gordon Bell dataset.
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