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Abstract

This paper describes the finished goods inventory behavior of more than 700 U.S. manufacturing

firms between 1985-93 using a new Census Bureau longitudinal data base. Three key results

emerge. First, there is a broad mix of production-smoothing and production-bunching firms, with

about two-fifths smoothing production. Second, firm-level inventory adjustment speeds are about

an order of magnitude larger than aggregate adjustment speeds due to econometric aggregation

bias. Finally, accounting for time variation in the inventory adjustment speed due to fluctuations in

firm size improves the fit of a traditional aggregate inventory model by one-fifth.

JEL Classifications: E22, D21, C23, C43

Keywords: Inventory investment, production smoothing, adjustment speed, aggregation bias



Introduction

Linear-quadratic (LQ) inventory models in the spirit of Holtet al (1960) have not fared well

empirically. As Blinder and Maccini (1991) point out, there exists a tension between microe-

conomic and macroeconomic views of inventory behavior. Microeconomic theory suggests that

firms should use inventories as buffer stocks, allowing production to be smoothed relative to fluc-

tuating demand. Aggregate data, however, indicate that production is more variable than sales and

hence inventories appear to have an accelerator effect that generates cycles. Not surprisingly, then,

econometric inventory models based on microeconomic theory and applied to aggregate data have

failed miserably, producing a host of puzzling results.

Most previous attempts to reconcile this tension rest on one of three explanations. One ex-

planation is that the microeconomic theory is wrong and the model must be modified to generate

more variable production. Stockout avoidance, increasing returns to scale and (S,s) ordering poli-

cies are the leading alternatives offered in the literature. Another explanation is that the standard

Department of Commerce inventory data contain measurement error that leads to faulty inference

about inventory behavior. A third explanation is that econometric inference is faulty, for exam-

ple with respect to the estimation of adjustment speeds and of structural (Euler equation) models.

Unfortunately, however, none of these explanations has succeeded in resolving the tension.

A fourth explanation—aggregation—has been relatively unexplored. However, recent research

hints that aggregation across agents may be responsible, at least in part, for the tension between

microeconomic theory and macroeconomic evidence. For example, Hunt (1981), Blinder (1986b),

Seitz (1993), and Lovell (1993) provide some incomplete indications that aggregation across firms

may bias adjustment speed estimates downward.1 Also, Krane (1994) and Lai (1991) show theoret-

ically how aggregate data can exhibit production bunching even though firms smooth production.

Evidence from disaggregated industries with physical units data, such as Ghali (1987), Fair (1989),

and Krane and Braun (1991), provides some evidence this hypothesis may be true. Each of these

studies, however, has been severely limited by a lack of broad-based firm-level data.

This paper provides new evidence on firm-level inventory behavior and examines the hypoth-

esis that aggregation effects are responsible for the poor performance of applied LQ inventory

models. The evidence comes from a new longitudinal data base developed by the Census Bu-

1Adjustment speeds may be biased downward for other reasons as well. Christiano and Eichenbaum (1987) cite

temporal aggregation, Irvine (1988) cites misspecification, and Bivin (1989) cites product differentiation and market

spillovers. This paper does not consider these interesting reasons.
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reau called the M3 Longitudinal Research Database (M3LRD). As the name suggests, this data

base is closely related to the Census Bureau's well-known LRD except that the M3LRD includes

a more limited range of data (the Manufacturers' Shipments, Inventories and Orders survey) and

primarily covers an arbitrary sample of companies rather than a probability sample of plants.2 The

M3LRD contains monthly data on shipments (henceforth, sales), stage-of-fabrication inventories,

and orders for about 4,300 companies and 8,200 divisions in U.S. manufacturing during the period

1985-93. In terms of number of firms, industrial coverage, periodicity, disaggregation of inventory

types, and data reliability, the M3LRD is the most comprehensive source of microeconomic data

on inventory behavior available in the United States.

In this first study to exploit the M3LRD, the focus is on estimating traditional LQ inventory

models at the firm level and on the relationship between the firm-level and aggregate results.3

The investigation centers on a panel of more than 700 continuously operating firms, for which

individual time-series—not cross-section—regression models are estimated. Since the LQ model

primarily is suited for inventories of finished goods and since most empirical applications have

focused on these inventories, this study concentrates on finished goods inventories as well.

At the microeconomic level, two key questions from the inventory literature are addressed: (1)

do firms smooth production?; and (2) do traditional LQ models fit firm-level inventory data well?

A central aspect of the second question is whether or not firms adjust their inventory stocks to their

target levels at plausible rates. Answers to these questions about microeconomic behavior are then

compared with answers obtained from aggregate data. The goal of this comparison is to determine

the extent to which aggregation may adversely affect inference about the suitability of traditional

inventory models.

Figure 1 summarizes the paper's two main results for all manufacturing firms. First, firms

exhibit a wide array of production smoothing and nonsmoothing behavior. The upper panel plots

distributions of firm-level ratios of production variance to sales variance. Ratios of less than 1.0

traditionally are interpreted as production smooothing behavior, so about two-fifths of all firms

smooth production. But the median variance ratios (1.06 for companies and 1.04 for divisions)

are consistent with ratios constructed from aggregate data reported in previous studies, which

2The name M3 originates from the alphanumeric Census label of the survey form sent to the companies.
3Additional studies in progress exploit the M3LRD to examine other questions and issues about microeconomic

inventory behavior. Schuh (1992) tests for evidence of nonconvexity in inventory behavior by estimating an adjustment

hazard model of the type developed by Caballero and Engle (1993). Maccini and Schuh (1995) examine the role of

financial market conditions on stage-of-fabrication inventory behavior.
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typically exceed 1.0 a bit as well. Thus, on average, a strict production smoothing inventory

model is inconsistent with the firm-level data on this score as well. Nevertheless, the distributions

generally are consistent with a standard LQ inventory model that incorporates both production

smoothing and stockout avoidance motives. Further, evidence presented later shows that firms

smooth production more at seasonal frequencies than nonseasonal frequencies.

The second result is that firms eliminate the gap between actual and target inventory stocks

much more quickly than is apparent from aggregate data. The lower panel plots distributions of

the duration of firm-level inventory gaps, defined as the difference between actual (I) and target

(I�) inventory stocks, where the target is derived from a typical stock adjustment inventory model.

The bars represent the median number of months that each firm experiences consecutive positive

or consecutive negative gaps (I � I�)—that is, how long it usually takes for firms to elimate

inventory gaps. The vertical lines compare means of these distributions with median durations for

the aggregate M3LRD data and for the published aggregate data from the Bureau of Economic

Analysis (BEA). Inventory gaps clearly persist longer on average in the two aggregate data series.

The BEA data used in most previous applied inventory studies imply that the representative firm

experiences inventory gaps about three times longer than the median firm. This finding seems to

explain the puzzle pointed out by Feldstein and Auerbach (1976) that inventory adjustment speeds

are implausibly slow.

A host of more detailed results are presented throughout the paper, but some general implica-

tions for inventory theory are worth emphasizing. First, the broad mix of production smoothing

and nonsmoothing firms argues against idea that “bad” data lead to the rejection of the basic pro-

duction smoothing model. Instead, it appears that inventory theory must be able to encompass

both types of behavior. Second, except for more plausible adjustment speed estimates, traditional

LQ inventory models fare no better econometrically with firm-level data than with aggregate data.

In fact, these models only account for a small fraction of firm-level inventory variation. Third,

the vast heterogeneity in variance ratios and adjustment speeds generally is not well-explained by

observable firm characteristics such as industry and size. Together, these latter two implications

suggest there remains considerable room for improved understanding of inventory fluctuations.

The paper proceeds as follows. Section 1 lays out the standard LQ inventory model and the

econometric variants of it used in this study. Section 2 introduces and describes the new M3LRD.

Section 3 presents evidence and results from the firm-level data. Section 4 presents evidence

and results from the aggregate data, and compares them with the firm-level results. Section 5
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summarizes and concludes.

1 The Model

The econometric models used in this study are derived from a simple version of the standard LQ

model for finished goods inventories (see Blinder and Maccini (1991) or West (1993) for surveys

of the inventory literature). The representative firm chooses the inventory level to minimize the

present discounted value of costs subject to a production identity. Formally, the model is:

min
fIt+jg

E0

8<
:

1X
j=0

�j [CQ(Qt+j) + CI(It+j; St+j)]

9=
; (1)

s.t. It+j = It+j�1 +Qt+j � St+j (2)

CQ(Qt+j) = (�=2)Q2

t+j (3)

CI(It+j; St+j) = (�=2)(It+j � !St+j)
2 (4)

givenI0 and theSt process.4 The notation is:It is real end-of-period finished goods inventories;

St is real sales;Qt is real production;� is the constant discount factor;� is the first difference

operator;Et = E[:j
t] is the mathematical expectations operator; and
t is the firm's information

set, which includes all variables datedt� 1 and earlier plus any known att. Structural parameters

�, �, and! are assumed to be positive constants. For simplicity, production adjustment costs,

(�=2)(�Qt)
2, are assumed to be zero even though some studies — Blanchard (1983) and Fuhrer,

Moore, and Schuh (1995) — have found marginally significant evidence for them in the data.

Sales are assumed to be exogenous, as in most applied inventory research, soSt 62 
t. The latter

assumption implies thatIt is a buffer stock because the firm cannot alter its production plan during

the periodt.

The model's structural parameters determine the relative variability of production and sales in

the model. The sign of parameter� determines the sign of the marginal cost of production, hence

the extent to which there is a production smoothing motive due to convex costs. If! = 0 and

all other parameters are positive, the firm's optimal inventory decision rule will lead to production

smoothing (i.e., production variance less than sales variance). But if! > 0, as advocated by Kahn

4Constants, linear terms and white noise shocks are omitted for simplicity here but included as necessary in the

econometric work reported in sections 3 and 4.
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(1987), the firm has a stockout avoidance motive and the decision rule may lead to production

bunching (i.e., production variance greater than sales variance). Given! > 0, the smoothing

or bunching of production depends on relative magnitudes of� and� (see Krane (1994) on this

point).5

The model is solved in the usual manner. The Euler equation for periodt is

Et f�Qt + �(It � !St)� ��Qt+1g = 0 ; (5)

which shows that the firm choosesIt to balance the cost of producing a unit of output today and

storing it one period against the cost of producing the unit of output next period. Following Eichen-

baum (1989), substitute for production and re-express equation (5) as the second-order stochastic

difference equation

Et

n
(1� �L)(1� (��)�1L)It+1

o
= Et f�St+1 + (�=�)Stg (6)

where� and(��)�1 are the roots of the characteristic equationL2+ L+��1, = �[1+�+(�=�)],

and� = 1 � (�!=�). The parametric assumptions imply that� � 1 and stability requires that

j�j < 1.

Equation (6) is closely related to the traditional stock adjustment model of Lovell (1961), which

has been used in many previous studies. The solution to equation (6) is the decision rule

It = �It�1 � St + (1� ��)EtSt + (1� ��)
1X
i=1

(��)iEtSt+i (7)

which is expressed in terms of actual rather than expected inventories.6 A simple version of the

stock adjustment model is

�It = �(I�t � It�1)� �(St � EtSt): (8)

If the target inventory stock isI�t = �EtSt, then the model becomes

It = (1� �)It�1 � �St + (�� + �)EtSt: (9)

5The timing of sales in the target stock specification,CI(�), varies across models in the literature betweenSt and

St+1. Given the crude nature of the approximation it is hard to argue strenuously for one specification or the other. I

find St more appropriate for approximating stockout costs in periodt as opposed to periodt+ 1, but the choice is not

crucial to the econometric results.
6The expected inventory policy becomes the actual inventory policy as follows. Take the expectation of the inven-

tory law of motion, equation 2:EtIt � It�1 = Qt � EtSt (Qt is known at the beginning of periodt). Then rewrite

the law of motion as�It = (Qt � EtSt) + (EtSt � St) and substituteEtIt � It�1 for (Qt � EtSt) in the law of

motion. Finally, substitute the solution to equation (6) forEtIt into the law of motion and rearrange.
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Equations 7 and 9 are observationally equivalent if� = 1 and either! = 0 orEtSt+i = 0 8 i � 1.

These restrictions further imply that� = (1� �) and(1� ��) = (�� + �).7

A third, and related, version of this inventory model arises when the data are nonstationary. In

the event that the inventory and sales data are integrated of order one (i.e.,It � I(1) andSt � I(1)),

and their linear combination

zt = It � I�t = It � ASt (10)

is integrated of order zero (i.e.,zt � I(0)), then inventories and sales are cointegrated. Nickell

(1985) shows that this kind of model can be written as an error correction equation:

�It = �� zt�1 +
LIX
i=1

�Ii�It�i +
LSX
i=1

�Si�St�i + �t (11)

For the model described in equations (1) through (4),LI = 0; if the model includes adjustment

costs due to changing production, thenLI > 0. Equation (11) admits any exogenous univariate

sales process, which in turn determinesLS. Unlike the decision rule and stock adjustment versions

of the model, the error correction model does not require specification of a sales process to estimate

the parameters. In this study equation (11) is used primarily as an alternative method to estimate

the adjustment speed, which is equivalent to� and(1� �).

Ideally, it would be preferable to obtain reliable firm-level estimates of�, �, and!. Unfor-

tunately, the inventory literature is filled with evidence that such estimates are not readily forth-

coming. West and Wilcox (1994) and Fuhrer, Moore, and Schuh (1995) demonstrate that tradi-

tional generalized method of moments (GMM) estimation of such parameters from equations like

(5) tends to produce biased and insignificant estimates. Gregory, Pagan, and Smith (1993) show

that it is possible to identify the structural parameters (except, perhaps,�). However, identifica-

tion requires a parametric specification of sales, which must be strictly exogenous, and definitive

knowledge of the order of integration of sales (specifically, I(0) versus I(1)). Fuhreret alargue that

maximum likelihood estimation of inventory decision rules is a promising approach to estimating

the structural parameters, but the requisite computer equipment to conduct such estimation was not

available at the Census Bureau at the time of this study.

Instead, the econometric estimation focuses on using the three models to estimate the inventory

speed of adjustment (i.e.,(1��), �, and) and addressing the well-known puzzle in the inventory

7In many econometric applications, the inventory stock adjustment model includes the real interest rate (cost of

capital) as a determinant ofI�t . Consequently, the real rate is included in the econometric estimation reported later in

this paper.
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literature that adjustment speed estimates are implausibly small. Typical adjustment speed esti-

mates using monthly aggregate data are around 0.1, implying that the representative firm can take

more than a year to adjust its actual inventory stock to the target level. Feldstein and Auerbach

(1976) argued that since the entire manufacturing inventory stock amounts to less than one month

of aggregate production, firms should be able to adjust their stocks much faster than is implied by

estimated adjustment speeds. Maccini and Rossana (1984), Blinder (1986b), Nguyen and Andrews

(1988), and Eichenbaum (1989) have attempted to resolve the puzzle with limited or no success.8

2 The M3 Longitudinal Research Database

2.1 Composition and Structure

The M3 Longitudinal Research Database (M3LRD) is a new panel data base containing monthly,

seasonally unadjusted data on the domestic shipments, inventories, and orders of U.S. manufac-

turing firms (manufacturing operations only). In 1985, the Census Bureau began building the

M3LRD by linking the firm-level data from the Manufacturers' Shipments, Inventories, and Or-

ders (M3) survey. The main economic variables in the M3LRD are the dollar values of sales,

stage-of-fabrication inventory stocks (finished goods, work-in-process, and materials and sup-

plies on a current-cost basis) and new and unfilled orders. This study primarily uses two vari-

ables, the value of sales (V S), and finished goods inventories (FG), plus the production identity

(Q = V S + �FG). See the data appendix for a complete list of variables. Data are available

through August 1993, and updated data become available periodically.

Two types of firm characteristics are available in the M3LRD: industry and geography. In-

dustrial composition is determined by an industry category variable, which is based on a special

Census classification system that includes about 80 categories of combined four-digit SIC manu-

facturing industries.9 Census assigns a firm to the industry category in which it makes the plurality

of its sales. The M3LRD includes firms from all 20 two-digit SIC manufacturing industries. Firm

name and address are also included in the M3LRD, but the address is only for firms' headquarters

and thus does not provide any geographic information about its production sites (plants).

The primary reporting unit in the M3LRD is the company (enterprise), which may include

8Eichenbaum (1989) gets the highest adjustment speed estimates, using unobservable autoregressive cost shocks.

However, section 3 notes that there are some doubts about the robustness of his particular econometric technique.
9See Appendix B of Bureau of the Census (1987) for details about the industry categories.
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one or more plants (establishments).10 In contrast, the primary reporting unit in the LRD is the

plant. Thus, although the M3LRD and LRD are drawn from the same manufacturing universe, the

M3LRD is based on more aggregated reporting units and—due to different sampling schemes—

includes a different mix of plants. However, Census obtains disaggregated reports for most large,

diversified companies to improve data precision. Typically, the disaggregated report corresponds

to a division within the company operating in relatively more homogenous industrial areas than the

company as a whole. But the companies themselves determine the exact corporate entity reporting

data and the entity can vary across companies. For the period 1985-93, the M3LRD contains about

8,200 disaggregated reporting units (henceforward referred to as divisions) belonging to about

4,300 companies. To maximize the degree of disaggregation, this study exploits both company-

level and division-level data; for ease of exposition, both are referred to as the “firm” and the

distinction is made only when necessary for clarity.11

2.2 Sample Selection

The M3 survey is the flagship of the Census Bureau's Current Industrial Reports program and a

supplement to the Bureau's Census of Manufacturers (CM) and Annual Survey of Manufacturers

(ASM) surveys.12 The M3 survey includes “most manufacturing companies with $500 million

or more in annual shipments [sales]. Selected smaller companies are included to strengthen the

sample coverage in individual industry categories” (Bureau of the Census (1992), p. VII). Thus,

unlike the CM and ASM, the M3 survey is not a probability sample and therefore cannot pro-

duce unbiased universe estimates.13 Furthermore, firms may not appear continuously in the M3

survey because it is voluntary and the arbitrary sampling strategy for smaller firms changes over

time. Consequently, the M3LRD does not permit accurate identification of firm entry and exit or

corporate organizational dynamics (e.g., mergers, acquisitions, etc.).

Nevertheless, the M3LRD offers an opportunity to analyze the inventory behavior of hundreds

10A company, or enterprise, is defined as follows: “For definitions of plants (establishments) and companies (enter-

prises), see Bureau of the Census (1979, p. 12).
11This usage assumes that divisions are independent cost minimizers, which may be incorrect. Aggregating division-

level inventory decision rules may not—perhaps likely will not—produce the company-level decision rule if there

are important economic interactions among divisions within the company. These interactions are interesting and

potentially important, but postponed for future study.
12For more complete details on the M3 survey and data, see Bureau of the Census (1992).
13Instead, Census uses the link-relative (LR) growth-rate method to obtain total manufacturing data that correspond

to CM and ASM estimates. See the data appendix for details.
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of manufacturing companies, and thousands of divisions, over nearly a decade-long period. From

the pool of all M3 firms, this study concentrates on an M3LRD aggregation panel of 734 compa-

nies and 2,332 divisions.14 Because the goal is to estimate firm-specific time-series econometric

models, the aim in selecting the aggregation panel was to obtain a subset of M3 firms containing

the highest quality data and covering the longest possible sample.

To be selected for the M3LRD aggregation panel, a company or division was required to sat-

isfy certain criteria. The criteria included: (1) a sufficiently long sample period for all data; (2) a

high percentage of reported, rather than imputed or missing, data observations; (3) a low percent-

age of measurement error detected from visual inspection, violation of data identities, and other

miscellaneous editing procedures; and (4) limitations on outliers. In addition to the sample se-

lection procedures, some firms' data required relatively minor editing for obvious and correctable

measurement error. See the data appendix for further details.

Obviously, the arbitrary sample selection procedure may reduce the representativeness of the

M3LRD, though it could cause it to be more representative. It turns out that the only significant

difference between the total M3LRD and the aggregation panel is that the average firm is larger in

the aggregation panel (measured by sales). The reason is that larger firms tend to report data more

often and more accurately, in large part because the Census Bureau makes a more concerted effort

to obtain accurate data from these firms.

2.3 Data Adjustments

Several adjustments were made to the data to make them as consistent as possible with the pub-

lished aggregate M3 data. The firm-level sales and inventory data are deflated with industry-level

deflators. Sales are adjusted for monthly variation in trading days. No adjustment was neces-

sary for LIFO composition of inventories, but some inventory data were adjusted for a shift in the

Census inventory reporting procedure in 1987. Sales and inventories were detrended and desea-

sonalized in accordance with the tradition of the literature.15 See the data appendix for further

14To be clear, the 2,332 divisions do not all belong to one of the 734 companies nor, conversely, are all divisions of

each of the 734 companies included in the 2,332 divisions. Each company and division enters the aggregation panel

by satisfying the criteria described next.
15The main qualitative results in the paper are the same if the data are first-differenced data rather than detrended.

The error-correction model provides evidence from an alternative way of dealing with trends. However, the issue of

integration at the firm level has not been thoroughly examined yet in the literature, either theoretically or empirically,

and thus the appropriate treatment is ambiguous. For the firms in the M3 aggregation panel, many data series exhibit

10



details about data adjustments.

2.4 General Characteristics and Statistics

Table 1 provides information about the industrial composition, size, average inventory holdings,

and corporate organization of the firms in the M3 aggregation panel. The panel is almost evenly

split between nondurable goods and durable goods firms in terms of number of companies and

manufacturing shares, though disaggregation into divisions is more prevalent among durable goods

firms (3.2 divisions per company versus 2.1).16 Finished goods (FG) inventories are more impor-

tant for nondurable goods firms, where they grew at a nearly 4 percent annual rate, than for durable

goods firms, where growth was flat.

More relevant for inventory theory is the industrial disaggregation by production technology.

About one-quarter of the firms in the panel operate in production-to-stock (PS) industries, i.e., they

do not backlog orders. The traditional LQ inventory model is best suited to these kinds of firms.

A key advantage of the M3LRD is that it permits disaggregation of the remaining production-

to-order (PO) firms into those that report unfilled orders (PO-Y) and those that do not (PO-N).

The latter firms, which account for almost three-fifths of the PO firms, may behave more like PS

firms despite operating in PO industries.17 Like nondurable goods firms, PS firms tend to rely

relatively more onFG in terms of growth rates, shares, and inventory-to-sales ratios. PS firms

also saw sales grow about 50 percent faster than PO firms. Particularly notable are the PO-N firms

which, although accounting for only 6 percent of all sales, had the highest sales growth rate of any

industrial category.

Despite the sampling bias toward larger firms, the panel nevertheless includes a significant

number of smaller firms. About 60 percent of all firms have fewer than $250 million annual

average sales, a common cutoff for the definition of small in the literature on financial market

effects on real activity. About 15 percent are just plain small, with average sales of less than $25

positive trends, many negative, and many no trend at all. In light of this ambiguity, I elected to follow the traditional

detrending procedure applied to the aggregate data.
16Although it is possible to examine more disaggregated industries, such as two-digit industries, there are not enough

firms in all industries to produce consistent, reliable results. Schuh (1992) contains the results by two-digit industry

for the interested reader.
17PO-N firms are identified because they did notreport unfilled orders. Although they are assumed to produce to

stock, it is possible that they hold unfilled orders but do not report them.

11



Table 1

M3LRD Firm Classi�cations and Summary Statistics

Number of: a Time Series Mean (1986-92)

Comp- Div- TM share(%) b Growth Rate(%) Level

Class anies isions VS FG VS FG FG/VS

Industry c

Total manufacturing (TM) 734 2332 100 100 .20 .17 .75

Nondurable goods d (N) 335 711 53 54 .18 .31 .76

Durable goods e (D) 399 1254 47 46 .24 0 .73

Production-to-stock f (PS) 206 473 42 42 .26 .34 .75

Production-to-order g (PO) 528 1492 58 58 .17 0 .74

Without backorders (PO-N) 306 349 6 6 .39 .10 .74

With backorders (PO-Y) 222 1143 53 52 .14 .03 .74

Annual average VS size, 1986-87 ($1987)

Less than $25 million 111 498 0 0 .06 .11 .79

$25-100 million 191 689 2 2 .11 .13 .81

$100-250 million 135 438 4 4 .25 .18 .86

$250-1,000 million 159 395 13 15 .20 .21 .83

More than $1 billion 139 158 81 79 .20 .16 .73

Monthly average inventory-to-shipments ratio (FG/VS)

0.00-0.25 101 306 12 2 .21 �.44 .12

0.25-0.50 111 326 21 10 0 .04 .36

0.50-0.75 122 269 22 19 .33 .15 .64

0.75-1.25 176 451 29 38 .26 .21 .97

More than 1.25 168 652 14 32 .24 .23 1.66

Number of establishments in the company

One 50 65 0 0 .29 .11 .57

More than one 684 2267 100 100 .20 .17 .75

Reporting unit type

Company 367 367 12 12 .26 .21 .75

Division 367 1965 88 88 .20 .16 .75

aCompany counts for subclasses will not sum to the total if reporting units within companies

cross over classes.
bComponent shares may not sum to 100 due to rounding errors.
cThe industrial aggregation identities are: (1) TM = N + D = PS + PO; (2) PO = PO-Y +

PO-N.
dSIC industries 20-23, 26-31.
eSIC industries 24-25, 32-39.
fSIC industries 20-21, 23, 28-30.
gSIC industries 22, 24-27, 31-39.
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million. Still, the vast bulk of sales and inventories are in the largest firms.18 Unless meaningful

differences in inventory behavior due to size occur at some size much smaller than $25 million,

the M3LRD should be capable of identifying the impact of size. Middle-sized firms are the fastest

growing, in terms of both sales and inventories, and have the highest inventory-to-sales ratios.

Interestingly, the smallest firms have the lowest sales growth rate. For the remainder of the paper,

firms are assigned to small (average annual sales less than $250 million) and large size classes.19

Firm-level average inventory-to-sales ratios exhibit considerable heterogeneity, running from

zero to more than 1.25. A majority of of firms hold less than one-month's supply of inventories,

as measured by the average monthly inventory-to-sales ratio. Interestingly, 56 companies (7.6

percent) and 270 divisions (11.6 percent) report holding noFG inventories at all. Firms in the two

lowest ratio classes tend to have relatively low sales and inventory growth rates. Inventory-to-sales

ratios tend to be inversely related to firm size (i.e., sales share per firm falls monotonically with

ratio class).

The vast majority of firms in the data base own multiple establishments (plants)—well over

90 percent of companies and divisions. In terms of reporting units, half of the companies report

company-level data and half report data by division. Companies reporting division-level data ac-

count for 84 percent of all divisions in the data base, and the average company reports data for

5.4 divisions. Single-establishment firms and company reporting unit firms account for very little

of total sales and inventories. Because the traditional LQ inventory models do not capture these

aspects of corporate organization, no further analysis is conducted along these dimensions.

2.5 Comparison of M3LRD and BEA Aggregate data

In light of sample selection concerns about the M3 survey in general, and the M3LRD aggregation

panel in particular, it is important to ascertain how closely the aggregate M3LRD aggregation panel

data correspond to the published aggregate BEA data.20 Figure 2 demonstrates that the time series

18Of course, the panel's size distribution is far from representative of the size distribution of firms in the universe.

The point here is that the bias toward larger firms does not preclude a significant number of sufficiently small firms

from entering the panel.
19For a more detailed investigation of the impact of size on inventory behavior, particularly with respect to financial

market conditions, see Maccini and Schuh (1995).
20Following Reagan and Sheehan (1985), the constant dollar ($1987) BEA data were reseasonalized using the ratio

of seasonally adjusted to unadjusted nominal data then deseasonalized in a manner analogous to the M3LRD data.

The BEA data are based on the nominal M3 data published by Census, and thus the BEA data incorporate (potentially
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properties of the M3LRD aggregation panel data (henceforth, simply “M3LRD”) and BEA data

are reassuringly similar. Although the M3LRD data only account for slightly less than one-fourth

of the BEA data, seasonally adjusted data from the two aggregates are highly correlated (.90 for

sales and .89 for production).21 The correlation is even stronger for seasonally unadjusted data (not

shown). Correspondence between inventory series is less robust, but correlations of growth rates

(.68) and inventory-to-sales ratios (.72) still significantly positive. Note that the average M3LRD

inventory-to-sales ratio is slightly higher than the BEA ratio (.68 versus .60). In sum, the M3LRD

aggregate data appear to be a reasonably representative subsample of the BEA data.

2.6 M3LRD Versus Other Disaggregated Inventory Data

To close this first glance at the M3LRD, it is instructive to compare the M3LRD with other dis-

aggregated data bases containing inventory data. The comparison illustrates the advantages and

disadvantages of M3LRD and, in summarizing results from other data bases, provides a useful

benchmark for evaluating the results in this paper. Table 2 lists and describes the primary disaggre-

gated inventory data bases cited in the literature. Two general impressions emerge from the table.

First, no single data base exhibits all of the most desirable characteristics. Second, the M3LRD is

as close as any data base—and perhaps is the closest—to exhibiting the most advantageous set of

characteristics.22

Advantages of the M3LRD are disaggregation (of firm and inventory type) and frequency. Only

the LRD provides more disaggregated data, but its data are only available annually, which is too

low frequency given the extremely short-run nature of inventory decisions. Only three data bases

(M3LRD, LRD, and Compustat) offer complete stage-of-fabrication disaggregation, and of these

adverse) effects of link-relative estimation of aggregate data, which permits fluctuations in sample composition, and

data imputed by Census for missing observations.
21AggregateV S for all firms in the M3LRD equals roughly half of total manufacturingV S reported by BEA.

Thus, the sample selection restrictions reduce coverage by more than 50 percent. Nevertheless, the aggregate M3LRD

data are broadly consistent with the BEA data. The percentage of total manufacturingV S coverage in the complete

M3LRD varies from 20 to 90 percent across two-digit SIC industries. Not surprisingly, the correlations between

M3LRD and BEA data aggregates at more disaggregated levels, such as two-digit industries, can be much lower.
22The M3LRD is a successor to the quarterly Department of Commerce Manufactures' Inventory and Sales Expec-

tations Survey used by Hirsch and Lovell (1969) to estimate reduced-form inventory equations at the industry level

and for an 83-firm subset. Some of these data were qualitative rather than quantitative. The study concluded that there

is little evidence for production smoothing, but showed that smaller firms tend to have higher adjustment speeds and

more flexible production plans.
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Table 2

Comparison of Disaggregated Inventory Data Bases

Unit of Freq- Stock Data

Data Basea Analysis Coverage uencyb Sample Typec Typed

LRD Plant Probability sample of about

50,000-70,000 manufacturing

�rms

A 1972-90 SOF $

M3LRD Division Arbitrary sample of about

1,700 manufacturing �rms

M 1985-93 SOF $

Ward's Division Domestic and transplanted

foreign automakers

M 1938-95 F P

Compustat Company All publically traded �rms A 1958-94e SOF $

Compustat Company All publically traded �rms Q 1958-94 T $

QFR Company Probability sample of about

30,000 manufacturing, mining,

and trade �rms.

Q 1977-91 T $

IFO Company Arbitrary sample of 4,000

manufacturing �rms

M 1975-86 F C

Cement District Arbitrary sample of 19 Port-

land cement industry produc-

tion districts with continuous

data

M 1950-60 F P

SCB Industry Miscellaneous

subsets of 4-digit SIC manu-

facturing industries

M varies F P

Fair Industry Seven 3- and 4-digit SIC man-

ufacturing industries

M varies F P

aLRD=Longitudinal Research Database (Census Bureau); Ward's=Ward's Automotive Yearbook;

Compustat=Standard & Poor's Compustat Services, Inc. (Securities and Exchange Commission);

QFR=Quarterly Financial Report (Census Bureau); IFO=IFO Institute f�ur Wirtschaftsforschung (Munich,

Germany); Cement=Moheb Ghali (1987) data base; SCB=Survey of Current Business (Bureau of Economic

Analysis); Fair=Ray Fair (1989) data base.
bA=annual; Q=quarterly; M=monthly.
cF=�nished goods; SOF=all stage-of-fabrication (materials and supplies, work-in-process, and �nished

goods); T=total (sum of all SOF stocks).
d$=dollar value (current-cost); P=physical quantities; C=categorical (qualitative) responses.
eAccording to Hunt (1981), the SOF data are only available beginning in 1969 though the total inventory

data go back to 1958.
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only M3LRD offers it at high (monthly) frequency. Wards, the only other division-level data base,

is highly specialized (auto industry) and only contains finished goods inventories.23

Potential disadvantages of the M3LRD are scope, sample, and data type. Unlike the LRD and

QFR, the M3LRD is not based on a probability sample and, unlike the QFR and Compustat, the

M3LRD covers only manufacturing. Still, the M3LRD coverage within manufacturing is broad

and it includes some very small nonpublic firms that Compustat does not. Although approaching

a decade, the M3LRD's sample period is on the short end. Nevertheless, new data continue to

become available periodically. Finally, if critics such as Foss, Fromm, and Rottenberg (1980) and

Miron and Zeldes (1989) are correct, the M3LRD's dollar-value data are subject to serious mea-

surement error relative to physical units data.24 But evidence reported later in this paper indicates

that the dollar-value data may not be so bad after all, particularly for the purpose of quantifying

the effects of aggregation within a data type. Furthermore, the M3LRD data is less subjective than

the categorical-response data, which measure the opinions of firms' managers about, for example,

whether inventories are too low, too high, or just right.

Two general findings in the literature pertain to the alternative disaggregated inventory data

bases. First, studies using physical units data tend to find more evidence that firms smooth produc-

tion. Ghali (1987), Harris (1988), Fair (1989), and Krane and Braun (1991) report considerably

lower ratios of production variance to sales variance than do studies using the Commerce data—

i.e., more evidence of production smoothing. This result could, however, be misleading if the

narrow industries under study are more likely than others to smooth production or if aggregation

across firms tends to bias the variance ratios for these industries downward.

A second general result is that disaggregated inventory data tend to produce higher adjustment

speed estimates. Using BEA data, Blinder (1986b) observed that estimates for nondurable and

durable goods manufacturing aggregates are generally lower than for two-digit industries within

the aggregate groupings. Using categorical response data, Seitz (1993) found that the aggregate

adjustment speed estimate is biased down from two-thirds to one-fourth after aggregating across

23To be more accurate, the Ward's data are actually available at the more disaggregated level of vehicle make (e.g.,

Taurus, Accord, etc.). However, product-line disaggregation in a multi-product environment does not conform well to

the concept of a firm, where a centralized economic agent is assumed to be making decisions about all choice variables.

Blanchard (1983) used division-level Ward's data.
24To investigate this issue more carefully, I compared the dollar-value and physical-units data for the motor vehicle

assembly industry. M3LRD production (sales plus finished goods inventory investment) is very highly correlated with

data on final production of assembled units from the Motor Vehicle Manufacturers' Association, both at the firm- and

industry-level. Confidentiality laws prohibit more specific assessments and evidence on this correlation.
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more than 500 German manufacturing firms. Using Compustat data, Hunt (1981) found scat-

tered evidence in a few industries that aggregation biases adjustment speed estimates downward,

but Haltiwanger and Robinson (1987) obtained extremely low estimates from pooled time-series

cross-section estimation. And Harris (1988), using industry-level physical units data, did not find

any systematic bias. However, none of these studies are capable of producing the breadth of quan-

titative evidence available from the M3LRD.

3 Firm-level Evidence and Results

This section provides evidence on firm-level production variance ratios and regression estimates

of linear-quadratic inventory models for the M3LRD aggregation panel. All results include firms

that reported holding no finished goods inventories. Henceforth, notation for inventories, sales,

and production will be as follows:I = FG, S = V S, andQ = V S +�FG = S +�I.

3.1 Variance Ratios

Aggregate BEA manufacturing data, including total manufacturing and two-digit SIC industry-

level data, suggest that firms tend to bunch production. That is, for BEA data the variance of

production tends to exceed the variance of sales, expressed asV ar(Q)=V ar(S) > 1 (see Blinder

and Maccini (1991), and references therein, for evidence). West's (1986) variance bounds test

with BEA data also strongly rejects the hypothesis of production smoothing. On the other hand,

physical units data in more disaggregated industries tend to exhibit production smoothing, with

variance ratios often less than 0.9 (see Ghali (1987), Krane and Braun (1991), and Fair (1989)).

There is little or no evidence, however, on firm-level variance ratios measured with data of any

kind. A key contribution of this study, then, is to provide some evidence on the extent of production

smoothing at the firm-level.

Figure 3 plots firm-level variance ratio distributions for all companies and divisions in the

M3LRD aggregation panel.25 The tail cells in each distribution include all ratios greater in absolute

25Results are presented only forV ar(Q)=V ar(S) and not for the ratio with the value added definition of production,

V ar(QSUM)=V ar(S), whereQSUM = Q+�WP andWP is the work-in-process inventory stock. Qualitatively,

the distribution of variance ratios withQSUM is the same as withQ, although the mean and variance are higher with

QSUM . Work-in-process inventories are less precisely measured, in general, and measurement error tends to increase

the variance ratios. To my knowledge, there are no theoretical models that predict whether the variance ratios should
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value than the endpoint values. The figure contains three columns: the total ratio (first column),

and a decomposition into seasonal (second column) and nonseasonal (third column) components.26

The figure reveals a broad mix of production smoothing and bunching behavior at the firm

level. About two-fifths of all firms smooth production (ratio< 1) in total (upper left panel), though

the majority do not and the central tendency is for mild production bunching. The distribution

is about the same in production-to-stock industries as in production-to-order industries, as well

as in more disaggregated industries. The diversity of variance ratios also supports the basic LQ

inventory model of section 1, which allows for a variety of smoothing and nonsmoothing behavior

by incorporating a stockout avoidance motive (model parameter! > 0).27

Viewing across the top row, one can see that there is more evidence of production smoothing

at seasonal than nonseasonal frequencies for companies, though less so for divisions. Whereas

only about two-fifths of all companies smooth production in total, about half smooth production

at seasonal frequencies. Conversely, only about one-fourth smooth production at nonseasonal

frequencies. For divisions, the fraction of smoothing ratios is about 45 percent for both total and

seasonal ratios, and about 40 percent for nonseasonal ratios. With regard to companies, this finding

supports the hypotheses and conclusions of Miron and Zeldes (1988) and Krane and Braun (1991)

using more aggregate data. In particular, to the extent that seasonal fluctuations are deterministic

while cyclical fluctations are stochastic, rational firms should be able to smooth through the former

better than the latter. Interestingly, though, the dispersion of both the seasonal and nonseasonal

distributions is higher than for the total. This finding suggests that most firms tend to exhibit

substantially different seasonal (smoothing) and nonseasonal (bunching) variance ratios.

The substantial heterogeneity of firm-level variance ratios raises an important question: what

accounts for dispersion in variance ratios? To answer this question, the data were divided into

40 classes based on two observable firm characteristics — industry and size (20 two-digit SIC

industries and two sizes, large and small). Each firm-level ratio then was deviated around the

industry-size median ratio (shown in the second row of Figure 3) and the industry-size ratio cal-

be higher or lower forQSUM than forQ.
26The decomposition follows the method in Krane and Braun (1991). The seasonal component is obtained by

running a regression with seasonal and time dummies on the production and sales data and using the fitted seasonal

part. The residual from this regression is the nonseasonal component. The sample period is 1985:1 through 1993:8,

depending on availability of firm-level data.
27Fuhreret al (1995) report that the feasible parameter space for a benchmark LQ inventory model using aggregate

BEA nondurable goods data produces variance ratios between about 0.5 and 1.5. It seems plausible that firm-level

data easily could produce a wider range of variance ratios, as is observed.
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culated with aggregated data (third row). The standard deviations of the distributions show that

observable characteristics account for little of the heterogeneity in variance ratios. The median-

deviation ratios have marginally smaller variance at best, and the aggregate-deviation ratios are

all larger. On a size-weighted basis (not shown), it is clear that both tails of the distributions are

populated primarily by smaller firms.

Lastly, it is interesting to examine the M3LRD firm-level variance ratios in the M3 industries

that correspond to the four-digit industries examined by Fair (1989) and Krane and Braun (1991).

At issue is whether there is evidence that firms in these industries tend to smooth production more

than other manufacturing firms. The M3LRD aggregation panel contains 52 companies and 98

divisions in these industries.28 The median total variance ratio in these industries is 1.1 for both

companies and divisions; the median seasonal variance ratio is .95 for companies and 1.1 for

divisions. Thus there does not appear to be a tendency for firms in these industries to smooth

production in general or relative to other manufacturing firms. To the extent that M3LRD firms in

these industries are representative, this result lends some support to the contention that the dollar-

value M3 data are “bad” relative to the physical-units data due to measurement error.

3.2 Econometric Results

This section reports regression results from firm-level estimation of the three econometric inven-

tory models described in section 1: the stock adjustment model, equation (9), the error correction

model, equation (11), and the Euler equation model, equation (6). For each model, the economet-

ric specification is designed to follow as closely as possible the standard practice in the inventory

literature.

3.2.1 Specifications

All three econometric models share the following specifications. Regressions are run for each firm

individually; these are not panel data regressions so there are no parametric restrictions between

firms.29 The sample period for each firm is the maximum number of observations available over

28The industries are: cigarettes and cigars (category 21A with four four-digit SIC industries), tires (category 30A

with one four-digit industry); cement (category 32C with 22 four-digit industries); and copper, lead, and zinc refining

(category 33C with 17 four-digit industries).
29In principle, this regression strategy could benefit from applying the seemingly unrelated regression (SUR) tech-

nique to the individual firm-level regressions if there exists exploitable covariance among firm residuals. Given the
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the period 1985:01 to 1993:08, minus relevant leads and lags. Data are in logs, deseasonalized,

and, except for the error-correction model, detrended.

The econometric stock adjustment model for firmk is

Ikt = �k�0k + (1� �k)Ik;t�1 � �kSkt + (�k�1k + �k)EktSkt + �k�2kEktrit + �kt (12)

where�kt is the usual random normal OLS regression error. Equation (12) includes a real interest

rate,rit, defined as the difference between the nominal three-month commercial paper rate and

expected industry (subscripti) output price inflation. The real rate term enters via a more general

inventory target,I�t = �0+�1EtSt+�2Etrt, which is common in the inventory literature. The sign

of �2 should be negative. Expected sales and the expected real rate are replaced in the regressions

with fitted values from independently estimated AR(3) models, as is usually done.30

The econometric error correction model for firmk is

�Ikt = �k�k(Ik;t�1�'SkSk;t�1�'rkrk;t�1)+�Ik�Ik;t�1+�Sk�Sk;t�1+�ri�ri;t�1+�t (13)

where the industry real interest rate has been added to the cointegrating relationship. The equation

also includes seasonal dummies and the inventory valuation dummy. Theoretically, equation (13)

is valid only for firms for whichI, S, andr are I(1) and the linear combination of these variables is

I(0). Standard augmented Dickey-Fuller (ADF) unit root tests were performed onI, S, r, and their

linear combination to test these conditions. Only firms that pass all the criteria at the 10 percent

level were included in the error correction model estimation (288 companies and 632 divisions

qualified).31

large number of total firms (especially divisions), SUR is not feasible for the entire sample. However, I explored the

effects of SUR estimation on 25 companies in the stone, clay, and glass industry (SIC 32) and found little impact on

either the point estimates or standard errors. The firm-level differences between the single-equation and SUR standard

errors for the adjustment speed parameter had a median of zero and a 90-10 decile range of�:03 to .03. In general,

there is very little correlation between residuals among firms, even within industries.
30In principle, the standard errors for equation (12) should be corrected for the two-step estimation as in Murphy

and Topel (1985), for example. However, in earlier work (Schuh (1992)), I found that the adjustment made little

difference. Breusch (1978) and Godfrey (1978) Lagrange multiplier tests indicated little or no serial correlation in the

residuals so no corrections were made. Thus, the adjustment speed estimates are not subject to the upward bias due to

multiple equilibria sometimes encountered in these models (see, for example, Blinder (1986b) and Hall and Rossana

(1991)).
31Theoretically, the real rate probably should be I(0), but empirically one cannot reject the hypothesis that it is I(1).

Because the conduct of monetary policy may induce nonstationarity in the short-term real rate, I included it. However,
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The econometric Euler equation for firmk is

Ik;t+1 � [�k + (�k�)
�1]Ikt + ��1Ik;t�1 + Sk;t+1 � �k�

�1Skt + ck = �k;t+1 (14)

whereck is a constant and�k;t+1 includes the expectational error, which is MA(1) becauseSkt 62


kt, plus any white noise cost shocks in the model. Discount factor� is preset to 0.995. The

instrument set isZkt = [1; Ik;t�1; Ik;t�2; Sk;t�1; Sk;t�2], which is consistent with the standard as-

sumptions of exogenous and unknown sales. Parameters�k and�k are estimated with Hansen's

(1982) GMM estimator using the Newey and West (1987) weight matrix with lags equal to one.

TheJ statistic from the test of overidentifying restrictions is distributed�2 with three degrees of

freedom. This GMM implementation is virtually identical the analogous model in Eichenbaum

(1989).

For many firms, the GMM criterion function is very flat over the stable range for�k (i.e., 0-1).

In these cases, the actual estimate of�k is often greater than one (unstable) and the standard er-

rors are extremely large. To overcome this problem, I follow Eichenbaum (1989) and Durlauf and

Maccini (1992) and multiply equation (14) by(1� �k)
�1. Although in theory this transformation

is legitimate because it doesn' t affect the moment condition, in practice it affects small sample esti-

mates by changing the location and increasing the curvature of the criterion function. In particular,

it tends to significantly reduce estimates of�k (thereby increasing the adjustment speed) and their

standard errors.32

3.3 Regression Estimates

Table 3 reports the results of the firm-level regression estimation for each of the three models

at the company level (upper half) and division level (lower half). The first three columns report

10th, 50th (median), and 90th percentiles of the distributions of parameters and regression diag-

nostic statistics. The next two columns indicate the percentage of parameter estimates that are

the parameter estimates of the error correction model are not particularly sensitive to the inclusion of real rate except

that the adjustment speed () is slightly larger with the real rate (median firm-level adjustment speeds of .30 with the

real rate and .25 without).
32I did some random experimentation with this econometric technique by transforming the equation by(1� �k)

��

for � = f:5; 1; 2; :::; 8g, since any positive real value of� is legitimate. The estimates of�k (the adjustment speed)

were monotonically decreasing (increasing) in�, though at a decreasing rate. Thus it appears that this transformation

permits generation of an arbitrarily large estimate of the adjustment speed. This issue requires a more systematic

Monte Carlo investigation.
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positive or negative and significantly different from zero at the 10 percent level. The final two

columns measure the degree to which observable firm-level heterogeneity accounts for variance

in the parameter estimates. “Median” indicates the percentage of variance attributable to variation

in median firm-level parameter estimates across 40 industry-size classes. “Other” indicates the

percentage attributable to idiosyncratic variation within industry-size classes.33

The overall impression conveyed by Table 3 is that the firm-level data generally do not support

the linear-quadratic inventory model, regardless of the econometric methodology employed. In

most respects, these firm-level estimates are consistent with prior results from regressions with

aggregate data. On one hand, the adjustment speed estimate is highly significant and the correct

sign and magnitude. But on the other hand, most parameter estimates are insignificantly different

from zero, the wrong sign, or both. Specifically:

� Stock adjustment model—The median buffer stock parameter (�) is zero instead of one.

Roughly half of the estimates of�, �1, �2 are the wrong sign, and estimates of all three are

about equally likely to be significantly negative as significantly positive.

� Error correction model —The lagged difference coefficients (�'s) are about evenly dis-

tributed around zero. The estimates are significantly different from zero less than half the

time, but about twice as likely to be significantly positive rather than negative. In this un-

restricted form, the coefficients don' t have much of a structural interpretation other than a

significant�I indicating the presence of adjustment costs.

� Euler equation model—The� parameter is less than 1.0 for most firms, as predicted, but

not for all firms. In addition, less than two-fifths of the� estimates are significantly different

from zero.

Despite these generally unsupportive results, the table reveals three notable differences between

the firm-level results and previous aggregate results:

1. Adjustment speeds—Firm-level adjustment speed estimates are considerably larger than

most estimates reported from regressions with monthly aggregate data. Figure 4 plots the

33As in the standard variance formula, there is a covariance-type term but it is generally small and can be inferred

from the table. The actual formulas are as follows. Let� denote the median parameter estimate for all firms and N the

total number of firms. Subscripts are as follows:i denotes industries,j denotes sizes, andk denotes firms. Then the

“median” column is(N � 1)�1
P

20

i=1

P
2

j=1(�ij � �)2, and the “other” column is(N � 1)�1
PN

k=1(�ijk � �ij)
2.
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Table 3

Firm-Level Inventory Model Parameter Estimates

% % Variance

Percentiles Signi�cant Accounted for by:

Model a P10 P50 P90 + � Median Other

Companies:

SA � .13 .32 .72 99 0 1 100

� �.30 �.01 .51 27 29 0 97

�1 �2.20 .20 3.08 46 36 0 98

�2 �.03 .00 .03 33 33 0 100

R2 0 .02 .09

SC(1) .23 .78 1.00

ECM  .12 .30 .63 94 0 4 88

�I �:25 �:03 .21 14 26 3 91

�S �:28 �:02 .24 11 23 0 98

�r �:02 0 .02 13 15 1 92

R2 .10 .23 .44

SC(1) .28 .81 1.00

Euler 1� � .31 .48 .69 89 1 0 94

� �1.23 .47 1.54 35 4 0 99

�2 .17 .72 .97

Divisions:

SA � .13 .40 1.03 93 4 0 99

� �.51 �.02 .86 24 32 0 94

�1 �3.28 .09 3.90 40 37 0 95

�2 �.03 0 .03 28 32 0 100

R2 0 .02 .27

SC(1) .26 .78 1.00

ECM  .11 .32 .79 93 0 2 95

�I �:25 �:03 .27 13 27 1 95

�S �:30 �:03 .24 9 26 0 97

�r �:02 0 .03 11 17 0 97

R2 .11 .26 .50

SC(1) .26 .81 1.00

Euler 1� � .33 .50 .70 86 0 0 96

� �1.35 .50 1.70 33 4 0 98

�2 .17 .72 .97

aSA denotes stock adjustment, ECM denotes error correction model, and Euler

denotes the Euler equation model. SC(1) and �2 statistics report the probability values

for tests of �rst-order serial correlation and overidentifying restrictions, respectively.

See text for more details.
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weighted distributions of adjustment speed estimates for further inspection. The median

firm-level adjustment speeds for the stock adjustment and error correction models run from

.30 to .40. Compare these with estimates in Blinder (1986b, Table 1) of .06 and .14 for

durable and nondurable goods industries, respectively. The median firm-level adjustment

speeds for the Euler equation model are .48 and .50; Eichenbaum (1989, Table 1) reports

estimates of .30 and .39 for nondurable goods industries.34 The adjustment speed estimates

are slightly higher for divisions than companies in all three models, supporting Blinder's

assessment from two-digit industries that “aggregation seems to bias the estimated speed

of adjustment downward” (p. 359). Also, for� and, disaggregation from companies to

divisions leads the adjustment speed distributions to move from a skewed (e.g.,�2) shape

closer to a uniform shape.

2. Serial correlation—Firm-level residuals exhibit very little serial correlation, unlike resid-

uals from regressions using aggregate data. The table reports p-values for: (1) tests of the

null hypothesis of no serial correlation against the alternative of first-order serial correlation

(denoted by SC(1)); and (2) tests of overidentifying restrictions (denoted by�2). There is

virtually no evidence of serial correlation in the stock adjustment and error correction mod-

els. In contrast, the inventory literature has devoted considerable space to debating how the

treatment of serial correlation in regressions with aggregate data can radically affect regres-

sion results. Similarly, there is virtually no evidence against the overidentifying restrictions

in the Euler equation model. In contrast, most GMM estimates of Euler equations produce

highly autocorrelated residuals and rejections of the restrictions (see, for example, Eichen-

baum (1989) and Kashyap and Wilcox (1993)).

3. Model fit—Firm-level models do not account for much of the variation in the inventory

data. The medianR2 in the stock adjustment model is close to zero; the median in the er-

ror correction model is considerably higher, but still only about one-fourth. Given that the

34Two robustness issues regarding the firm-level Euler equation estimates are worth noting. First, if there is no

buffer stock motive (St is known and in the instrument set) then the adjustment speed distributions have the same

central tendencies. However, the distributions are considerably less disperse and the overidentifying restrictions are

rejected more frequently. Second, when the parametric transformation(1 � �k)
�1 is not made to equation (14) the

distribution of�k changes markedly — the median estimate is 0.63 and about one-fourth of all estimates are greater

than or equal to 1.0 (i.e., the adjustment speeds are much smaller). These issues apply equally to the firm-level and

aggregate data.
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stock adjustment model is approximately a restricted version of the error correction model,

this result weighs against the restrictions of the stock adjustment model. In contrast, regres-

sions with aggregate data usually generateR2 of one-half or more or more for both types of

models. It seems reasonable to infer, however, that this result is directly related to the other

two.

The table also portrays considerable heterogeneity in the firm-level results, but the heterogene-

ity is essentially totally unexplained. For example, the 90-10 decile band of adjustment speed

estimates encompasses most of the stable region. Likewise, all other estimates exhibit a broad

mix of negative and positive values, many (but not most) of which are significantly different from

zero. What can explain this heterogeneity? The last two columns of the table indicate that substan-

tially less than 10 percent of the dispersion, and usually none of it, can be attributed to observable

characteristics (industry and size). Instead, virtually all the dispersion is idiosyncratic.

Combining these findings, one is left with the following depiction of microeconomic inventory

behavior. Although important theoretically, standard accelerator (expected demand) and cost of

capital (real interest rate) effects explain very little of the variation in firm-level inventory invest-

ment. Observable firm characteristics cannot explain the idiosyncratic component of firm-level

inventory investment. In addition, the idiosyncratic component of firm-level inventory investment

is not very persistent, which is consistent with the finding that firms do not experience inventory

gaps for abnormally long periods of time.

Several factors could potentially explain the large and transitory idiosyncratic component of

firm-level inventory investment. Measurement error is an obvious candidate, given the heterogene-

ity and lack of persistence. But this explanation is, of course, unsatisfying. Misspecification due

to missing variables is an obvious economic explanation, though it is not immediately clear what

firm-specific variables are missing. Some low-frequency factors, such as inventory-saving capi-

tal and production techniques, are possibilities, but these cannot account for the high-frequency

volatility of the idiosyncratic component. Also, because the inventory target depends on expected

variables, it is possible that simple univariate time-series projection methods do not adequately

account for all information available to firms which may lead them to very different sales plans,

for example. Finally, at the firm level there may be functional nonlinearities or discontinuities at

work, such as an (S,s) rule. In any case, the results point to much room for improvement and

further research.
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4 Aggregate Evidence and Results

This section provides evidence on aggregate production variance ratios and regression estimates

of linear-quadratic inventory models for a balanced-panel subset of the M3LRD aggregation panel

(613 companies and 903 divisions). The balanced panel includes all firms from the M3LRD ag-

gregation panel with continuous data over the period 1986:01 through 1992:12. A balanced panel

is necessary for examining the link between firm-level and aggregate inventory behavior because

neither the data nor the model framework adequately account for firm entry and exit.

In this section, three aggregate concepts arise. First is MW, which pertains to the weighted

firm-level mean value where the weight accounts for variation in average firm size. Second is

MA, which pertains to the aggregate data (simple summation across all firms) obtained from the

balanced-panel subset of the M3LRD aggregation panel. Third is BEA, which pertains to the

aggregate data published by the Bureau of Economic Analysis (the data used in most previous

inventory studies).

4.1 Representative Agent Issues

Before turning to the aggregate results, it is necessary to address the representative agent assump-

tion. In particular, the question arises: can aggregate inventory behavior be modeled adequately

using a representative agent hypothesis? This hypothesis has come under increasing fire recently.

For example, Geweke (1985) and Kirman (1992), argue strenuously that there is no guarantee that

a representative agent exists even in theory, much less in practice. In the inventory literature—as

in most of macroeconomics—relatively little attention has been given to the representative agent

hypothesis. But the M3LRD provides an opportunity to assess existing assumptions and to compile

evidence on the hypothesis.

The remainder of the paper investigates this issue by adopting Theil's (1954, 1971) approach

to aggregation analysis. The Theil approach begins with the assumption that there exists a true

microeconomic model for each of theN firms in the economy. Then, using the simple linear

aggregator function, one can derive the implied “true” aggregate model. The representative agent

hypothesis, then, is that the aggregate model accurately reflects the true aggregate of the underlying

microeconomic relations.

It turns out that linearity of the microeconomic relations is critical to having a hope of evalu-

ating the representative agent hypothesis, so the linear-quadratic inventory model qualifies. How-
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ever, even with linear microeconomic relations, one of the following two conditions is necessary

for the existence of a representative agent model: (1) all data (e.g., inventories and sales) are the

same across firms; or (2) all micro parameters are the same across firms. West (1986, p. 383),

for example, adopts the latter approach by assuming that the structural parameters of his inven-

tory model are identical across firms. Clearly, however, previous sections have provided ample

evidence against both homogeneity assumptions by documenting tremendous heterogeneity in the

data.

Ramey (1989, p. 345) adopts another approach to the aggregation problem by assuming: (1)

firm-specific components of observed and unobserved variables are independent across firms and

time; (2) firms face identical prices, wages, and interest rates; and (3) cross-sectional output vari-

ance is constant. The extensive unexplained heterogeneity in the firm-level data and the lack of

correlation among firm-level data series might be interpreted as evidence in favor of (1). How-

ever, Abbott (1987) and Davis and Haltiwanger (1991) provide strong evidence against (2) for

manufacturing prices and wages, respectively.

In addition, Figure 5 shows evidence against Ramey's point (3). The two panels in the first

column plot the time-series of the first four cross-section moments of detrended firm-level pro-

duction. Clearly, the cross-section mean of production can vary more than 10 percent over the

business cycle (1990-91), and even more for the other moments. Note, especially, that the cross-

section variance of production rises substantially and persistently during the 1990-91 recession

much the same way job reallocation (a measure of dispersion) does, as reported by Davis and

Haltiwanger (1992). The two panels in the second column demonstrate the same principle for the

moments of the equilibrium error from the cointegrating equation.

4.2 Variance Ratios

This section provides evidence on the relationship between firm-level and aggregate production

variance ratios. At issue is whether the production variance properties of the aggregate data are

representative of the firm-level evidence discussed previously. Put another way: is it possible that

the firm-level data exhibit more production smoothing than is observed in the aggregate data?

The first four columns of Table 4 report the evidence on four aggregate measures of total,

seasonal, and nonseasonal production variance ratios (i.e.,V ar(Q)=V ar(S)). Comparing the first

two columns with the next two, it is clear that the firm-level data do not reveal more production

smoothing behavior than the aggregate data. The MA ratios (column 3) generally are about the
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Table 4

Aggregate Variances of Production and Sales

Variance Ratios Variance Sums

Companies Divisions

Industry Median MW MA BEA S Q S Q

Total:

TM 1.05 1.39 1.08 1.43 64.7 77.5 120.5 153.2

N 1.04 1.54 1.18 0.76 24.5 33.3 32.8 37.7

D 1.07 1.26 1.02 2.50 40.2 44.3 53.2 76.7

PS 1.08 1.76 1.26 0.66 13.9 21.1 26.4 29.7

PO 1.04 1.25 1.04 2.16 50.9 56.4 59.6 84.7

PO-N 1.05 1.28 1.17 24.8 30.9 8.7 17.0

PO-Y 1.03 1.22 0.91 26.0 25.5 50.8 67.7

S 1.04 1.39 1.02 44.4 49.6 83.0 100.1

L 1.08 1.37 1.22 20.4 27.9 37.5 53.0

Seasonal:

TM 1.00 1.44 0.91 0.91 27.4 25.7 48.9 48.4

N 1.00 1.79 0.98 0.66 11.6 11.7 13.5 12.2

D 1.00 1.15 0.86 1.30 15.8 14.0 17.2 20.3

PS 1.00 2.30 1.33 0.64 5.1 6.9 9.7 8.6

PO 1.00 1.13 0.82 1.18 22.3 18.8 20.9 24.0

PO-N 1.00 1.14 0.94 9.2 8.6 4.2 5.5

PO-Y 0.99 1.11 0.73 13.1 10.1 16.7 18.5

S 1.00 1.50 0.83 21.3 18.5 35.1 32.2

L 0.99 1.33 1.16 6.0 7.1 13.8 16.2

Nonseasonal:

TM 1.15 1.51 1.22 3.91 37.4 51.8 73.7 105.7

N 1.12 1.60 1.38 1.38 12.9 21.5 20.5 26.2

D 1.17 1.44 1.13 8.08 24.5 30.2 36.9 56.6

PS 1.18 1.63 1.22 0.99 8.8 14.1 17.9 21.9

PO 1.15 1.47 1.22 5.94 28.6 37.6 39.5 61.0

PO-N 1.17 1.51 1.31 15.7 22.3 4.7 11.4

PO-Y 1.10 1.43 1.10 12.9 15.4 34.9 49.5

S 1.12 1.53 1.20 23.0 31.0 48.9 68.0

L 1.21 1.49 1.25 14.4 20.8 24.8 37.7

NOTES: The table reports the variance ratios, Var(Q)/Var(S), and variances of Q,
estimated over the period 1986:01 to 1992:12. Column headings indicate variance ratios
constructed with the following data: Median = �rm-level median from balanced panel;
MW | weighted sum of �rm-level ratios; MA | M3LRD balanced panel aggregate
data; B | BEA reseasonalized aggregate data. See the text for de�nitions of total,
seasonal, and nonseasonal.
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same magnitude, or only slightly larger, than the median firm-level ratios (column 1). But the MA

ratios are notably smaller than the MW ratios (column2). Apparently, firms with higher variance

ratios are disproportionately large. For all manufacturing, the BEA data exhibit considerably more

production bunching, but the cross-sectional evidence is disparate (perhaps due to sample selection

or small sample problems). The evidence on total ratios versus the seasonal and nonseasonal

components is essentially the same as at the firm level. In sum, it appears that aggregation actually

tends toreducethe degree of production bunching in the aggregate data.

Recently, Krane (1994) and Lai (1991) have hypothesized that production bunching may be

observed in the aggregate data even though all (or most) firms smooth production. Their argument

is clear from the aggregation formula for the difference between production variance and sales

variance:

V ar(Q)� V ar(S) =
KX
k=1

V ar(qk)�
KX
k=1

V ar(sk) + 2

2
4X
i6=j

X
j 6=i

Cov(qi; qj)� Cov(si; sj)

3
5 (15)

where lowercase letters pertain to firm-level data and uppercase to aggregate data. Suppose each

firm smooths production, i.e., that the sum of firms' production variance is less than the sum of

firms' sales variance. Then aggregate production variance would exceed aggregate sales variance

only if the sum of covariance among firms' production sufficiently exceeded the sum of covariance

among firms' sales. Whether this covariance condition is true depends largely on the underlying

parameters of the cost functionsCQ(�) andCI(�). Krane shows that the condition is true when

marginal stockout costs (a function of� and!) sufficiently dominate marginal holding costs (which

implicitly enter the model through constants). Lai shows that the condition is true when shocks to

firms' market shares are sufficiently more variable than common (aggregate) shocks.

The remaining four columns of Table 4 report evidence on this hypothesis for companies and

divisions in the M3LRD balanced aggregation panel. The data speak strongly against the Krane

and Lai hypotheses: for the vast majority of industries for all types of ratios, the sum of production

variance exceeds the sum of sales variance. Thus, there is not a significant difference between

the covariances among firm production and firm sales to generate a misleading aggregate variance

ratio. In fact, the correlation among firm-level production and firm-level sales variables is generally

close to zero.
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4.3 Econometric Results and Aggregation Bias

This section provides evidence on the relationship between firm-level and aggregate parameter es-

timates from the three inventory econometric models. At issue is whether the aggregate parameter

estimates are representative of the firm-level parameter estimates. That is, we want to determine

whether or not there is evidence in favor of the representative agent hypothesis for the standard

inventory models.

For linear models like the inventory models, Theil's (1954) analogy principle provides a frame-

work for analyzing the effects of aggregation on the parameters of macroeconometric models. For

a general linear model, the framework is as follows. Let uppercase variables denote aggregates

(simple linear sums) and lowercase variables denote firm-level variables. The firm-level models

are

ykt = xkt�k + �kt k = 1; :::; K (16)

wherexkt and�k are J-dimensional vectors of predetermined variables and time-invariant firm-

level parameters, respectively. Thus the aggregate model is

Yt �
KX
k=1

ykt =
KX
k=1

(xkt�k + �kt) : (17)

Relation (17) implies that

Yt =
KX
k=1

2
4 JX
j=1

(wjkt�jk)Xjt + �kt

3
5 (18)

wherewjkt = (xjkt=Xjt), andXjt andxjkt are (T� 1) matrices from thejth columns ofXt and

xkt. Therefore each aggregate parameter,�jt =
PK

k=1wjkt�jk, is the size-weighted sum of firm-

level parameters. Although the firm-level parameters�jk are time-invariant (by assumption), the

“true” aggregate parameters�jt are time-varying.

The “true” aggregate parameters become time-invariant only if one (or both) of two conditions

is true: 1) all of the weights are time-invariant (i.e.,wjkt = wjk), which implies that firm size is

time-invariant; or 2) the firm-level parameters are the same for all firms (i.e.,�jk = �j 8 k). If

one of these restrictions holds, then the aggregate model will be “representative” of the underlying

firm-level models. Otherwise, a fixed-parameter (FP) aggregate model will be misspecified relative

to the “true” time-varying-parameter (TVP) aggregate model.

On one hand, the FP aggregate model may provide misleading information about firm-level

behavior if the regression estimates of a fixed aggregate parameter (�) are not representative of the
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underlying firm-level parameters (�k). A simple measure of the “true” fixed aggregate parameter

is a weighted sum (average) of the firm-level parameters:� =
PK

k=1wk�k, wherewk is the time

series mean of the true weightwkt. The difference between these two fixed aggregate parameters,

� � �, is a measure of econometric aggregation bias.35 Past research has shown that aggregation

bias can be as large as an order of magnitude (ten times) or more—a finding confirmed in this

paper for the inventory model.36

On the other hand, however,� is not necessarily the value of� that minimizes the sum of

squared residuals in an aggregate OLS regression. As Grunfeld and Griliches (1960) point out, the

FP aggregate model may very well be preferred to the firm-level models for two related reasons.

First, the FP aggregate model is likely to obtain a much higherR2 than are the firm-level models—

a finding also confirmed in this paper. Second, the forecasting performance of the FP aggregate

model may exceed that of the collective forecasts of the firm-level models.

In light of substantial econometric aggregation bias but poor fit of firm-level inventory models,

the question arises as to whether the disaggregated data offer any improvement over FP aggregate

models in explaining inventory behavior. To answer the question, this paper compares the FP ag-

gregate model with the TVP model, which allows for heterogeneity in firm-level fixed parameters

and time series fluctuation in the size distribution of firms. At issue is whether the TVP aggregate

model can fit the aggregate data substantially better than the FP aggregate model.37

The remainder of this section shows that severe aggregation bias arises in standard aggregate

inventory models. Because the inventory models do not perform well, at either the firm level (as

shown earlier) or at the aggregate level (as shown in the literature), the focus is restricted to the

one parameter that is estimated precisely—the adjustment speed. In particular, Table 5 reports

adjustment speed estimates (�, , and(1� �)) for: (1) the weighted sum of firm-level parameters

(MW column); (2) the FP aggregate model using aggregate M3LRD data (MA column); and (3)

35See Theil (1954, 1972) for a derivation of the aggregation bias and a demonstration thatE[�] 6= �.
36See Boot and de Wit (1960) and Sasaki (1978) for examples with capital investment stock adjustment models,

Gupta (1971) and Lee, Pesaran, and Pierse (1991) for examples with labor demand equations, and Bils (1985) for an

example with a wage equation.
37A TVP model fits the aggregate data better essentially by definition, of course, because a FP model is just a special

case of a TVP model. In some sense, it might be more appropriate to compare the aggregation TVP model with other

TVP models such as those obtaining time variation from model nonlinearities, variation in cross-section distributions,

etc. But given that the firm-level models are actually FP models, this exercise provides relevant information on the

extent to which accounting for firm-level size variation can account for unexplained variation in aggregate inventory

investment.
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Table 5

Aggregate Inventory Adjustment Speed Estimates

�  1� �

Industry DMW CMW MA B DMW CMW MA B DMW CMW MA B

TM :45� :37� :27� :05 :37� :32� :18� :02 :50 :48� :56� :35

(.15) (.08) (.08) (.05) (.11) (.06) (.06) (.02) (.23) (.22) (.17) (.14)

N :43 :40 :38� :22 :41� :36� :11� :02 :50 :49� :56� :35

(.16) (.08) (.10) (.06) (.13) (.06) (.07) (.03) (.23) (.21) (.11) (.36)

D :50� :34� :23� :06 :35� :29� :26� :05 :50 :47 :48� :35

(.14) (.07) (.07) (.04) (.10) (.06) (.07) (.03) (.23) (.22) (.21) (.13)

PS :40 :39 :40� :19 :42� :35� :12� :04 :50 :50 :55� :34

(.16) (.08) (.10) (.06) (.14) (.07) (.07) (.03) (.24) (.23) (.13) (.38)

PO :50� :36� :32� :06 :35� :30� :27� :04 :50 :47 :44� :35

(.14) (.08) (.08) (.04) (.10) (.06) (.07) (.03) (.23) (.21) (.23) (.13)

PO-N :50� :36� :33 :33� :29� :28 :52 :47 :49

(.15) (.08) (.08) (.07) (.06) (.07) (.22) (.20) (.19)

PO-Y :50� :35� :55 :37� :32� :15 :49 :47� :42

(.14) (.08) (.19) (.10) (.05) (.05) (.23) (.22) (.11)

S :55� :38� :26 :41� :34� :01 :51 :48� :38

(.25) (.08) (.09) (.12) (.06) (.03) (.25) (.20) (.27)

L :43� :35� :29 :36� :29� :20 :49 :47� :60

(.12) (.08) (.08) (.11) (.06) (.06) (.22) (.23) (.18)

NOTES: Regressions are estimated over the period 1986:01 to 1992:12, less appropriate lags. Asymptotic standard

errors appear in parentheses. Columns indicate parameter estimates associated with the following data: DMW |

weighted sum of division-level parameters; CMW | weighted sum of company-level parameters; MA | aggregate

data from the M3LRD balanced aggregation panel; B | BEA reseasonalized aggregate data (not available for PO-N,

PO-Y, S, and L industry categories). All data were detrended and deseasonalized using seasonal dummies. A *

indicates that the parameter estimate is signi�cantly di�erent from the estimate in the column to the right at the 10

percent level. See the text for more details.
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the FP aggregate model using aggregate Commerce Department data (BEA).38 The BEA estimate

cannot be compared strictly with the MW and MA estimates because the M3LRD aggregation

panel represents only a subset of the BEA data. However, the BEA estimate gives some indication

of the effects of higher degrees of aggregation and the effects of the sampling scheme used to

produce the data (see the data appendix on this latter point).

Table 5 illustrates the most striking result of the paper: aggregation tends to bias adjustment

speeds estimates downward. For the stock adjustment and error correction models, the adjust-

ment speed estimates (� and) in nearly all industry classes decline monotonically as the level

of aggregation increases from divisions (DMW) to companies (CMW) to aggregate (MA and

BEA).39 Further, the bias is most often statistically significant and large. For total manufactur-

ing, the division-level weighted mean adjustment speed is 67 percent and 105 percent larger than

the aggregate (MA) estimate in the two models, respectively. Aggregation bias is evident in the

Euler equation adjustment speed estimates (1 � �), but considerably smaller and less significant.

However, given the sensitivity of the Euler equation estimation technique to parametric transfor-

mations, it is unclear how seriously to take the results.

Two other important characteristics stand out in Table 5. First, there is some variation in the

extent of aggregation bias across types of firms. Aggregation bias tends to be smaller in production-

to-stock (PS) and nondurable goods industries—for which the standard inventory models are more

applicable—than in production-to-order (PO) and durable goods industries. Perhaps aggregation

in these latter industries cancels out some misspecification biases such as failing to include unfilled

orders in the model.

A second important characteristic is that the BEA adjustment speed estimates are markedly

lower than any other estimates. For most industry categories, the decline in the BEA estimate

relative to the MA estimate is greater than the decline due to explicit aggregation bias (MW-MA).

Apparently, the additional aggregation and the sampling methodology together reduce adjustment

speeds even more. Thus the BEA adjustment speeds, which are comparable to most estimates

38The econometric specifications for the aggregate models are identical to those described for the firm-level models

in section 3.
39The MA estimates of are not strictly comparable with the DMW and CMW estimates. The reason is that the

MW estimates include only the firms which exhibited cointegration between inventories and sales, while the MA

estimate is for all companies in the M3LRD balanced aggregation panel. MA-type estimates from data aggregating

only over the subset of firms with cointegrated inventories and sales are not uniformly smaller than the DMW and

CMW estimates. I chose to report the estimates this way because I believe that the smaller sample adversely affects

the aggregate more than it does the central tendency of the firm-level parameters.
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reported in the inventory literature, are theleastrepresentative of the underlying firm-level adjust-

ment speeds.40

What are the economic implications of this finding that aggregation biases adjustment speeds

downward? The result seems to resolve the long-standing puzzle in the literature that adjustment

speeds are implausibly slow (Feldstein and Auerbach (1976)). At the aggregate level, the BEA

data imply that the representative firm reduces its inventory gap by a small fraction each month.

But the firm-level M3LRD data reveal that the average firm actually eliminates close to half of its

gap—a much more plausible rate of adjustment. In fact, with even more disaggregated data (e.g.,

at the plant level) we should expect to find even higher adjustment speeds—perhaps well above

one-half. More generally, this finding provides evidence that persistence in aggregate data may

not be due to adjustment costs, learning, “stickiness”, incomplete markets, and other theoretical

hypotheses advanced in many macroeconomic models.

The aggregation bias also suggests that there may be econometric gains to exploiting disag-

gregated data in aggregate models. Clearly, it is not theoretically or computationally feasible to

build and maintain separate models for each agent in the economy. But it is possible to investigate

whether the heterogeneity in firm-level parameters and time-variation in firm size can be exploited

to improve the aggregate inventory model.

Figure 6 demonstrates how time variation in the “true” aggregate adjustment speed parameter

can impact the aggregate inventory model. The upper panel plots the time series of “true” aggregate

adjustment speeds for each of the three inventory models. For example, the stock adjustment model

estimate (�) of the “true” aggregate adjustment speed (based on divisions) has a time series range

of about .015 (or a little more than 3 percent).

Although the time variation is small, the impact on the fit of the stock adjustment model is large.

The lower panel shows the residuals from the FP stock adjustment model using MA data and the

TVP model with� varying only.41 The figure shows that the TVP model fits the data better than

the FP model: theR2 rises from .74 in the FP model to .88 in the TVP model—an improvement

40In most other respects, the aggregate MA and BEA estimates conform well with the estimates typically reported

in the literature. For example, theR2 estimates for the stock adjustment and error correction models are much higher

than for the firm-level regressions, typically well above .5. Estimates other than the adjustment speed parameters are

often insignificant or the wrong sign or both. Surprisingly, though, there is little evidence of serial correlation in the

aggregate regressions for this sample period.
41For the most part, allowing other parameters to vary doesn' t change the results much largely because the other

parameters are insignificant. However, allowing parameters that are occasionally the wrong sign to vary, especially

the real interest rate parameter�2, can actually worsen the fit of the model.
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Figure 6
Time-Varying Aggregate Parameter Model
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of 19 percent. Note that this improvement is about the same magnitude as the improvement in fit

reported by Caballero, Engel, and Haltiwanger (1994) for an aggregate employment model that

incorporates cross-section moments to account for firm-level nonlinearities.

5 Summary and Conclusions

This paper informs us of three new facts about inventory behavior. First, there is a broad mix

of production smoothing and production bunching bunching firms. Second, firm-level inventory

adjustment speeds are much higher than has been inferred previously from aggregate adjustment

speed estimates. Finally, although inventory models generally perform no better with firm-level

data than with aggregate data, accounting for variation in the size distribution of firms can dramat-

ically improve the fit of aggregate inventory models.

What are the implications of these new facts? Following in a summary list:

1. Adjustment speeds—Given that firm-level adjustment speeds appear to be more plausible

than previously thought, a new puzzle arises: how do we reconcile slow aggregate adjustment

speeds with fast firm-level adjustment speeds? One possible answer is that the appropri-

ate periodicity of interpretation is different for aggregate and firm-level adjustment speeds.

Firm-level adjustment speeds probably should be interpreted at calendar frequency. With the

average M3LRD inventory stock equal to about three-quarters of a month of sales, it should

not take a rational, optimizing firm many months to eliminate an inventory gap. But aggre-

gate adjustment speeds probably should be interpreted at business cycle frequency, where

the typical gap lasts about as long as the recession. Thus, the aggregate adjustment speed

reveals how fast the aggregate economy eliminates the aggregate inventory gap. Slow stock

adjustment arises naturally from the heterogeneity of firm-level adjustment speeds (some of

which are quite slow) if demand shocks hit all firms simultaneously. But slow stock adjust-

ment can be exacerbated if there is variation in the timing of the demand shock across firms

as well.

2. Persistence—The finding on adjustment speed bias may pertain to other macroeconomic

variables as well. To explain the extreme persistence observed in most real macroeconomic

data, economists have resorted to explanations such as adjustment costs, price “stickiness”

and wage contracts, imperfect or incomplete markets, limited information, less-than-rational
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expectation formation, strategic behavior, and fixed costs. But the results in this paper sup-

port: (1) Trivedi's (1985) contention that aggregate persistence in the form of long distributed

lags is simply a consequence of aggregation across firms with short distributed lags; and (2)

Stoker's (1986) finding that “distributional effects can be mistakenly interpreted as evidence

of dynamic effects”. Thus, a problem of interpretation arises. Consider an aggregate inven-

tory model that includes a fixed-parameter cost of changing output to account for persistence

in the data. Typically, this term is interpreted as some sort of physical adjustment costs. But

the results in this paper suggest that the interpretation of this specification is incorrect on two

grounds: (1) it is unrepresentative of firm-level behavior; and (2) it misses time variation in

persistence that occurs due to fluctuations in firm size.

3. Convexity and aggregation—The results in this paper show that accounting for aggregation

over convex firm-level behavior can produce dramatic improvements in the fit of aggregate

models equal to the improvements obtained by aggregating over nonconvex firm-level be-

havior. Of course, this finding does not rule out the existence or importance of nonconvex

behavior. But it does indicate that disaggregating only to the firm level, where behavior is

relatively convex, rather than to the plant level, where behavior is relatively nonconvex, can

yield significant gains for macroeconomic analysis.

4. Room for improvement—The poor overall performance of the standard inventory models

at the firm-level suggests that there is still much room for improvement in developing applied

inventory models. While it is important to understand why aggregate adjustment speeds are

so slow, this study seems to rule out aggregation bias as the reason for the overall poor fit of

applied inventory models.

5. Production smoothing—The heterogeneity in production variance ratios suggest that fu-

ture inventory modeling efforts should allow flexibly for both production smoothing and

bunching behavior at the firm level. The M3LRD data demonstrate that there is a substantial

fraction of firms with smoothing behavior. While there may be some measurement prob-

lems in this data—perhaps even enough to cause the average variance ratio to exceed one

instead of being less than one—there is too much heterogeneity to force an inventory model

to necessarily produce one behavior or the other.

6. Disaggregated data—This study demonstrates the value of working with disaggregated data

by showing two things. First, it shows that the data reveal how an important feature of firm-
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level behavior (the inventory adjustment speed) had been misinferred from past research

using aggregate data. Second, it shows that the data provide an opportunity to account for

heterogeneity and time variation in size that can markedly improve a simple aggregate model

relatively easily. These achievements motivate expanding the availability of disaggregated

data.

42



A Data Appendix

This data appendix provides more detailed information about the Census Bureau's M3LRD and

how it was used in the study reported in this paper.

A.1 Contents

Table A.1 lists the main variables in the M3LRD and their definitions. There are three main cate-

gories of variables: information, economic, and reporting status. The information variables pertain

primarily to the name, address, and Census identification numbers of each firm's central adminis-

trative office, but these names and addresses are not necessarily associated with physical production

sites. Two other information variables tell about the firm's accounting period and, relatedly, it's

monthly trading-day variation in the economic data. Finally, there is a sample weight for the lim-

ited number of firms that were involved in historical testing of random sampling techniques (most

firms have a weight of 1.0).

In addition to the two main variables used in this study (V S andFG), the M3LRD includes

economic variables containing information on other stage-of-fabrication inventories—materials

and supplies and work-in-process—and on new and unfilled orders. The total inventory and new

orders identities provide an opportunity to check for data measurement error, as does the production

identity (to some extent). The percentage of nonzero values of the LIFO variables is less than 3

percent.

The last group of variables are reporting statuses. These useful variables provide information

about M3LRD data reliability by indicating whether the data are reported by the firm or not. If so,

they show how the data were reported; if not, they show how Census “filled in” the data. There is

one reporting status variable associated with each economic variable and with each version of the

data (described next).

A.2 Data Versions

The M3LRD contains three data versions: REPORTED, FINAL, and BENCH. Each version cor-

responds to a different stage of the data collection, editing, and publication process. REPORTED

is data reported by firms in the M3 survey and included in the preliminary published M3 report.

FINAL is REPORTED data edited by Census analysts in preparation for final publication, plus late
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Table A.1

Variables in the M3 Longitudinal Research Data Base

Information Variables

ADDRESS Central o�ce address of reporting unit or company

DATE Month and year

ID Census reporting unit identi�cation number indicating com-

pany a�liation

IND M3 industry category

NAME Name of reporting unit's company

OID Old ID from preceding parent company (if applicable)

RP Accounting reporting period

STATE State associated with ADDRESS

TDF Trading day factor

WT Sample weight

Economic Variables

FG Finished goods inventories

LIFO Portion of TI valued on a LIFO basis

LRES LIFO adjustment or reserve

MS Materials and supplies inventories

NOD New orders, derived (VS+ �UO)

NOR New orders, reported

Q Production (VS + �FG)

TI Total inventories (MS+WP+FG)

UO Un�lled orders

VS Value of shipments

WP Work-in-process inventories

Reporting Statuses for Economic Variables a

A Correction of reported data by Census analyst

C,K Correction of reported data by company

D Derived by computer edit

E Analyst estimate with no reported data available

G Estimated by company

H Estimated from company's historical data

I,M Imputed from industry's historical data

P Reported data received by phone

R Reported data received by survey

aOne reporting status variable is associated with each of the 10 economic variables.

These reporting statuses are designated RFI, RLIFO, etc.
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reported data. Analyst edits include imputation, deletion of non-manufacturing data, reclassifica-

tion of stage-of-fabrication (SOF) inventory data, etc. BENCH is FINAL data benchmarked by

Census analysts to the Annual Survey of Manufactures (ASM) data, plus other late reported data.

Data versions may differ significantly, but only for certain rare observations. The differences,

which occur only in the FINAL and BENCH versions, signify time-series structural breaks in

the data caused by corporate reorganization (e.g. a merger), reporting procedure changes (e.g.

redefinition of company divisions), and data redefinitions (e.g. changes in a firm's assessment

of what is work-in-process inventory versus finished goods inventory). In the event of a structural

break, Census creates two different time series: one that reflects the proper month-to-month growth

rate of the data based on the old structure and one on the new structure. Consequently, there

are two versions of each of the FINAL and BENCH data series: FINAL1, FINAL2, BENCH1,

and BENCH2 data series (1 and 2 denote the series on a pre- and post-structural break basis,

respectively).

Because considerable skill, time, and knowledge about specific industries and firms are re-

quired to edit the data versions, I chose to work with the BENCH data. It would be interesting to

re-estimate the inventory models using the REPORTED data to discover what affect, if any, the

Census editing process has on the parameter estimates. However, it turns out that there is very

little difference among the versions anyway. Less than .5 percent of the REPORTED, FINAL, and

BENCH data differ within any particular month, and less than .02 percent of the BENCH1 and

BENCH2 data differ. Where the BENCH versions differed, the BENCH1 version was selected

because BENCH1 represents the actual data value.

A.3 Sample selection and restriction

The entire M3LRD contains more than 222,000 monthly observations for more than 8,200 divi-

sions of more than 4,300 companies. A subset of the M3LRD sample was selected for this study

that would provide reliable data with which to test the LQ inventory model. The following criteria

were used to select and restrict the sample:

� Sample size—Only firms with sufficiently long continuous data samples were included.

Sales (V S) data were required to be nonzero for 90 out of 104 possible months. This criterion

ensures sufficient observations to maintain acceptable degrees of freedom for econometric

estimation.
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� Reported data—Only firms with high percentages of reported, rather than imputed, data

were included. For each firm and each economic variable I calculated the time-series per-

centage of monthly observations of “reported” data as those observations with reporting sta-

tuses A, C, G, K, P, and R. All other observations were considered not reported, or imputed.

Sales and total inventory data (V S andTI) were required to be reported for 90 percent or

more of all time-series observations. Stage-of-fabrication (SOF) inventory data (FG, WP ,

andMS) were required to be reported for 70 percent or more of all time series observations

because the SOF data have lower average rates of reported data. This criterion reduces the

extent of measurement error in the data attributable to imputation.

� Data identities—Only firms with limited violation of data identities were included. The two

main identities are total inventories (TI) and derived new orders (NOD). Firms with data

violating these identities for a majority of observations were eliminated.42 (Some of these

identities were used to correct data as well; see below.) This criterion also limits the extent

of measurement error.

� Size distribution—Only firms that fit smoothly into the size distribution were included.

Because the M3 sample is unrepresentative, and because sample selection procedures further

reduce the sample, the possibility arises of very large outlier firms dominating the results.

Consequently, the largest firm in the sample was prohibited from having annual average sales

more than twice as large as the next largest firm. This criterion prevents the skewness of the

size distribution from distorting the results given the nonrepresentativeness of the sample.43

42Using identities to judge the data can be problematic because the data are book-value (dollar) data. For example,

although the total inventory identity holds in terms of physical quantities, the equation may not hold in dollar terms if

accounting or tax provisions allow companies to delay or speed up the recording of inventory investment. Nevertheless,

most identities are satisfied by the reported data — in fact, Census forces the new orders identity — so the identities

seem to be a reasonable quality check.
43To be more concrete, the composition of the M3LRD aggregation panel is such that it is possible to have one firm

with more sales than the sum of the sales of all other firms in the panel. Consequently, the behavior of one firm can

largely determine the outcome of the aggregate M3LRD analysis. Because there is only one firm, there is little chance

that it is exactly representative of all very large firms. Thus, although it would be preferable to include very large

firms, in small samples selection bias can be severe.

46



A.4 Data Editing and Imputation

Even after passing these sample selection criteria, some firms still required some editing and impu-

tation of a small fraction of their data observations. Obvious data errors, such as random rounding

errors, were cleaned via visual inspection of time series plots of each data item. Data imputed

by the Census Bureau using industry average growth rates were replaced with data imputed us-

ing firm-specific time-series methods described below. Other editing and imputation is due to the

occurrence of zero, missing, and identity-violating data.

Sales (V S) data are considered by Census to be the most reliable data variable and were ad-

dressed first. The need for editing and imputation was minimal because the vast majority of sales

data is nonzero, nonmissing, and reported. In the few cases where they are not, the data were im-

puted using the SAS software PROC EXPAND function, which fits a cubic spline to the firm-level

data.

Total inventory (TI) data are considered the second most reliable data and were addressed next.

For the relatively few observations where the total inventory data required imputation, fitted values

of total inventory were obtained from the regression

TIkt = �kV Skt +
12X
i=1

kiSDikt + �k1T + �k2T
2 + �kt (19)

wherek indexes firms,SD indicates monthly seasonal dummies,T is a linear time trend, and only

reportedV S observations were included. Use of this regression was predicated on the theory that

there is a stable, long-run relationship between sales and total inventories.

Stage-of-fabrication (SOF) inventory data are considered notably less reliable than the sales

and total inventory data and were addressed last. Some firms' SOF data also exhibit occasional

compositional changes apparently related to changes in definition. For example, firms may change

their assessment of what is a material inventory versus a work-in-process inventory. Where obvious

definitional changes could be identified, the stocks were redefined to be consistent over time (the

stock with data for the majority of observations was selected). Then, the remaining zero, missing,

imputed, and identity-violating data were obtained from the fitted values of the regression

Ikt = �IkTIkt + V Skt +
11X
i=1

kiSDikt + �k1T + �k2T
2 + �Ikt (20)

whereI = fMS;WP; FGg and only reported SOF data observations where theTI identity is

satisfied were included. The�I parameters represent the average proportion ofI in TI, conditional

on sales, and sum to one.
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A.5 Trading Day Adjustments

The sales (V S) data were trading-day adjusted using the Census adjustment factor. Trading-day

adjustment is necessary because accounting data collected on a monthly calendar basis are not

comparable between months throughout the year for two reasons. First, the number of calendar

and work days vary across months. Second, accounting periods vary across firms. Since time

periods in the LQ inventory model implicitly are assumed to be identical, the data months must be

standardized. Three types of accounting periods are reported in the M3LRD data: 4-4-5 periods

(two 4-week months and one 5-week month per quarter); 13-4 periods (13 4-week months per

year), and calendar month periods.

Although many different trading day adjustment techniques have been used in empirical work,

the Census Bureau has used some form of the following technique since the 1960s. Weekdays

receive a production weight of one and weekend days a weight of one-half; thus, there are six pro-

duction days per week. A standard number of monthly trading days is obtained from the following

formula:

Trading days=month =
6� (365:25=7)

12
� 26:089 : (21)

Consequently, the trading day factor for 4-4-5 reporters in montht is

TDFt(4� 4� 5) �
26:089

6X
(22)

for X = f4; 5g. A similar factor is used for the 13-4 reporters. The factor for calendar month (M)

reporters is

TDFt(M) �
26:089

WDt + 0:5WEt

(23)

whereWDt is the number of weekdays andWEt the number of weekend days in montht.

The trading day factor is applied multiplicatively to flow variables, such asV S, but not to stock

variables, such as the various inventory types. Although the LQ inventory model is specified in

terms of inventory stocks, it implicitly determines the change in inventories (inventory investment),

which is also a flow. Consequently, it is logical to adjust the inventorystocksso that inventory

investment(a flow) is trading-day adjusted in a manner consistent with the trading-day adjustment

of sales. Trading-day adjustment factors for stock variables, denotedTDF �, can be derived from

the trading-day factor for flow variables,TDF , using the equation

TDF �
It = TDFIt + (TDF �

I;t�1 � TDFIt)(It�1=It) (24)
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whereI = fMS;WP; FG; TIg denotes the inventory type andt > 0. By assumption,TDF � =

1:0 at t = 0. Experimentation with stock trading-day factors revealed they had no substantive

or systematic effect on the construction of aggregate data, on the basic time-series patterns of the

data, or on firm-level or aggregate regression results, and thus they were not used.

A.6 Other Data Adjustments

A number of other adjustments were made to the raw M3LRD data:

� Deflation: Firm-level price data were not available, so all nominal data were deflated at the

firm level with highly disaggregated fixed-weight industry-level price deflators (1987=100)

from the Bureau of Economic Analysis (BEA), as described in Hinrichs and Eckman (1981).

Sales (V S) deflators are at the M3 industry category level and all inventory deflators are at

the two-digit SIC industry level. Although the deflators are not firm-specific, the breadth

of product diversification in many of the large M3 companies increases the suitability of

industry-level deflators.

� LIFO inventory adjustment: No adjustment was made for differences in inventory valu-

ation methodology, specifically differences between LIFO and non-LIFO methods. Since

January of 1987, Census has collected all nominal inventory data on a current-cost, or pre-

LIFO, basis, which eliminates the need for a LIFO adjustment. During 1985-86, the extent

of LIFO inventory accounting reported in the M3LRD is less than 3 percent of all observa-

tions during that period. Further, the usefulness of LIFO data is limited because most firms

using LIFO usually only make the appropriate calculations annually or quarterly rather than

monthly.

� Detrending and deseasonalizing:Because the M3LRD contains time-series data, nonsta-

tionarity is an issue. Following inventory literature tradition, e.g. Blinder (1986a), the data

were detrended and deseasonalized at the firm level with the following regression:

log(Xkt) =
12X
i=1

�kiSDikt + 1kT + 2kT
2 + �D87t + �kt (25)

whereX = fV S; T Ig andD87 is a dummy variable for potential intercept shift due to

valuation changes (one in months from January, 1987, forward and zero prior to that). The

D87 adjustment is only made where� is positive and significant (because the switch from
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LIFO to current cost will increase the nominal value of inventories), and where the firm

experience abnormally large growth rates in all inventory stocks (but not sales) in early

1987.

A.7 M3 Sampling Methodology and Sample Selection

The Census Bureau conducts three main economic surveys of manufacturing: (1) the quinquennial

Census of Manufactures (CM), which covers the universe of manufacturing plants and companies;

(2) the Annual Survey of Manufactures (ASM), which covers a probability sample of plants and

companies; and (3) the monthly Manufacturers' Shipments, Inventories, and Orders (M3) survey,

which covers a non-probability sample of about 1,700 companies. Thus, the CM and ASM surveys

produce unbiased estimates of manufacturing data levels, but the M3 survey does not.

Census designs the M3 sample as follows. It attempts to include all companies with 1,000 or

more employees plus about 60 percent of an arbitrarily selected sample of companies with 100

to 1,000 employees. The 1,000 employee cutoff roughly corresponds to $500 million in annual

sales and pertains to about 550 companies. The original M3 sampling frame, established in 1962,

included a sample of companies with fewer than 100 employees. Census dropped the small compa-

nies in 1963 because the response rate was too low. Since then, resampling occurs occasionally to

improve coverage in certain industries but Census makes no systematic effort to update the sample.

See Bureau of the Census (1992) for more details about the survey.

Without probability-based sampling weights, the M3 data levels cannot provide unbiased es-

timates of the universe. However, there is some chance that the growth rate of the M3 data is an

unbiased estimate of the universe growth rate. Thus, the Census Bureau constructs a link-relative

(L) growth-rate estimator of the universe inventory stock,I =
PK

k=1 Ikt, which is

ILmy =
tY

m=1

"
IMmy

IMm�1;y

#
IAy�1 (26)

where subscriptm denotes month andy denotes year;IMmy is the aggregate of all M3 companies;

andIAy is the (unbiased) aggregate inventory stock for yearu from the ASM.44 Unfortunately, even

this aggregate estimator is not representative because large firms tend to have much lower average

growth rates than small firms (see Dunne, Roberts, and Samuelson (1989), for example). Wakim

44The Department of Labor, Bureau of Labor Statistics, uses a similar technique to construct monthly employment

estimates from its establishment survey.
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(1986) found some evidence that the M3 data tended to underestimate the ASM growth rates,

primarily because the M3 data was not representative for about half of the industries examined.

However, the Bureau's M3 Branch later found that the M3 level estimate for total manufacturing

actually overestimated the ASM estimates, which themselves badly understated the CM levels (in

1982).45

A second M3 sample selection shortcoming taken up in this study is nonresponse. Because the

M3 survey is voluntary, important differences may arise between responding and nonresponding

firms. For example, if economically distressed firms stop reporting data (to cut costs) but pros-

perous firms do not, then the M3 link-relative growth rate would likely be biased. Furthermore,

firms may temporarily stop reporting but not be dropped from the sample. For nonreporting firms,

Census imputes their data using industry-level growth rates. To the extent that there is considerable

heterogeneity among firms, random imputation with industry growth rates is likely to impart bias

in the firm-level data as well as in the link-relative estimator.46 To avoid this potential bias, this

study uses a panel of M3 firms with only minimally imputed data and re-imputes the data with

firm-level statistical models.
45Although the ASM produces, in principle, unbiased estimates of the universe, it too has difficulties with biases

entering between censuses (see Davis, Haltiwanger, and Schuh (1990) for a description of this benchmarking problem).

In any case, this study cannot correct for, or study the effects of, this sample selection problem.
46Only firms with reported data for at least two of the three most recent months are allowed to enter into the link-

relative calculation.
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