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* The arrival of multi-core computer processors is a ‘step-change’ in computer technology, real application kernel. £ o "
which requires different programming approaches. = Application performance can be modeled by E 10 - - Prolege ’
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= We need improved decision-making for selecting next-generation computer systems. a calibrated collection of “basis kernels. 5 AL Ll s i@
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= How will we develop parallel application codes thal effectively utilize multi-core processors? EF‘f :;:':-"::E';nm:rl;irlz 1isinwr:;mﬂrl1ﬁi:rd ‘ -
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= Will MP1 implementations da “the right thing" for multi-coret of F;F!nelsl ' problerm size ; -
Will explicit hybrid programming (MPi+threads) be necessaryi
— Some kernels are in place:
; = BLAS operations (vector axpy, dot operations, matrix-vector, matrix-matrix)
A ] rnach * Sparse mn!rix:wfmr mul’ripll'r
= MPI communication operalions
Mantevo® Project = Near-term future work:
- = add more keraels representative of Sandia targel applications
I * Dwrres Avcum, Guass, Preoscr, Paisan | — collect and compare predicted performance data to refine the concept of generating
s X A _ periormance bases.
= Multi-faceted project to develop benchmarks and simulators for studying
application pericemance. Library Efforts in Response to Node Architecture Trends
* Three types of packages: » Block Hr','lm-' Methods (Belos & Anasazi)
- Microapps: Small, iﬂi'm“‘a"_""d PrOgErams. = Specialized sparse matrix data structures
* HPCLL: “"""'1"“'“'“'.‘[ implicit FEM/TVM. * Templated Kernel Libraries (Tpetra & Tifpack)
* pHPCCG: parameterized scalar/int, SpMV kernel. < Bliated remory tleonts akoril ;
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* phdMesh: explicit FEM, contact detection, |
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» MD: Parameterized fram simple 16 bin molecules. Kokkos Mode class: Support for Intel TBR, OpenMP, Pthreads
icvod ik i * MPl-only+MPLPMNAS
— Microdrivers: Wrappers ; Trili kage 3 G |
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* Beam: Intrepid+FEL+Trilinos solvers. B -
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mMatiE v i inetuin oF " ves. | Kokkos:SerialNode | | Kokkos:: ThbNode | Kiokkos:: CudaNode =

* Prolego: Compasable fragment collection te mimic real apps.

s Open Sourced Fosters external collaboration.

= Staffing: Application & Library developers,

Node Architectures: Key Focus Area
* Multicore:

- Mew HPC systems axis.

— First Manteve analysis focus.,

¢ Quantitative resulits:
— Coniirm, sharpen inluitive sense,

- Sometimes counter intuilion.
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Multicore; First focus area for Mantevo micro apps/drivers
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= Portable compact application with parallel
heterogeneous dynamic unstroctured mesh.

= Geomelric proximily search is a performance
constraining kernel for contact detection and
miiltiphysics loose-coupling.

= Driver problem - six 30 counter rolating “gears”™
with conlinually -I"i"l.ll'lEil’l“ conlael surfaces.

Beam: 3-D FEM “beam”

finite-element applications.

* Heavily exercises Trilinos (linear solvers andinfrastrociured and FEJ

{sparse matrix assembily).
+ Shown scaling to 2 Billion equations on Red Storm

= Beam test program is portable, parallel, and treely availahle
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= Trilinos/Kokkos: Trilinos compute node package.
= Abstraction definition in progress: Will look a lot like TBB.
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& Micro-drivers and Compact Apps:

- Provide new information source for system designers.
— Prowicle new best-bed for 1-!J1|,=rim|~nl.|i prrlﬂr.qmminﬁ rreolisls.
= Quiantify the performance advantages of different programming models.

— Establish dialogue between systems and applications staff.

» External visibility:
— [nhances Sandia’s voice in the extornal communily,

= Provides valuable insight from external experts.
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