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The epidemiologic approach enables the systematic evaluation of potential improvements in the safety andAbstract
efficacy of drug treatment which might result from targeting treatment on the basis of genomic information. The
main epidemiologic designs are the randomized control trial, the cohort study, and the case-control study, and
derivatives of these proposed for investigating gene-environment interactions. However, no one design is ideal
for every situation, and methodological issues, notably selection bias, information bias, confounding and chance,
all play a part in determining which study design is best for a given situation. There is also a need to employ a
range of different designs to establish a portfolio of evidence about specific gene-drug interactions.

In view of the complexity of gene-drug interactions, pooling of data across studies is likely to be needed in
order to have adequate statistical power to test hypotheses. We suggest that there may be opportunities (i) to
exploit samples from trials already completed to investigate possible gene-drug interactions; (ii) to consider the
use of the case-only design nested within randomized controlled trials as a possible means of reducing
genotyping costs when dichotomous outcomes are being investigated; and (iii) to make use of population-based
disease registries that can be linked with tissue samples, treatment information and death records, to investigate
gene-treatment interactions in survival.

With the completion of the Human Genome Project[1] and and to identify subgroups of individuals for whom intervention
would be of potential value.[3-7]advances in technologies for genomic analysis, claims of new gene

There are a number of situations in which the targeting ofdiscoveries affecting disease susceptibility are being hailed as
therapy is potentially useful, including when drug-based manage-providing the basis for drug discovery to improve the management
ment is expensive, when an intervention is to be used in otherwiseof disease or prevent it.[2] In theory, human genome discoveries
healthy people, or when the value of a therapy is limited byhave broad potential applications for improving health and
genetic-related toxicity.[8,9] The costs of drug-based managementpreventing disease. For therapy and tertiary prevention, advances
(costs that apply to the health service, the patient, or both) can

in human genetics could contribute to the development of better
include the cost of the drug itself or the clinical time needed to

drugs and to the tailoring of drug use to the individual’s genetic
optimize the dose. Potentially, targeted therapy could improve the

makeup to maximize benefits and minimize harm. For secondary efficacy of the drug, thereby improving outcome, including sur-
prevention, new screening tests for early disease identification, or vival and quality of life. It could minimize adverse drug reactions
modifications of existing ones, might be developed based on or toxicity, and this would also lead to improved patient compli-
stratification by genotype. For primary prevention, an improved ance. These effects would be beneficial to the patient and reduce
understanding of genetic effects and gene-environment interac- use of healthcare resources.
tions in etiology will enable better interventions to be developed, The discovery of inherited variation in response to pharmaceu-
such as chemoprevention and the avoidance of specific exposures, tical agents[10] has stimulated investigation on gene-environment
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interaction in general, for example, the role of variants of genes investigations of gene-drug interaction. Epidemiologic studies are
encoding enzymes involved in xenobiotic metabolism in the etiol- also required in the process of clinical validation of any new tests
ogy of cancer.[11] The term ‘pharmacogenetics’ was introduced by that might be developed to stratify treatment on the basis of test
Vogel[12] to describe the investigation of the genetic basis of results, and to monitor the use of such tests in the populations to
variation in response to drugs. More recently, the term which they might be applied.
‘pharmacogenomics’ has been introduced, emphasizing the “de- In this paper, we first outline the biologic basis for gene-treat-
velopment of novel drugs based on newly discovered genes as the ment interaction. This is followed by a review of each of the main
entire human genome becomes sequenced”.[13] The two terms have epidemiologic study designs. Randomized control trials, the main
also been used interchangeably.[13-15] Tsai and Hoyme[16] define design used in experimental epidemiology, can be used to investi-
‘pharmacogenomics’ as encompassing “all aspects of drug behav- gate the effects of gene-drug interactions on the efficacy of treat-
ior, including absorption …, distribution …, metabolism …, ex- ment and chemoprevention. Cohort studies can also be used for
cretion … and receptor-target affinity”. Thus, pharmacogenomics these purposes, as well as investigating disease etiology in general.
would include “comparative genome hybridization, amplification Case-control studies are typically used to investigate adverse drug
of gene copy number, gene expression microarray analysis of reactions, and also disease etiology in general. Novel study de-
levels of hundreds or thousands of messenger RNAs, and prote- signs have been developed on the basis of each of these three
omic analysis of the level of expression of very large numbers of designs. We discuss methodologic issues in excluding non-causal
proteins”.[17] More generally ‘genomics’ has been defined as “the explanations for gene-drug interactions, some of which are generic
study not just of single genes, but of the functions and interactions issues and some of which affect some designs more than others.
of all the genes in the genome” and ‘genetics’ as “the study of Then, issues in epidemiological analysis of gene-drug interactions
single genes and their effects”.[18] We prefer the broader view that are considered. Finally, we examine the use of epidemiologic
pharmacogenetics is part of pharmacogenomics, so that evidence in the development of pharmacogenomic testing.
pharmacogenomics encompasses a continuum from variation in
response attributable to variation at a single locus, through varia- 1. Biologic Basis for Gene-Drug Interaction
tion in response attributable to multiple loci, to variation in expres-
sion at multiple loci in somatic cells. Thus, pharmacogenomic data There are several processes occurring between the ingestion
are relevant not only to the investigation of genetic variation in and excretion of a drug and its metabolites in which interaction
drug response, but also investigation of the effects of exposure with the products of polymorphic genes might be relevant to the
(e.g. exposure ‘signatures’ evidenced by specific somatic muta- safety and effectiveness of the drug.
tions, changes in gene expression)[19,20] and definition of outcomes Firstly, drugs usually undergo oxidation, reduction and hydrol-
(refinement of disease classification, e.g. defining types of tumor ysis (phase I reactions), and conjugation reactions (phase II reac-
on the basis of gene-expression profiles).[21] In this paper, we focus tions, e.g. acetylation, sulfation) that convert the drug into metabo-
on drug response differential according to the germline genomics. lites that are more water-soluble and, therefore, more easily ex-

creted.[9,25] These affect response by altering drug concentrations,It is widely expected that in the future drug treatment will be
i.e. a pharmacokinetic effect.[26] Many phase I reactions are cata-stratified on the basis of genetic information derived from testing
lyzed by members of the cytochrome P450 (CYP) supergenefor variants of multiple gene loci. Realization of this promise will
family,[27] many of which are polymorphic.[28] Out of more than 60depend on the classical public health sciences for precise determi-
genes in this family, CYP2D6, CYP3A4, CYP3A5, CYP3A6,nation of the effects of genetic variants on drug treatment out-
CYP2C9, CYP1A2, CYP2C19, and CYP2E1 account for most ofcome, and the potential magnitude of impact of drug treatments
the variation in phase I metabolism of drugs in current use.[14](and drug-based preventative strategies) on public health,[22,23] as
Examples of polymorphic enzymes affecting phase II reactionswell as for improved laboratory technology, clinical research,
include N-acetyltransferases, glutathione-S-transferases, sulfo-evaluation of biologic pathways, and improved drug investiga-
transferases, methyltransferases, and uridine 5′-triphosphatetion.[3] Well-conducted epidemiological studies are needed to
glucuronosyltransferases.[9,14]quantify the impact of gene variants on the efficacy of a drug

treatment, and the risk for adverse outcomes. This information is Secondly, although most drugs or metabolites enter cells by
an essential basis for evaluating potential cost-effectiveness of a passive diffusion, some are actively transported by transporter
pharmacogenetic approach to treatment and for decision analysis proteins, and polymorphisms in genes encoding these proteins,
models.[24] The population focus of epidemiologic research is such as ABCB1, may influence the effects of certain drugs such as
important in considering the generalizability of findings from digoxin, anticonvulsants, and protease inhibitors.[14,26,29]
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Thirdly, there may be genetically determined variation in drug diversity tend to be common, and are therefore inefficient in the
targets, such as receptors for endogenous regulatory ligands that detection of rarer causal SNPs. An alternative approach of select-
also serve as receptors for drugs.[14,26,30] This area of investigation ing tag SNPs without regard to haplotypes[46] had greater statistical
(pharmacodynamics) is less established than investigation of ge- power to detect causal alleles than haplotype-tagging SNPs, but
netic variation in drug metabolism.[30] The existence of less than randomly selected SNPs.[41] van Hylckama Vlieg et al.[47]

polymorphic variation in drug targets and different aspects of drug recently showed that a strategy based on choosing SNPs spread
disposition means that the genetic basis of response to drug throughout the gene, for which the rare alleles had non-identical
treatment is likely to be complex. The potential use of genomic frequencies between 15% and 50% would have led to detection of
information requires rigorous evaluation. the Factor V Leiden variant that is now an established risk factor

for venous thrombosis. This suggests that a candidate gene ap-In this paper, the examples relate to polymorphisms at single
proach can be successful in the absence of information about thegenetic loci. However, it is likely that multiple genes operating in
haplotype structure of the gene.pathways will determine the response to a drug.[2,31,32] As yet, there

In the pharmacogenomics area, gene-drug interaction has beenare no clear examples of interactions between drug treatment and
considered in two ways. Firstly, the joint effects of genotype andmultiple genes, although it is becoming increasingly feasible to
therapy (or chemopreventive agent) on outcome are assessed. Forassess variants of multiple genes (single nucleotide polymorph-
example, Martinez et al.[48] investigated the joint effects of aspirinisms [SNPs]) in large population samples. Millions of SNPs have
(acetylsalicylic acid) use and a polymorphism in the ornithinebeen identified,[33,34] so a challenge is to identify the SNPs that are
decarboxylase gene (ODC1) on the risk for recurrence ofmost likely to be involved in gene-treatment interaction (see
colorectal adenomas. Secondly, the relation between genotype andsection 3.4). Therefore, there has been increasing interest in the
outcome has been assessed only in those receiving a particularpotential value of haplotyping for multiple SNPs within candidate
therapy. For example, Higashi et al.[49] investigated the relation-genes, since the number of haplotypes within a gene is much
ship between CYP2C9 variants and serious bleeding events insmaller than the theoretical number of all possible haplotypes.[35,36]

patients receiving warfarin. Here, there is an assumption that therePotentially this means that information on a subset of SNPs could
is no relationship between genotype and outcome in those notcapture most of the information about genetic variation in a stretch
receiving a therapy. In theory, for variants of genes coding forof DNA, referred to as a ‘block’.[37-40] Such subsets of SNPs are
enzymes involved in xenobiotic metabolism, such as the CYPdescribed as haplotype-tagging SNPs. Thus, the aim of haplotype
enzymes, glutathione-S-transferases and N-acetyltransferases, atagging is to reduce the number of SNPs that have to be genotyped,
relation between genotype and outcome in the absence of therapywithout substantial loss of haplotype diversity, and to maintain
would not be expected. However, these enzymes tend to havestatistical power to detect haplotype-disease associations[41] and
broad substrate specificity,[27] so a relationship between genotypehaplotype-treatment interactions.
and outcome in the absence of therapy may occur because ofA simulation study suggested that selection of SNPs based on
interaction with other exposures. For example, associations be-maximizing haplotype diversity had greater power to detect
tween genetic variants influencing xenobiotic metabolism andhaplotype-disease associations than random selection or selection
several types of cancer have been reported, with suggestions ofbased on pairwise linkage disequilibrium.[42] Kamatani et al.[43]

interaction with exposures to tobacco smoking and the consump-examined 4190 SNPs in 199 genes coding for enzymes involved in
tion of cooked meats.[50-56] An additional assumption is that amongdrug metabolism and transport in DNA from 752 Japanese sub-
individuals for whom a particular therapy is indicated, the propor-jects. From 3244 common SNPs (allele frequency ≥10%), 1035
tion who receive therapy does not vary by genotype.(32%) represented most of the major haplotypes within the blocks

and hence could tag the haplotype. Almost two-thirds of the
uncommon SNPs (allele frequency <10%) were within the blocks, 2. Epidemiologic Study Designs in the Investigation
so potentially these 1035 haplotype-tagging SNPs could be used to of the Effects of Genetic Variation on Drug
search for common and uncommon SNPs associated with specific Treatment Outcomes
phenotypes. However, a key problem is the definition of haplotype
blocks, and differences in this give conflicting results.[44,45] As in any evaluation of the effects of a drug, a range of

In an analysis of the published data from two European studies, outcomes may be considered, and study designs differ in their
Zhang et al.[41] found that haplotype-tagging SNPs were generally ability to assess effects on these. Treatment outcomes include: (i)
worse at detecting causal loci than random selection. This is likely response to drug, for example, reduction in tumor mass, change in
due to the fact that SNPs selected by maximizing haplotype level of biochemical markers associated with prognosis; (ii) occur-
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rence of specific events, both those for which the treatment is reported an interaction between antidepressant type (paroxetine
intended to provide protection (such as recurrence of disease or the versus mirtazapine) and a polymorphism in the serotonin receptor
occurrence of hip fracture in persons with osteoporosis), and 2A locus (HTR2A) in the occurrence of adverse effects and the
adverse effects; (iii) quality of life; and (iv) survival. The strengths need to discontinue therapy. In 246 elderly patients with major
and weaknesses of the three main epidemiologic designs, namely depression, the proportion discontinuing therapy within 8 weeks
randomized controlled trials (RCTs), cohort studies, and case- was 46.3% in homozygotes for the C allele who were randomized
control studies, to investigate gene-drug interactions are summa- to take paroxetine, compared with 16% in those with other ge-
rized in table I. No one design is ideal for every situation. There- notypes randomized to take paroxetine, and 15–-16% in those
fore, there is a need to employ a range of different designs to randomized to take mirtazapine (p-value for difference 0.001 for
establish a portfolio of evidence. all assessment points in survival analysis using the log-rank

method). The severity of adverse effects was also greater in
patients who were homozygous for the C allele and assigned to2.1 Randomized Controlled Trials

paroxetine therapy.
The definitive method of investigating the efficacy of a drug is Although biologic samples are taken and stored in many trials,

the randomized controlled trial. The strength of this design is that, most have not been designed to test a priori hypotheses about
provided the trial is sufficiently large, the distribution of potential gene-treatment interaction and, therefore, may not have adequate
confounders, known (measured) and unknown (unmeasured), will statistical power to test specific hypotheses about interaction. For
differ between the group assigned to receive the drug and the example, in the period 1989–2000, the average number of patients
control group no more than would be expected by chance. Thus, in RCTs of breast cancer therapy was 402 (95% CI 352, 450) and
potentially the RCT could be preferable to observational (i.e. in RCTs of therapy for other types of cancer 213 (95% CI 211,
cohort and related) designs for investigating gene-environment 225).[61] In 77 RCTs initiated by the AIDS Clinical Trials Group in
interaction in that the exposure (i.e. drug treatment) is well de-

1986–1996, the largest sample size was <200 subjects for 32 trials,
fined, and confounding minimized. A further potential advantage

200–500 for 27 trials, and 500 or more (mean target 1152) for 18
of this approach is that it is possible to have both the clinicians and

trials.[62] Of these, 48 trials (62%) achieved 80% or more of their
patients blinded to the intervention they are undergoing, so as to

target recruitment, 16 (21%) between 50% and 80% and 13 (17%)
exclude the possibility that knowledge of the drug treatment

less than 50%. These sample sizes are small compared with the
method could bias the assessment of outcome. If an interaction

numbers typically required to detect interaction even in the situa-
between the drug treatment and genotype is detected, this implies

tion of conducting a nested case-control study (see below) within a
that testing for the genetic variant could inform drug treatment of

trial.[63-67] Therefore, we suggest that it would be worthwhile
the condition. Multiple outcomes can be assessed; this is valuable

exploiting samples from trials already completed to investigate
in determining the balance of benefits to harm and is a strong

possible gene-drug interactions. This could be done as a hypothe-
source of evidence for cost-utility analyses.

sis-generating exercise, requiring cautious interpretation. We
Therefore, RCTs offer a powerful potential means of identify-

would emphasize that the findings of such investigation would
ing gene-drug interaction (when there is an a priori hypothesis).

require replication. Many trials are multicenter in order to have
One approach is to collect samples at the time of enrollment. If it is

adequate statistical power to detect the main effect of treatment. Inknown that the genotype is uncommon, an option at that stage is to
consequence, it may be necessary to pool trials in order to havestratify randomization by genotype in order to ensure balance
adequate power to detect gene-drug interactions, but this maybetween the trial arms. Alternatively, at the end of the trial, the
introduce heterogeneity because of differences in trial design (e.g.samples can be genotyped. In both situations, interaction between
eligibility criteria, detail of treatment regimen, method of follow-drug treatment and genotype can be assessed. Provided that the
up). Again, we emphasize the need for cautious interpretation, andtrial is of adequate size and analyzed according to intention-to-
replication.treat, the distributions of genotype and exposure will be indepen-

The RCT can be used to evaluate potential interventions fordent. Intention-to-treat is particularly important here as it is possi-
primary prevention. As yet, there have been few such investiga-ble that a patient would be started on one regimen, tolerate it badly
tions. An example is a study of the interaction between hormoneor not respond, and be switched to another. The tolerance/response

might be influenced by the genotype(s) under investigation. replacement therapy (HRT) and the estrogen receptor (ER)-α
(ESR1) polymorphism in relation to falls and grip-strength.[68]As yet, there are relatively few clear examples of gene-drug
However, the analysis was not by intention to treat.interactions identified on the basis of RCTs.[58,59] Murphy et al.[60]

 2005 Adis Data Information BV. All rights reserved. Am J Pharmacogenomics 2005; 5 (1)
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Table I. Potential for bias, confounding factors, and ability to investigate different types of outcome of the main epidemiologic study designs in the
investigation of gene-drug interactionsa

Criterion Study design

randomized controlled trial cohort study case-control study

Subject group

Patients with specific Outcomes assessed during follow-up Outcomes assessed during follow-up Defines case group; treatment assessed
condition retrospectively

Subjects without Investigation of chemoprevention; Investigation of etiology; disease Sample of these define control group;
disease disease outcome assessed during occurrence assessed during follow-up treatment assessed retrospectively

follow-up

Selection bias

Recruitment

Generalizabilityb May be limited as result of strict Depends on eligibility criteria Depends on eligibility criteria
eligibility criteria

Loss to follow-up ✓ May be differential by treatment group

Control selection A problem if source population for cases
and controls differs

Incomplete ✓ May be differential by treatment group Incomplete ascertainment of cases
ascertainment of
outcome

Collection and analysis of DNA

Source of DNA Potential problem if differs between
cases and controls

Refusal or inability to ✓ ✓ ✓

provide biological
specimens

Insufficient amount of ✓ ✓ ✓

DNA limits the number
of assays being
performed in subsets
of subjects

Information bias

Treatment Should be of high quality. Unlikely to Non-differential error due to problems in Non-differential error due to problems in
differ by treatment group assessing treatment information assessing treatment information

Quality may differ by treatment group Potential for differential recall between
cases and controls

Genetic information Errors handling specimens such as mis- Errors handling specimens such as mis- Errors handling specimens such as mis-
labeling of vials labeling of vials labeling of vials
Errors in genotype assays: potential for Errors in genotype assays: potential for Errors in genotype assays: potential for
these to be differential by treatment these to be differential by treatment these to be differential by case-control
group if specimen handling or assays group if specimen handling or assays status if specimen handling or assays
not blinded to treatment group not blinded to treatment group not blinded to this

Continued next page
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Table I. Contd

Criterion Study design

randomized controlled trial cohort study case-control study

Confounding Minimal potential, provided trial of Unaccounted factors associated with the Unaccounted factors associated with the
adequate size (and successful outcome and treatment under outcome and treatment under
randomization) investigation (that are not an investigation (that are not an

intermediate step between treatment intermediate step between treatment
and outcome) and outcome)
Unaccounted alleles associated with the Unaccounted alleles associated with the
outcome in linkage disequilibrium with outcome in linkage disequilibrium with
the allele under investigation the allele under investigation

Population stratification Minimal potential, provided trial of Unaccounted variation in ethnic Unaccounted variation in ethnic
adequate size (and successful backgrounds by treatment group when backgrounds of cases and controls,
randomization) ethnic groups tend to have different when ethnic groups have different rates

treatments and different frequencies of of outcome and different frequencies of
allelic variants allelic variants

Outcomes  Multiple outcomes can be assessed  Multiple outcomes can be assessed Single outcome assessed

Response to treatment ✓ ✓ Only if defined as dichotomous outcome

Events, including Inefficient for studying rare events Inefficient for studying rare events Potentially highly efficient for rare
adverse effects Length of follow-up may be too limited Length of follow-up may be too limited events, and events with long latent

to assess occurrences of events with to assess occurrences of events with period
long latent period long latent period

Quality of life ✓ Information tends not to be collected Only if defined as dichotomous
outcome; reporting may be influenced
by other outcomes of treatment

Survival ✓ ✓ Only if defined as dichotomous outcome

a This table includes information from a number of sources, including Garcia-Closas et al.[57]

b In all three designs, genotype frequency results in one geographic area may not be generalizable to another because of geographical variation.
Similarly, result of a study done in one ethnic group may not be generalizable to other ethnic groups.

✓ indicates yes.

The main limitation of RCTs is that they are usually carried out also be used to investigate the effect of treatment on disease
on selected groups, and the results may not be generalizable to the recurrence. Typically, the rate of occurrence (or recurrence) of the
population at risk. A particular problem is that subjects who may outcome in the group who have been given a drug treatment is
be particularly vulnerable to the adverse effects of treatment, compared with the rate in those who have not been given the
because of co-morbidity or age, are frequently excluded.[69] In treatment, or who have been given a different treatment. As in a
addition, RCTs cannot address all questions about treatment. For RCT, multiple outcomes can be assessed. Information (i.e. treat-
example, it would not be possible to initiate a trial of a treatment ment or drug use, socio-demographic factors, medical history,
that was thought to be harmful. It might be unfeasible to conduct a lifestyle factors) is collected at the beginning of the study prior to
trial in which the outcome of interest occurs a long time after the occurrence of the outcome. The cohort design could be regard-
treatment, or for rare outcomes such as certain types of adverse

ed as similar to the RCT except that the assignment of drug therapy
effects (table I).

is subject-driven rather than randomized. Consequently, the design
is vulnerable to potential confounding.

2.2 Cohort Studies
An example of the application of cohort studies to the investi-

gation of the joint effects of genotype and drug treatment onIn a cohort study of treatment outcome in patients with a
recurrence, is a study of aspirin use and a G to A substitution inparticular condition, patients who do not have the outcome of
intron 1 of the ornithine decarboxylase (ODC1) gene in the recur-interest (e.g. a different condition or an adverse drug reaction) are
rence of colorectal adenoma.[48] 688 persons from whom adeno-recruited to participate in the study and are then followed over

time to identify who develops the outcome. The approach may mas had been removed provided data on aspirin use by self-

 2005 Adis Data Information BV. All rights reserved. Am J Pharmacogenomics 2005; 5 (1)
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Table II. Joint effect of aspirin (acetylsalicylic acid ) use and ornithine decarboxylase (ODC1) IVS1 +317G/A polymorphism genotype on adenoma
recurrence[48]a,b

Group ODC1 genotype Aspirin use Total subjects Number with recurrence Incidence ratio (95% CI)

A (reference group) GG or GA No 448 237 1.0

B GG No 31 13 0.79 (0.52, 1.21)

C GG or GA Yes 198 89 0.85 (0.71, 1.01)

D GG Yes 11 2 0.34 (0.10, 1.21)

a Overall effect of genotype 0.71 (95% CI 0.47, 1.07); overall effect of aspirin 0.83 (95% CI 0.70, 1.00).

b Deviation from additive model of interaction: D –(B + C –1) = 0.34 –(0.79 + 0.85 –1) = –0.30. Deviation from multiplicative model of interaction: D/
(B • C) = 0.34/(0.79 • 0.85) = 0.51.

completed questionnaire and blood samples, and subsequently valve replacement.[49] Patients were identified through pharmacist-
underwent one or more follow-up colonoscopies. Overall, both run anticoagulation clinics that they attended at regular intervals of
aspirin use and homozygosity for the intron 1 variant (IVS1 2 to 6 weeks. Blood samples from which the DNA was extracted
+317G/A) were associated with a reduced risk of adenoma recur- were taken at enrollment and the data were obtained by retrospec-
rence (table II). The joint effect of aspirin use and homozygosity tive chart review – therefore no patients were withdrawn or lost to
for the intron 1 variant was greater than would be expected on the follow-up. The main endpoints were: (i) serious (requiring treat-
basis either of an additive or multiplicative effect (table II). ment or medical evaluation) or life-threatening bleeding events;

and (ii) anticoagulation status, as measured by time to therapeuticIn table II, we have presented genotype as a dichotomous
international normalized ratio (INR; i.e. within optimal range for avariable. In a two-allele system, genotype is a three-level rather
given indication), rate of above-range INRs (again defined inthan a two-level variable, and the classification depends on infor-
relation to the optimal range for a given indication), and time tomation on the functional consequences of a variant. In this exam-
stable warfarin dosage levels. The incidence of serious or lifeple, among aspirin users, the risk ratio for heterozygotes for the
threatening bleeding events was higher in those with a variant+315 intron 1 variant (GA genotype) was 0.87 (95% CI 0.63,
allele than those without (relative risk 2.23, 95% CI 1.05, 4.77). In1.21), and that for those homozygous (AA genotype) was 0.38
addition, hazard ratios were calculated, comparing the time to each(95% CI 0.11, 1.36) compared with those homozygous for the
of the endpoints between patients with at least one variant allelecommon alleles (GG genotype). In addition, in the interpretation
and those who did not have a variant allele. A hazard ratio (HR) ofof this study it is important to note that the 688 subjects included
two would indicate that patients with a variant allele would, onwere from a total study-base of 1304 participants in a randomized
average, experience the endpoint in half the time of those who didtrial of the effect of wheat bran fiber on adenoma recurrence. A
not have a variant allele, an HR of one would indicate no differ-large proportion (47%) of the 1304 subjects did not provide a
ence, and an HR of 0.5 would indicate double the time to experi-blood sample. If refusal to provide a blood sample were associated
ence of the endpoint of those who did not have a variant allele.with either aspirin use or genotype, this would have biased the
There was no difference between the groups in terms of time toresults of the study. The investigators compared the characteristics
therapeutic INR, but patients with a variant allele experienced anof participants and nonparticipants, but did not observe any statis-
above-range INR sooner (HR 1.40, 95% CI 1.03, 1.90), andtically significant difference. Thus, it seems unlikely that in this
required more time to achieve stable warfarin dosage levels (HRinstance nonparticipation affected the internal validity of the
0.65, 95% CI 0.45, 0.94; median of 95 days longer).study. More generally, nonparticipation is an important considera-

tion in evaluating studies as it may affect both internal validity and In studies of the joint effects of genotype and drug treatment,
generalizability. large numbers of subjects typically have to be enrolled in order to

A cohort study applied to the investigation of gene-outcome have adequate statistical power to detect gene-drug interaction.[70]

relations in those receiving therapy assumes interaction in the In large-scale cohort studies of treatment, it is obviously a chal-
sense that no relation between gene and outcome would be ex- lenge to collect data not only on the specific drug used, the dose,
pected in the absence of therapy, and that all those with an when it started to be used, whether and when its use was stopped,
indication for therapy would receive it. An example of such a and similar details for each period of use, but also on potentially
study is the investigation of the CYP2C9 variants and outcome of confounding factors, because of the large number of subjects
warfarin therapy in 185 patients with atrial fibrillation, dilated involved. Assessment of medication use at several points in time
cardiomyopathy, deep vein thrombosis, pulmonary embolism, or can be obtained, provided that resources are available. This en-
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ables changes in drug use and other relevant exposures to be disease or adverse drug reaction) and a sample of individuals
monitored. This affords the investigator alternative analytic ap- without the outcome being investigated are recruited and informa-
proaches, including analysis focused on use of drugs at the begin- tion is then collected on potential risk factors during a specified
ning of the study; analysis focused on more recent use; or anaylsis reference period prior to the onset of disease. A DNA sample
of a summary measure of repeated drugs use over time. would be taken at recruitment. The results of a case-control study

of genotype-treatment interaction, in their simplest form, can beTheoretically, samples for genotyping could be collected at any
presented in a two-by-four table. As already noted in relation to thetime during follow-up of the cohort, but bias is least likely to be
example of the joint effects of ODC1 genotype and aspirin use,introduced if this is done at enrollment. If not collected at enroll-
this presentation forces genotype to be classified as a dichotomousment, it would have to be assumed that loss to follow-up was not
variable. The odds ratio closely approximates to the relative riskrelated to genotype. In addition, outcome (e.g. death) might affect
provided that the cases are newly incident and that the cases andthe ability to collect the samples.
controls are selected from the same source population.[81,82] If theIn a number of countries (notably the North America and
cases are not recent, it is possible that any observed association isEurope), there exist population-based disease registries that can be
in part due to an effect on survival as well as on etiology. Inlinked to death records, for example, such registries are well
particular, cases with shorter survival times will be under-repre-established for cancer, and have been used to investigate variations
sented. If duration of survival is related to etiologically relevantin cancer survival.[71,72] When survival data can be linked to
factors, the inclusion of prevalent cases will distort the associationtreatment information, and to tissue samples, there is then the
observed, depending on the nature of the relation.[83]opportunity to investigate gene-treatment interaction in relation to

survival. In theory, the linkage could be done without approaching Hwang et al.[63] have presented calculations showing that when
the patient, and so the mechanisms for dealing with data protection the proportion of subjects receiving a drug and the proportion with
issues may differ from other studies. For example, after linkage, a certain genotype lies in the range 30–70%, around 200 cases and
the data and samples could be anonymized.[73,74] The possible 400 controls would be adequate to detect an odds ratio of genotype
advantages of this approach include the generalizability of the environment interaction greater than 4 with 80% statistical power.
results, because of the population basis of the register, potential However, misclassification of genotype and exposure reduce the
high quality treatment information, and relatively low cost. So far, statistical power to detect interaction.[84] This means that larger
this opportunity does not appear to have been utilized. sample sizes are needed (for further discussion of sample size

The principles of the cohort design applied to the investigation issues, see section 3.4).
of gene-drug interaction in disease etiology are the same as those An example of a case-control study is the investigation of the
for a cohort study of treatment outcome in patients with a particu- possible interaction between HRT and the Factor V Leiden (F5)
lar condition. There is a need for large studies, and this in turn gene polymorphism, and the risk of venous thrombosis.[85] This
raises challenges in terms of data and sample collection, which study looked at women admitted to hospital in the Oxford area of
may be addressed, at least in part, by the use of nested case-control England with a first episode of deep-vein thrombosis. Up to two
or case-cohort studies. However, some of the practicalities are control women per case were recruited from women admitted to
different as, in general, healthy individuals are recruited and hospital for diagnoses unrelated to thrombosis and HRT. DNA
followed up in a population setting. A number of large-scale was obtained from 77 of 80 cases who consented, and 163 of 171
biobanks are being established to investigate interactions between controls. There was an increased risk for venous thrombosis
various aspects of lifestyle and genetic factors in the etiology of associated with both Factor V Leiden (ORg = 3.9; 95% CI 1.3,
chronic disease.[75-80] However, they are not primarily aimed at 11.2; adjusted for age and district of admission) and HRT (ORt =
assessing the effects of the long-term use of specific medications. 3.2; 95% CI 1.7, 6.0), and the combined effect (ORtg = 15.5; 95%
Bias would result if there was loss to follow-up that was differen- CI 3.1, 76.7) was greater than the sum of the individual effects.
tial by exposure or genotype (see below). Prevalence data enable assessment of the potential for prevent-

ing disease by targeting drug-based interactions in subgroups of
the population defined by the presence of genetic variants. Control2.3 Case-Control Studies
series from case-control studies are a potential source of data on

A commonly used design in investigating the occurrence of the population prevalence of genetic variants affecting response to
adverse drug reactions and gene-environment interactions in dis- drugs.[86] However, if there were publication bias in favor of
ease etiology is the case-control study. In a case-control study, positive associations between specific genetic variants and dis-
individuals who have recently developed an outcome (i.e. specific ease[87] it is possible that genotype frequencies in the general
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Table III. Relative risk (RR) and case-only analysis of interaction between the serotonin receptor 2A (HTR2A) +102T/C polymorphism genotype and anti-
depressant therapy in the occurrence of adverse effects and discontinuation of therapy[60] Reference group comprises subjects with genotype postulated
not to increase risk (TT or TC) who received standard therapy (mirtazepine)

Treatment HTR2A genotype Casesa No. of patients Incidence (%) RR (95% CI)b

Mirtazepine TT or TC 13 86 15.1 1

CC 6 38 15.8 Rg = 1.04 (0.43, 2.54)

Paroxetine TT or TC 13 81 16.0 Rt = 1.06 (0.52, 2.15)

CC 19 41 46.3 Rtg = 3.07 (1.68, 5.58)

a Case only odds ratio = (19 • 13)/(6 • 13) = 3.17 (95% CI 0.83, 12.74).

b Rtg/(Rg×Rt) = 2.78.

 Rg = relative risk of adverse effects and discontinuation of therapy in subjects with genotype postulated to increase risk (CC) who received standard
therapy, compared with reference group; Rt = relative risk of adverse effects and discontinuation of therapy in subjects with genotype postulated not to
increase risk (TT or TC) who received novel therapy (paroxetine), compared with reference group; Rtg = relative risk of adverse effects and discontinuation
of therapy in subjects with genotype postulated to increase risk (CC) who received novel therapy (paroxetine), compared with reference group.

population would be under-estimated. In addition, many early developing this outcome during follow-up would be defined as
studies were based on convenience samples and, not infrequently, cases. The drug under investigation is equivalent to the environ-
little information was given on sample selection.[54,55,88,89] mental exposure. Because the treatment to which a patient is

allocated and genotype are independent within a RCT, the case-
2.4 Other Designs only odds ratio is also a measure of gene treatment interaction.

When applying these principles to the study of HTR2A genotype
Variants of these designs have been proposed to reduce the

and antidepressant therapy,[60] the ratio of relative risks indicating
amount of sample assays needed, or to deal with the potential

gene-treatment interaction is 2.78 (table III). The case-only odds
problem of population stratification. These are listed in this sec-

ratio is 3.17.
tion.

In theory, a case-only design could also be nested within a
2.4.1 Nested Case-Cohort and Case-Control Study cohort study. This would enable departure from multiplicative
If the cost of genotyping (or other assay/data collection) is an effects of gene and drug to be assessed, but the key assumption of

issue and the outcome is dichotomous, carrying out studies on independence of the distribution of gene and drug use in patients
samples of participants in a cohort study (or a RCT) is a means of ‘at risk’ of the outcome of interest[95] may not be satisfied, in
cutting the cost of genotyping. In a nested case-cohort study, contrast to the situation in a RCT. It is possible that genetic factors
patients who develop the outcome of interest during the follow-up influence the ability to tolerate therapy, so independence between
period are the cases, and controls are sampled to match the cases genotype and treatment may not be a valid assumption.
on a temporal factor, such as age, from patients who do not If the assumption of independence between genotype and treat-
develop the outcome of interest. Archived specimens are then ment is applied to the general population at risk of the disease, then
retrieved for these patients and genotyped. The main comparisons the gene-treatment interaction could be estimated in any popula-
are within time-matched sets of cases and controls.[90]

tion-based series of cases with a specific disease. This approach
In a nested case-control study cases are identified in the same would obviate the problems of selecting controls, of potential

way as in a nested case-cohort study, while controls are a random differential recall of treatment information between cases and
sample of the cohort. Again, archived specimens are analyzed. The controls, and of population stratification, as well as offering ad-
effect of age, which is the key time variable, is controlled for in the vantages in terms of study logistics.
analysis only. A major advantage of the case-cohort design is that

In a case-control study, the odds ratio relating treatment and
the same comparison group can be used for several different

genotype among case subjects only (ORD) is a function of the odds
(dichotomous) outcomes.

ratio for the genotype alone (ORg), the treatment alone (ORt) and
2.4.2 Case-Only Studies their joint effects (ORtg). When the assumption that genotype and
Another design is the case-only study, which has been proposed exposure are independent is valid in the general population at risk

as a means of investigating gene-environment interaction in dis- of the disease, this would also be the case for any representative
ease etiology.[91-94] In a case-only study nested within a RCT, the sample of controls, and an estimate of ORtg/(ORg × ORt) can be
outcome of interest would have to be dichotomous, and subjects obtained from data in cases only.[91-94] Thus, an estimate of depar-
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Case-Sibling Control Studiesture from the multiplicative effects of treatment and genotype can
be obtained. However, this design appears to be highly susceptible Sibling controls are derived from the same gene pool as cases.
to the validity of the assumption of independence of genotype and However, selection bias could result because a sibling may not be
exposure.[95] In the example of Factor V Leiden and HRT in available for every case – bias would also arise if determinants of
relation with venous thrombosis,[85] the ratio of odds ratios of availability (e.g. sibship size) were associated with genotype. To
gene-treatment interaction (crude odds ratio calculated from the investigate gene-treatment interaction in the case-sibling control
data in table II of Rosendaal et al.[85] = 15.5) to the product of the design, older siblings are preferable as controls so that the compa-
odds ratios of treatment-only (3.2) and genotype-only (3.9) is 1.24, rable reference periods for drug use, such as up to the age of
while the case-only odds ratio is 0.97. The control-only odds ratio diagnosis of the outcome in the case, or a fixed interval prior to
is 0.78, which is suggestive of absence of independence of geno-

this to allow for latency, can be considered for cases and con-
type and treatment, and could account for the discrepancy between

trols.[101] However, the potential periods during which subjects
the results of the case-control and case-only analysis.

could have used the drug will be systematically earlier in calendar
It seems highly plausible that there would be a relationship

time for older sibs than for cases, which could lead to confounding
between drug use and some genotypes. First, as already noted,

as a result of secular trends in drug use or differential recall, withthere may be an effect of genotype on an individual’s tolerance of
the sib controls having to recall drug use further back in time.a drug. Secondly, the genotype may be associated with the absence

In comparison to a study in which unrelated controls were used,of symptoms for which a drug is taken; for example, Feigelson et
while a study using an equivalent number of sibling controls hasal.[96] observed that women with the CYP17A2*A2 genotype were

only half as likely to use HRT as women with the CYP17A2*A1 less statistical power to detect the main effect of genotype because
genotype. A possible explanation for this observation is that of over-matching on genotype,[102] it may have greater power to
women with the A2 genotype may have higher estrogen levels detect gene-drug interaction.[101] This is because the most informa-
prior to the menopause and so may suffer less from menopausal tive contrast is between genotype-concordant exposure-discordant
symptoms than women with other genotypes, as they would have pairs, and a higher proportion of such pairs occurs in case-sibling
had lower estrogen levels initially.[97]

control sets than in case-unrelated control sets. However, as the
amount of concordance for drug use among siblings increases, the2.4.3 Before-After Comparisons in the Same Patients
advantage of the case-sibling control design over the case-unrelat-Another design option is based on examining the same patients
ed control design decreases. The case-sibling design is mostbefore and after receiving a drug. This design is strongest in the
efficient when the gene has a dominant mode of inheritance.[103]

context of a RCT. An example is an investigation of whether ERα
(ESR1) polymorphisms modified the effects of HRT on high-

Case-Parental Control Studiesdensity lipoprotein (HDL)-cholesterol compared with placebo in
309 women with coronary artery disease.[98] Of the ten polymorph- In case-parental control study, interactions between genes and
isms examined, homozygosity for the less common alleles of four drug use of the case, or a parent of the case, can be examined using
SNPs within intron 1 of the ESR1 gene were found to result in log-linear modeling[104] or a conditional logistic regression ap-
higher increases in HDL-cholesterol than for the other genotypes proach.[105] This approach requires an assumption of independence
in response to HRT. For example, in women who had the of gene and drug use, conditional on the parents’ genotypes.[101]

IVS1–401 C/C genotype, the increase in HDL-cholesterol in re- This assumption is less stringent than the assumption of indepen-
sponse to HRT was 13.1 mg/dL, more than twice the 6.0 mg/dL dence of genotype and drug use in the case-only design. The
observed in the other women (p-value for interaction 0.004). The statistical power of case-parental control studies to detect gene-
before-after comparison approach could also be carried out in the drug interactions generally is greater than that of case-unrelated
context of a cohort study, but would be more subject to con- control studies, particularly when the gene has a recessive mode of
founding than in a RCT. inheritance.[103] The need to obtain samples from parents is a

practical problem limiting the applicability of the design for dis-2.4.4 Family-Based Case-Control Studies
eases of late onset. An additional factor that may limit participa-Concern about the possible effects of population stratification
tion of eligible cases is reluctance to reveal disease status tohas stimulated development of family-based case-control designs,
parents of adult subjects. Adults with conditions such as infertilitywhich essentially eliminate potential confounding from this
about which they may feel sensitive may not wish their parents tosource.[99,100] The most commonly used examples of such designs
know that they have the condition.involve the use of siblings or parents as controls.
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Epidemiologic Approach to Pharmacogenomics 11

3. Methodological Issues in Excluding Non-Causal odds ratio for gene-disease association only if the difference were
Explanations for Gene-Drug Interactions related to genotype, and the measure of gene-drug interaction if

the difference were related to genotype, drug use, or both. There
Non-causal explanations for observed interactions, including has been concern about a decline in participation rates,[110] espe-

gene-drug interactions and associations, include bias, con- cially in population-based studies. When participation rates are
founding, and chance. For a single study (as distinct from integrat- low, those selected as population controls could be largely those
ing evidence from multiple studies), the major types of bias are who are likely to be at home for some reason when contacted.
selection bias and information bias. Therefore, in studies utilizing population controls, it is critical to

demonstrate as large a response as possible from those eligible in
3.1 Selection Bias

the base population. Information on the potential effects of low
participation rates is limited.[111]Selection bias occurs when the subjects included in a study are

not representative of the source population, and/or when there are In cohort studies in general, bias would result if loss to follow-
selective losses from the study population prior to data analy- up was differential by exposure or genotype, for example, if both
sis.[106] If this were differential by genotype and/or drug exposure, loss to follow-up and drug use varied by socio-economic status, or
it would distort the observed effect of gene-drug interaction. If this if loss to follow-up and genotype prevalence varied by ethnic
were non-differential by these factors, the internal validity of the group. Drug use varies by socioeconomic status; for example,
estimate of the gene-drug interaction would not be compromised, cancer patients living in deprived areas in Scotland are less likely
but the estimate might not accurately predict the results in another to receive chemotherapy than patients from more affluent ar-
group of patients. eas.[112,113] In the US, aspirin and β-blockers are less likely to be

Selection bias is one of the main potential biases of the case- administered to poor patients with myocardial infarction,[114] and
control design and may arise from the inappropriate choice of statin use is less frequent in low-income patients with diabetes
controls or differential participation rates between cases and con- mellitus compared with higher-income patients.[115]

trols.
In regard to cohort studies of disease etiology, limited data on

In the example relating to the interaction between HRT and the loss to follow-up tend to be presented. In a longitudinal study of
factor V Leiden polymorphism, controls comprised subjects hos- cognitive aging, those who did not return for follow-up had lower
pitalized for reasons unrelated to thrombosis or HRT, including educational levels than those who did return.[116] In studies in the
diseases of the eye, ear, skin, respiratory and alimentary tracts, US, members of minority groups tend to have higher dropout rates
kidneys, bones, and joints, or trauma.[25] In a hospital based case-

than Whites.[117] In a study of Black women in the US, those who
control study, Wacholder et al.[107] noted that even if exposure

were lost to follow-up tended to be less well-educated than those
(therapy) or genotype, or both, are associated with the control

who remained in the study.[116] A related issue concerns the return
disease, a departure from multiplicative effects can be estimated

of incomplete information during follow-up, i.e. item non-re-
without bias. However, this is not the case for departure from

sponse. This has been shown to be associated with subsequent loss
additive effects. Although including controls with more than one

to follow-up.[118]

type of disease might reduce a bias resulting from one disease
being associated with exposure, genotype or both, pooling of

3.2 Information Biascontrols with different diseases can lead to bias in assessing
departure from multiplicative interaction, even if there is no such
interaction in each individual disease-specific control set.[107] Information bias occurs as a consequence of errors in assessing
These issues apply more generally to the estimation of both factors of interest, in this case genotype or drug use, or both, or in
interaction effects and gene-disease associations when controls are the assessment of outcome. It is differential when the assessment
not selected from the same source population as the case-sub- of the factors of interest is influenced by the outcome under
jects.[107,108] An example of the potential problem of selecting investigation, or vice versa. Both differential and non-differential
controls who do not represent the population from which case- biases can result in over- or underestimation of an interaction
subjects arise is represented by the divergence in odds ratios for effect.[119] When genotype and drug use are independent in the
the association between colorectal cancer and the GSTT1 null source population, and the errors in the assessment of each are
genotype,[109] when the different control groups were analyzed.[55] independent, both differential and non-differential misclassifica-

tion of a dichotomous factor tend to underestimate departure fromSelection bias may also occur as a result of non-participation
a multiplicative gene-drug joint effect.[120] The impact of misclas-that is differential between cases and controls. This would bias the
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sification on departures from additive effects are difficult to pre- addition, investigations of the theoretical impact of recall bias for
dict.[84] dichotomous exposures shows that even severe recall bias causes

only weak to moderate spurious associations.[131-133]Factors affecting the potential extent of misclassification of
genotype include the types of samples, timing of collection, and

3.3 Confoundingthe method used for genotyping.[121,122] Quality control procedures
are important in assessing the extent of possible misclassification

Confounding in the investigation of gene-drug interactionand the extent to which this might be differential (e.g. whether
could arise (i) because of differences in ethnic origin betweenlaboratory staff are blinded to drug treatment or outcome). Factors
cases and controls; (ii) if a gene other than the one of interest wereaffecting the potential extent of misclassification of drug use
associated with both the gene and the outcome being investigated,include the method of obtaining the information, and its validity
i.e. as a result of linkage disequilibrium; (iii) if a factor other thanand reproducibility.[123] The extent of misclassification of drug use
the drug of interest were associated with both the drug andis likely to vary according to the study design. It is most likely to
outcome being investigated; and (iv) if the gene of interest affectedbe minimized in RCTs, and less in series of patients with a specific
exposure to factors associated with the outcome being investigat-condition under prospective follow-up than in subjects in a popu-
ed.lation-based study of disease etiology or adverse drug reactions. In

the population-based setting, there may be a higher level of non- 3.3.1 Population Stratification
differential error in a large cohort study than in a case-control Population stratification is the presence within a population of
study, but a higher level of differential error in the latter. subgroups between which allele/genotype frequencies and disease

In regard to cohort studies, a summary measure of drug use risks differ. For example, both allele/genotype frequencies and
over multiple timepoints should be less subject to random misclas- disease risks may differ by ethnic group within a population. In
sification than would a measure at one point in time. However, the addition, population stratification can arise because of differences
interval between repeat assessments is important. People may start between groups of similar ethnic origin but between which there
and stop taking medications between assessments, and some of has been limited admixture, such as in isolated populations. For
these may have stopped taking medications because of adverse example, a population might comprise the descendants of waves of
effects. This has been suggested as a possible explanation for the immigrants from the same source who differ genetically because
discrepancies in results between at least one cohort study of HRT of founder effects. The differences may then be apparent because
and RCTs.[69] Data collection at multiple timepoints is resource insufficient time has elapsed for mixture between the groups.
intensive. While the accuracy of drug use as reported by patients When the groups compared in the study differ in terms of the
may be of concern, it would be a major undertaking to check proportions of the population subgroups, there is the potential for
medical records. an association between the genotype and disease being investigat-

In a study in the Netherlands in elderly people, there was good ed to reflect the fact that genotype is a marker for the population
agreement between patient-interview data and pharmacy records subgroup rather than to be a causal association. Population sub-
for prescription-only cardiovascular drugs.[124] In a study of HIV- group is a confounder in this situation as it is associated with both
infected patients in the US, there was fair to substantial agreement genotype frequency and disease risk.
between patient-interview data, medical records, and planning In the investigation of gene-drug interaction, population sub-
records for specific mediations, but lower agreement for drug groups could be a potential problem both within strata of drug use
classes.[125] While use of automated databases potentially could and because drug use may also vary by population subgroup. The
address this, such databases do not include over-the-counter drug most frequently cited examples including the association between
use.[69] In addition, data on potential confounders in such databases type 2 diabetes mellitus and the immunoglobulin allotype
tend to be limited. Gm3;5,13,14 haplotype among residents of the Gila River (Ameri-

Considerable attention has been paid to recall bias in case- can) Indian community that was used to present the potential
control studies. In general, however, assessments of recall of problem,[134] the relationship between the dopamine receptor locus
medication use assessed by interviews (compared with medical (DRD2) A1 allele and alcoholism,[135] and between CYP3A4 and
records) have not shown differences in accuracy of recall between prostate cancer in African Americans.[136] These examples have
cases and controls.[126-128] It has been suggested that the likelihood helped fuel controversy as to whether population stratification
of recall bias may be greater when recall is poor in general.[129] represents a fundamental problem for association studies, or
However, this was not apparent in a systematic review of empiri- whether it is part of more general issues about rigorous application
cal studies of recall bias published between 1966 and 1990.[130] In of epidemiologic study design principles.[137-139]
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In an exploration of possible population stratification in US sources of ethnic variation in disease risk would be a potential
issue.[139,148]studies of cancer among non-Hispanic Americans of European

descent, the effect was considered unlikely to be substantial when
3.3.2 Linkage Disequilibrium

epidemiologic principles of study design, conduct, and analysis
Linkage disequilibrium is the tendency for the alleles of two

were rigorously applied.[140] Similar conclusions were reached
separate but already linked loci on the same chromosome to be

using data from case-unrelated control studies of non-Hispanic US
found together more than would be expected by chance in the

Whites with hypertension or type 2 diabetes, and Polish subjects
general population. In consequence, when an allele at a specific

with type 2 diabetes.[141] However, these conclusions may not
locus appears to be associated with a disease, the question arises as

apply to all ethnic groups. For example, variations in the frequency
to whether the allele is causal, or whether the association exists

of certain genotypes in African Americans appear to be much
only because the allele is linked to a truly causal allele at another

wider than those observed in persons of European origin and, locus. Linkage disequilibrium depends on population history and
therefore, the possibility of stratification may be higher.[142] Evi- on the genetic make-up of the founders of that population.[149,150]

dence of a population stratification effect was weak in data from a Linkage disequilibrium varies between populations[150] and, there-
case-unrelated control study of hypertension in African Ameri- fore, potentially could be a source of heterogeneity between stud-
cans, but this was no longer apparent when the study was restricted ies of gene-drug interaction. As discussed in section 1, it may be
to persons with US-born parents and grandparents.[141] Mil- useful to type several polymorphisms throughout a candidate gene
likan[143] reported that bias was minimal in gene-disease associa- in order to construct haplotypes, which could then be tested for
tions in studies of African Americans in which differences in association with the phenotype of interest. The increasing availa-
ethnic composition were not taken into account, and Wang et bility of mapped SNP markers offers the opportunity for such an
al.[144] did not identify substantial bias in hypothetical case-control approach and presents methodological challenges.[151-153] A poten-
studies of a candidate gene for prostate cancer in admixed popula- tial limitation of this approach is that the effect of a true functional
tions such as African Americans. variant might be diluted when haplotypes rather than loci are the

units of analysis. The RCT is just as susceptible to this problem asOne of the concerns regarding emphasis on large studies of
other study designs. However, confounding by unlinked geneticgene-disease associations and gene-environment interaction is that
loci is less likely to occur in RCTs and population-based studies ofthe potential effect of stratification increases with sample size.[145]

disease etiology, because of Mendelian randomization.[154,155]Freedman et al.[146] found no empirical evidence of stratification in
data on 24–48 SNPs from 11 case-control and cohort studies in the

3.3.3 Other Sources of Confounding
US, Poland, and Portugal. However, when the number of SNPs

Confounding for other sources is potentially minimal in RCTs
was quadrupled, and the sample size increased by a factor of 5–6,

provided the randomization is successful. For the other designs, it
statistically significant evidence of stratification was found in one

is necessary to collect data on potential confounders and assess
of the studies in which a case-cohort design had been used. The

these in data analysis.
effect of the degree of stratification in this study (which was in

It may be difficult to determine whether a drug modifies the
African Americans) would be to inflate the chi-square statistic for

relationship between a gene variant and a disease, or whether it
association by a factor of two in a study with 1000 cases and 1000

confounds that relationship. For example, it has been suggested
controls, and by a factor of 2–5 in a study with 2000 cases and

that the polymorphism in the 5′- untranslated region in CYP17
2000 controls. Thus, there is controversy about the potential

may be involved in the etiology of breast cancer.[156] If this were
importance of population stratification for population-based stud- so, it might be expected that it would modify the relationship
ies of gene-disease association and for studies of gene-environ- between markers of endogenous hormone levels, for example age
ment interaction, and it seems important that potential effects are at menarche, age at menopause, propensity to use hormone re-
investigated in a variety of settings. placement therapy,[96] and the exogenous factors that influence

One approach to minimizing the potential problem of popula- hormone levels, and disease risk. Four studies have investigated
tion stratification when unrelated controls are used is to measure possible interactions between post-menopausal hormone use and
and adjust for genetic markers of ethnicity that are not linked to the CYP17 and breast cancer,[157-160] one of which found evidence
disease under investigation.[70,147] Such adjustment may not correct suggestive of an interaction.[157] If CYP17 genotype affects es-
for stratification if too few loci are used.[145] This would be trogen biosynthesis and hormone levels, it may also affect markers
expected to control for ethnic variation in disease risk attributable of endogenous hormone levels, including propensity to use HRT,
to genetic factors. However, residual confounding from other thereby involving these factors in the causal pathway between
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CYP17 and breast cancer. Statistically, these could be viewed as the one hand, many potential interactions could be tested, alterna-
confounders of the relationship between CYP17 and breast cancer. tively there may be more data on the biologic basis for a gene-
However, it would be inappropriate to consider these as potential treatment interaction than for other types of interaction. Another
modifiers of the relationship between CYP17 and breast cancer. approach is the application of empirical Bayes methods involving
We stress that this is only an illustrative example and that there is the simultaneous conduct of large number of tests.[163,165] Wachol-
considerable uncertainty about the relation between CYP17 geno- der et al.[161] proposed the assessment of the false-positive report
type and use of HRT. probability, calculated on the basis of the prior probability that a

gene-disease association is real, statistical power and the observed
p-value. In addition, they suggested that the stringency of this3.4 Chance
probability should depend in part on the magnitude of the negative
consequences of potentially incorrect decisions. For example, itBoth type I and type II error rates depend on sample size and
might be less stringent for rare diseases or small initial studies, butthe critical value (α-level) for the rejection of the null hypothesis.
more stringent for large studies or pooled analysis that attemptedIn general, the larger the sample size, the better the precision of the
to be more definitive evaluations. One problem with this sugges-estimate of gene-treatment interaction, and the more likely that an
tion is that it would make the integration of evidence from differ-interaction of interest (if real) would be detected. In most of the
ent studies very difficult. Other issues include the problem ofearliest studies of gene-disease associations, detection of gene-
false-negatives (Wacholder et al.[161] note that false-negative re-environment interaction was a secondary aim. Most were based on
port probability can be considered) and possible over-emphasis ona candidate-gene approach, with strong biologic evidence of the
controlling the false-positive rate.[163]

importance of the genes and some evidence about the functional
effects of variants of the genes.[161] Most were of modest size, and
while their statistical power was adequate for the detection of 4. Issues in Epidemiologic Analysis
gene-disease associations, it was inadequate to detect gene-envi-
ronment interactions. To test for departures from multiplicative In studies of gene-drug interactions, many hypotheses of inter-
effects, it has been noted that study size should be at least four action can potentially be tested. There are a range of different
times larger than needed to detect only the main effects of the potential cross-classifications of drug treatment and genotype.
individual factors.[162] When non-differential misclassification of Drug treatment can be classified as ‘ever’ versus ‘never’, ‘use of
drug treatment, genotype or both is taken into account, this in turn drug A’ versus ‘use of reference drug B’, as a continuous variable,
increases the required study size.[84] and further defined on the basis of period of treatment. Once

It is now becoming feasible to test several SNPs and haplotypes multiple categories of dose are defined, many different dose-
in hundreds or thousands of genes whose function is unclear or response models can be tested in the data. In a two-allele system,
unknown.[161,163] Indeed, it has been suggested that whole-genome heterozygotes could potentially be considered separately, included
scanning may be a means of identifying individuals with a higher in the reference category with homozygotes for the common
risk of experiencing an adverse reaction to a drug.[6] An approach variant, or grouped with homozygotes for the rarer variant. This is
of assessing interaction of every genotype with a drug for a range more complex for multi-allelic systems. It may be possible to
of interaction models would generate a large number of false- classify genotypes on the basis of putative functional effects,[26]

positive results. Increasing the significance level as a safeguard but this may not be straightforward.
against type I error is unlikely to solve the multiple comparison In some studies, genotype has been inferred on the basis of a
problem because, in studies of gene-environment interaction in phenotypic test. A potential advantage of this approach is that it
general, there has been limited statistical power to detect interac- may provide a direct measure of the functional significance of the
tions because of modest effects and limited sample sizes.[108] underlying genetic polymorphism, but such an assay only provides

In addition, one of the problems with adjusting for multiple a measure at a single point in time, and potentially may be
tests is that it is not clear how many hypotheses are being test- distorted by systematic influences (e.g. effects of disease stress on
ed.[163,164] Therefore, there is increasing interest in Bayesian ap- metabolism, inducing factors) as well as random measurement
proaches. Colhoun et al.[164] suggested that in candidate-gene error. Contrasting results between studies based on phenotypic and
studies of complex traits, the significance level should be reduced genotype assays have been observed, for example, for the acety-
to about 0.00005, on the basis that this would achieve a posterior lator polymorphism and colorectal cancer.[54] Clearly, model spec-
odds ratio of 20 : 1 that an association was valid. It is not clear ification becomes more difficult as more environmental factors
whether this should be lower for gene-treatment interaction. On (and levels of exposure) and genes (and alleles) are included.
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Therefore, the distinction between a priori hypotheses and hy- different between the dichotomous categories of genotype. The
pothesis generation is crucial. utility of this approach depends on whether a linear trend in risk is

appropriate. Secondly, a cross-product term for each combinationThe simplest framework for analysis of gene-drug interaction is
of genotype and drug exposure category (omitting the combinationthe two-by-four table.[166,167] In the examples discussed in this
for the reference category) could be introduced into the logisticpaper, we have focussed on relative risks to show the relationships
model and the p-value for the difference in the log-likelihoodbetween the different study designs. However, other measures of
between this model and the model containing the main effectrisk can be calculated using this framework, including absolute
estimates for the genotype and drug exposure variables could berisk (and the related measures of absolute risk reduction and
determined. A potential problem with the likelihood ratio test fornumber needed to treat). Absolute risks can be estimated from
interaction is that in situations in which the data depart from anRCTs and cohort studies. For example, in the RCT of alternative
ordered trend, the likelihood ratio test may give a significant resultantidepressant drugs[60] described above, when genotype is not
because the cross-product terms improve the fit of the model to thetaken into account the number of patients needed to be switched
data. Therefore, assessing gene-environment interaction solely byfrom paroxetine to mirtazepine to prevent one discontinuation of
screening for the level of significance of a formal test for interac-therapy resulting from an adverse effect is 9 [1/(0.262 –0.153); see
tion should be avoided. Thirdly, estimates of drug effects could betable III]. When HTR2A +102T/C genotype is taken into account,
compared between genotype strata. However, the finding of athe number of patients whose therapy would need to be changed in
significant effect in one or more strata but no significance in atthose homozygous for the C allele is 3, whereas in those with the
least one other stratum does not constitute statistical evidence ofTT or TC genotype it would be 111. The decision to change
interaction. Often such a pattern has been observed when inade-therapy for all patients, or only for a genetically defined subset,
quate power exists in one of the strata and a formal test ofwould depend on other outcomes of therapy, acceptability of
statistical interaction has been performed to assess the strength ofgenotyping to patients, and, possibly, costs. Absolute risks cannot
the evidence for interaction. Little work has been done on testingbe estimated in case-control studies unless complementary follow-
for departures from additive models of genetic and environmentalup data are available.
effects.[51,120]

The population attributable fraction is a measure of the public
Although most studies have not considered multiple candidatehealth consequences of a relation between a risk factor and a

genes,[59] it is unlikely that a single polymorphism will determinedisease (including an adverse reaction). It takes account of the
the response to a drug.[2,31] As the numbers of factors postulated tostrength of association between the risk factor and disease, and the
interact increases, the number of combinations of factors growsprevalence of the risk factor in the population. It can be estimated
quickly (2n for n dichotomous factors), and there are likely to befrom cohort studies and, provided that cases are an unbiased
sparse data for many of the combinations. A possible solution issample of cases in the source population, in case-control stud-
pooled analysis. Pooled analysis of data on individual subjectsies.[168] In the example of the interaction between HRT and Factor
from multiple studies involves obtaining and re-analyzing theV Leiden, in the etiology of a first episode of deep vein thrombo-
primary data, as distinct from aggregating published informa-sis,[85] the population attributable fraction for HRT was 16%, for
tion.[172] An additional problem is that interaction between multi-Factor V Leiden 4%, and for their joint effects 1%. Although the
ple factors may not adequately be described as departures frominteraction effect is large, the public health impact is low because
multiplicative or additive effects.[167] It has been suggested thatthe frequency of the susceptibility genotype is low. For studies of
neural networks may be used to investigate complex interactionsdrug use and genotypes common in the population, the population
because they are less dependent on prior model specification thanattributable fraction of interaction is large even if the interaction
other methods.[173-175] However, they may be limited in theireffect is only moderate.[169]

ability to estimate dependence among risk factors.[173,175]
Analytic methods to test for gene-environment interactions are

still under development; for example, the application of hierarchi-
5. Interpretationcal models is being explored.[170,171]Three common methods po-

tentially could be used to assess the statistical significance of gene-
drug interactions, defined as departure from multiplicative ef- Gene-treatment interaction is complex,[2] but many responses to
fects.[108] First, an interaction term could be introduced into a drugs appear to be simpler traits than are common diseases.[176] As
logistic model and then a test (the Wald test) performed to deter- already discussed, it is likely that multiple genes operating in
mine whether the linear trend in risk associated with drug expo- pathways will determine response to a drug. A single gene variant
sure, such as dose, frequency, or duration of use, is significantly may be associated with an increased risk of one disease, but with
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decreased risk for another. For example, the MTHFR 667C→T association, and genotype prevalence. For example, one factor that
variant is associated with increased risk for coronary heart dis- may have a marked impact on cost-effectiveness and cost-utility is
ease,[177] but a decreased risk for colorectal cancer.[178] Considera- genotype frequency in the patient group or population in which the
ble importance is being accorded by many commentators to data drug would be applied. In an evaluation of thiopurine S-methyl-
on gene function and mechanisms in making causal inference transferase (TPMT) genotyping in children with acute lymphoblas-
about gene-disease associations and gene-environment interac- tic leukemia receiving mercaptourine therapy, when the frequency
tion.[179-185] On the other hand, there has been concern that mech- of the genotype associated with severe hematopoietic toxicity was
anistic evidence might be identified selectively, rather than by 0.3%, the incremental cost-effectiveness ratio (ICER) was highly
systematic review, and used to reinforce an assertion of causali- variable and exceeded $US50 000 for many scenarios. In compari-
ty.[186] Moreover, Page et al.[185] note that biological plausibility son, when the genotype frequency was 1%, there was less variabil-
for an association (or interaction) that is valid may not be apparent ity in the ICER and it was under $ US 50 000 in virtually all
because of our limited knowledge of gene function and mecha- scenarios.[24,189]

nisms. It seems crucially important that connections are made and
7. Conclusionsmaintained between research efforts on gene function and mecha-

nisms, and epidemiologic research relevant to gene-treatment in-
There is a large gap between the promise of what the Human

teraction. In addition, systematic review principles should be
Genome Project could provide and the application of genomic

applied to data on gene function and mechanisms, as well as
information to improve the use of drugs in the management and

epidemiologic studies.
prevention of disease. The epidemiologic approach enables the
systematic evaluation of the risks and benefits of potential target-

6. Use of Epidemiological Evidence in the ing of drug treatment on the basis of genomic information, both in
Development of Pharmacogenomic Testing series of patients and in the general population, and high quality

epidemiologic data are the key to evaluations of cost-effectiveness
Haddow and Palomaki[187] have described a framework for and cost-utility analyses.

evaluating data on emerging genetic tests, based on four compo- No one study design is ideal for every situation, in conse-
nents – analytic validity, clinical validity, clinical utility and quence, there is a need to employ a range of different designs to
ethical, legal and social issues (ACCE). In the context of gene- establish a portfolio of evidence and to carefully consider the
drug interaction, clinical validity would define the ability of infor- extent to which non-causal explanations for interactions can be
mation on the combination of genotype and drug exposure to excluded. In view of the likely complexity of gene-drug interac-
predict outcome. Clinical utility defines health outcomes (positive tion, pooling of data across studies is likely to be needed to have
and negative) that would be associated with the introduction of a adequate statistical power to test hypotheses. Integration of evi-
test into practice. Evidence of clinical validity and clinical utility dence is important for replication of observed gene-drug interac-
will be derived from well-designed and conducted epidemiologi- tions and for cost-effectiveness and cost-utility analyses. Ideally,
cal studies, including RCTs. It is important to integrate evidence data on interactions will be available for several outcomes to
across studies. enable cost-effectiveness and cost-utility analysis as a basis for

Goldstein[153] has emphasized the importance of making report- policy.
ed associations between genetic variants and drug responses as
secure as possible. This requires exclusion of non-causal explana- Acknowledgements
tions and determining whether the associations can be replicated.
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