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ABSTRACT

The National Agriculturd Statistics Service is deveoping straegies that limit the amount of sample overlap across
unrelated surveys by using multi-phase sampling principles. In itssimplest form, Sample A is sdected first, and then
Sample B is chosen from among those members of the population not selected for Sample A. Effectively, SampleB is
selected in two-phases.  This two-phase approach extends easily to the coordination of more than two samples, although
meeting accuracy and/or sample-size targets while maintaining strict sample exclusivity is not always possible. Variation
of the basic approach address this problem, but lead to some theoretical difficulties. Sampling weights may be based on
productsof conditional selection probabilitiesrather than on unconditional selection probabilities. Randomization-based
variance estimation likewise may depend on the product of conditional joint selection probabilities. In practice, variance
estimates will be reasonable but may not dways be randomization cond stent.
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1. INTRODUCTION

We will describe a potential methodology for drawing a particular sample - the Agricultural Resource
Management Study (ARMS) screening sample - in a manner that limits overlgp with other surveys. Unlike the
“Perry-Burt” technique (seePerry et al. 1994) currently used a the National Agricultural Statistics Service (NASS),
this new methodol ogy handles unstratified, unequal probability sasmpling designs properly. Such adesignisaready
being used in the new Crops/Stocks Survey (CS) and may be used in drawing the ARMS screening sample in the
future. Bailey and Kott (1997) provide a description of the CS sample design.

The basic concepts of the new methodology in an idealized environment will be outlined first. Wewill then
show how it can be applied to a particular NASS application. Unfortunately, the basic concept as outlined can not
aways be appliedin practice. Consequently, afew variations are proposed. A discussion follows.

2. THE BASIC CONCEPT

Suppose we want to draw R samples sequentially. Our principle interest is the sample design for the last
survey (denoted R). For now, assumethat the first R - 1 samples are drawn independently. Our goal isto limit the
possibility that afarm selected for (at least) one of the previous R -1 samplesis selected again for Sample R. Itis
not necessary that the populations of interest be the same for all the samples. We do require, however, that we can
identify whether or not a unit (farm) in the population of interest for one sample, say Sampler (=1, ..., R),isaso
in the population of interest for another sample, say Sample s, s = r.

The conditional selection probability of afarm for Sample r is the probability of selecting thefarm for
Sampler at the time of selection. We denote thi s probability by p, (we suppress the subscript denoting the farm for
convenience). By convention, afarm not eligible for selection inr hasp, = 0.

The effective unconditional selection probability of afarm for Sampler isits conditional selection
probability timesthe probability that itis available for sampling (more on “availability” later). We denote this by
n,. Itisthisvalue we usein estimation, albeit often in adjusted form.
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For al Samplesr <R, afarm’ sconditional and effective unconditional selection probabilitiesare equal; that
is, p, =m,. ldeally for Sample R, we warnt to set p; = 0 when the eligible farm has been selected in a previous sample.
Such afarmis said to be unavailable for Sample R. Notice the distinction between the eligibility of afarm for
Sample R - meaning that it meets the requirements for sampling - and its availability - meaning it has not been
selected for one of the other samples.
The effective unconditional sdection probability for afarmbeingin Sample R is

R =(1-p)2-p,) (- Pr1)Prs D

that is, the probability of the farm not being selected for Sample 1, not being selected for Sample 2, ..., not being
selected for Sample R -1, and then being selected for Sample R.  Equation (1) also definesthe #ue unconditional
selection probability of the farm when py is set independently of thefirst R - 1 samples. In practice, this may not be
the case.

Equation (1) tells us that, for afarm not selected in a previous survey, the Sample-R conditional selection
probability is

Pr=mr/[(1-p) (1~ pri) 2

aslongasnop, = 1forr <R; otherwise, p; would be undefined. Thisisan important but obviousrestriction. If a
farmwas acertainty in aprevious sample, thereisno way toavoid the possibility it will also bein Sample R without
violating randomization-based principles (observe that =, in equation (1) would be zero, an unacceptable value, no
matter to what value py is set). This means asa practical matter, the “I - p,” term must be removed from “(1 - p,)
(1l - pg_,) " in equations (1) and (2) when p, = 1. For ease of exposition, we will assume that all p, < 1 from now
on.

3. AN APPLICATION AND A SMALL EXTENSION

Supposewe want to co-ordinate the ARM S screening samplewith R - 1 other independently drawn samples
inthe same survey year. If possible, wewant no farmin one of the other samplesto bedrawnintothe ARMS sample.
Aslong asthere areno certaintiesis any of the other samples, thisisa simple matter. Calling the ARMS screening
Sample R and drawing it last, we need only set the p, and use equation (1) to determine the x.

Setting the p,—values makes sense when our only concern is assuring that a required number of farms of
various types get in the ARMS screening sample. If we are more concerned with the efficiency of the ARMS
estimation strategies, we may want to target farm ny—values. This can cause additional complications we will
consider later.

Itisasimple matter to extend this framework to include previous ARM S screening samples by allowing the
farm’s conditional and effective unconditional selection probabilities for Sampler < R to be unequa. Our focus
remainsthe final ARM Sscreening sample (R). The new potential inequality of selection probabilities hasno effect
on equations (1) and (2), sinceeach p,, r <R, clearly denotes a conditional selection probability.

The CSismadeup of three separate and dependent modules (two yield modul es and acrops/socksmodul €).
For our purpose, these can be looked at as three different samples (among thefirst R -1) where, as with previous
ARM Sscreening samples, thefarmconditional and effective unconditional selection probabilities need not beequal.

4. TARGETING THE UNCONDITIONAL PROBABILITIES

As noted previously, one way to design the ARMS screening sample is to target the conditional selection
probabilities among farms availablefor sampling (i.e., after removing selectionsfor any of the other R - 1 samples).
Unfortunately, this can lead to farms with very large sampling weights (a farm’s unadjusted weight is /). An
alternative approach istotarget n,- valuesand | et equation (2) determine theconditional probabilitiesfor the ARMS
screening sample.
A problem with this approach is that it may be difficult to accurately target the number of farms with
particular control characteristicsthat will fal into the ARMS screening sample. For example, suppose we want n



farmsin the sasmpleto have positive cattle-control data. Wecould set the n,-valuesfor all eligible list-frame farms
with positive cattle-control data so that the sum of these n;- valuesequalsn (recdl that “eligible” means meetingthe
requirement for the ARMS screening sample as opposed to being available for sampling). This only assures that
the expected number of farms in the sample with postive cattle-control datais n. The actual number may vary,
which can be a cause of concern.

Systematic (unequal) probability sampling can be used to mitigatethis concern. For example, suppose we
separate the available sample into mutually exclusive groups along the lines of the present ARM S screening strata
and choose a constant rt,,- value for each group as we do now for each stratum. Drawing a systematic probability
sample within each group using p,- values derived from equation (2) should yield a number of hits per group very
close to its expected value.

In the future, NASS may sdect the ARMS screening sample in a manner similar to the CS; that is, draw
dependent samplesfor anumber of survey items by setting afarm’ s effective unconditional selection probability for
an item equal to the item’ s target sample size timesthe item' s frame-specific “measure of size” raised to the 3/4'th
power. The combined sample often produces counts that exceed each item-specific sample-size target (see Bailey
and Kott, 1997).

4.1 A “Generalized” Solution

A problemwith targeting =, - values and applying equation (2) isthat there is no guarantee that the resulting
conditional selection probability, pg, will lessthan or equal to 1, arequirement for aprobability. To assurethat this
requirement is satisfied, we can generalize the method of bit.  Let us suppose that there is a target =, for each
eligiblefarm (avail able or not). When the resulting py is greater than 1, we allow the possibility that the farmisin
both (some) rand Rand drop “1- p,” from*“(1- p,) (1 - ps.,)” inequation (2).

Dropping 1 - p, may not be enough to assure p; is no greater than 1. We may beforced to allow afarminto
Sample R that isin two (or more) other samples.

4.2 A “Modified” Solution

Rulesfor potential sampleoverlap haveto be determined beforel ooking at the particular farms affected. We
may also want to require p, belessthan 1/m sincewe need to control the probability that afarmwill be in one of the
next m -1 ARMS screening samples.

We suspect that in practice some combination of setting the p; and ;- values will evolve from trial-and-
error. For example, we may first set the Sample-R target effective unconditional probability for afarmat =, and
then let

P =min{1m, m/[(1-p) (1~ pe )]}

Consequently, the effective unconditiona selection probability of the farm would be modified to

e =min{(Um)(1 - p,) (1 - pr 1), ).

Thiscould, of course, defeat whatever purposewe had for setting theoriginal target eff ective unconditional selection
probabilities. Some work is definitely needed in this area.

Observe that even with anm as small as 3, thelargest value n, can takeis (1/3)(2/3)(2/3) = 4/27, and that
assumesthe farmis not eligible for any other sample but the ARMS screening samples. This suggests that we may
want to determine m on a farm-by-farm basis when using this approach with larger farms getting a small m and
smaller farmsalarger m.

4.3 Using Permanent Random Numbers

Oneway to keep thetarget ;- valuesbut limit the potential for sample overlap whenSamples 1 through R- 1
are selected independently istodothefollowing. Letn; ,=1- (1-p,) " (1- pg ,) betheprobability that thefarm
isaselectioninat least one previous(to R) sample (weareagain, for simplicity, ignoring the possbility that thefarm
isacertainty sdectioninaprevioussample). If thefarmiseligiblefor Sample R, choose a uniform random number,
p*, fromthe unit interval, [0, 1). Assignthe farm the permanent random number (PRN):



p=p*ng, if it has been selected in a previous sample,
P = Tgr-

=ng, +p*(1- ng,) Otherwise.

Observe that the probability dendty for each possible PRN in [0, 1) isthe same, whichis arequirement for PRN’s.
Thefarm is selected for Sample R if itisnot aseectionin aprevioussample, and its PRN islessthan

nr, + g If thefarm is in aprevious sample, it isalso selected for Sample R when p islessthan ny , + g - 1.
This method of sample selection isaform of Poisson PRN sampling. A farmis chosen for Rif

pelmpy Tyt mR) whenn, , + 7z <1, 0r
pelnry, Du [0, g, +g-1) otherwise.

Thus, the farm’s selection probability istz. Thesets[ nz ;, 1z, + 7g) @d [ 7z ;, v [0, mg , + 715 - 1) arecalled
Poisson PRN sampling ranges.

With this sampling method, we do not explicit calcul ate conditional selection probabilitiesfor thefarmsin
Sample R. Nevertheless, note that the old requirement to assure that Sample R not overlap a previous sample,
namely, that p, in equation (2) be lessthan or equal to 1, isequivalent to the requirement n; , + my < 1.

Observe that if R=2, the probability of the farm being in both sampleswhen =, + &, > 1is n, + n, - 1.
Using the “ generalized” method described in Section 4.1, itis =, «,;, which isgreater than =, + ©; - L unlessx, or
n, equal 1. Thisisbecause (1- =,)(1- =,) >0implies n, n, > n, + 7w, - 1

5. DISCUSSION

The Poisson PRN method for choosing Sample R requires that the R- 1 previous samples be independently
drawn (effectively, the methods treats the union of Samples 1 through R- 1 asif it were drawn using a Poisson PRN
process). Thisis not always the case for the ARMS screening sample.

The problem of non-independent previous samples disappearswhen R=2. Infact, it isasimple matter to co-
ordinate any number of samples by creating farm-specific Poisson PRN sampling rangesfor the current sample that
begin where the previous ranges end. Moreover, when some overlgp across samples becomes unavoidable, we can
order the samples in such away that the probability of beingin two particular samplesis minimized (e.g., making
them adjacent in the order of sample selection).

Extending the “generalized’ and “ modified” approaches of Sections4.1 and 4.2 in asimilar manner ismore
difficult. We need to keep track of avariety of conditional probabilities depending on which previous samples we
allow to overlap the one currently being selected. These methods do have the advantage of being better able to meet
sample-size targets because it is always possible to adjust the latest conditional selection probability as needed.

With the kinds of sampling designs we have discussed here, a calibration technique should be used to
estimatean item-specific mean or total (when estimatingratios, by contrast, calibration often provideslittieof vaue).
A reasonable estimator for the model variance and randomi zation meansquared error of acalibrationestimator based
on Sample R, say, is

v=Y (38e)*(1- mpg) ©)
jeS

wherea isthe calibrated weight for farmj,

g istheitem-specific residual for farmj, and

m IS the effective unconditional selection probability of farm j for Sample R.
We are now allowing the possibility that Sample R is co-ordinated with a number of previous samples and not just
the union of all previous samples taken as a whole. The variance estimator v is missing terms of the form
(ae)(ae)(my - mm,), where m, isthe product of joint conditional probabilities of selection. Unlessthe R samples
are all Poisson (so m, = m;m, when j = k), this omission renders v in equation (3) biased as an estimator for
randomization mean squared error. It is doubtful, however, that the bias will be of practical importance.

NASS actually usesajackknife to estimate variances, which is asymptotically equivalent in expectation to
ignoring the finite popul ation correctionterms (the (1 - n;;)) in equation (3). Kott (1997) discussesthe need for the
model on which the calibration is based to include an intercept when Poisson sampling is used.

In practice, all three techniques, generalized, modified, and Poisson PRN, may be used in combination.



Allocation using the multivariate schemes described in Bailey and K ott (1997) is not an exact science, so it may not
beimprudent to truncate effective unconditional selection probabilitiesliberallyif not universally (i.e., often, but not
aways).
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