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Introduction
For manylarge-scalesurveyslikethose conducted

by the Bureauof the Census and the National Center
for Health Statistics in the United States, and the
World FertilitySumeycoordinatedby theInternational
StatisticalInstitutein the Netherlands,data are ob-
tainedthroughmulti-stagesamplingdesigns involving
clusteringandstratification,as wellas estimationtech-
niquesthatincludepost-stratificationandnon-response
adjustments.1-3 Consequently, the direct application
of standardstatisticalanalytic methods may be mis-
leadingfor such surveydata. The inappropriatenessof
standardmethcdsinthiscontextisdueto thecomplexi-
ties in the sampledesignwhich induce a non-standard
covariancestructureamongthesamplequantitiesunder
investigation.

Although the modification of statistical analytic
proceduresto incoqmratethe effects of complex sam-
ple designs is an important area of research, the
metklobgies appropriatefor suchdatahavenotbeen
made readily available to general users of statistical
softwarepackages. Exceptionsto thisare the software
packagesdeveloped for the analysisof surveydata, in-
cludiug OSIRIS IV (Universi@ of Michigan)4 and
SUPERCARP (Iowa State University),5 which are
available for purchase and documented for outside
users. In addition, the programs SESUDAAN and
SURREG~ whichareaccessed throughSAS$ canbe
obtained from Babu Shah of the Research Triangle
Institute.

The methods and resultspresentedin this mono-
graphwere developed in the process of producingthe
extensive analyses reported in three NCHS publica-
tions7-9based on data from the firstNational Health
andNutritionExaminationSurvey.Althoughthe gen-
eralmetldology outied hereinis notnew or unique,
some of theseprocedures are not well known to users
of standardstatisticalsoftwarepackages.Inparticular,
severalcomputingstagesinvolvingseparatealgorithms
are required to generatethe analysisof variance and
contingency table analyses.

This documentis intendedto providea representa-
tive set of analyses illustratedby data fmm the fust
National Health and NutritionExtiation Survey.
These data are availableon public use tapes and can
be purchasedfrom theNationalTechnical Information
Service. They permit analyses by researchers with
varied statisticalapproaches and availablecomputing
software.Eventhoughotherusersmaynothaveaccess
to the same computingpackages used for this report,
padlels with other software will be similar. These
resultshavebeen computedundervariousassumptions
ignoringtheweights,ignoringthe sampledesign,or ig-
noringneitherthe weightsnor the sampledesign.The
importanceof thedesignon estimatesof variance,and
consequently, of test statistics,is highlightedthrough-
out,both as aresearchfindingof interestfor thissurvey
andas anillustrationof thecriticalimportanceof incor-
poratingthese design effkctsinto any analysesof data
from thefirstNational HealthandNutritionExamina-
tion Survey or from other complex surveys.



Survey design

The sampledesignfor thefirstNationalHealthand
NutritionExaminationSurvey(NHANES I) is basi-
cally a three-stage, stratifiedprobability sample of
clustersof personsinarea-basedsegments.The sample
was designedto representtheciviliannoninstitutional-
ized population ages 1–74 years in the coterrninous
United States,excludingpersonsresidingon landsset
asidefor theuseof AmericanIndians.Successivesam-
plingunitsusedin thesamplingweretheprimarysamp-
ling unit (a county or groupof countiesdenoted as a
PSU), census enumerationdistrict (ED), segment(a
clusterof households),household,eligibleperson, and
sampleperson.

For theApril 1971 throughJune 1974 period, the
designprovidedfor selectionof arepresentativesample
of the targetpopulation 1–74 years of age. The entire
sample was given the nutrition-relatedinterviewand
examination;a subsarnpleof adults25–74 yearsof age
receivedamoredetailedexaminationfocused on other
aspects of health and healthcare needs. To increase
the size of the subsampleof adultsand, consequently,
the usefulnessof the data obtained,the designfimther
providedfor selectionof an additionalnationalsample
of adults25–74 yeas of age. This samplewas givena
detailed examinationin July 1974-September 1975.
The extension of NHANES I is referred to as the
“Augmentation Survey.”10

The estimated civilian noninstitutionalizedU.S.
populationages 1–74 yearsat thetimeof examination
is shownin table 1by sex, race, andage. Becausecer-
tainanalysesmustbe done on thebasisof ageatexam-
ination, for the sake of consistency the population
estimatesalso have been based upon age at examinat-
ion ratherthanthe age at interview.

Sample selection

The first stageof’ the sample selectionbegan with
the 1960 decennialcensuslistsof addressesandnearly
1,900 primarysamplingunits(PSUS) into which the
entireUnitedStateshadbeendivided.The 1960 decen-

nialcensusinformationwas lusedintheselectionof first
stageunitsbecause the 1970 census informationwas
not available.The 1970 census informationwas used
atsubsequentstagesof selectionasitbecameavailable,
althoughit was not used fcmlater stagesof selection
within all primary selections. Each PSU is either a
standardmetropolitanstatisticalarea(SMSA), asingle
county, or a groupof two or threecontiguouscounties.
The PSU’S were grouped into 357 strata, as for the
National Health Interview Survey during 1963-72,
andsubsequentlycollapsed into 40 superstratafor use
in NHANES I.

For theApril 1971-June1974 period, 15 of the40
“superstrata” which contained a single large metro-
politan area of more than :2million population were
chosen in thesamplewithcertainty.The remaining25
noncertaintystratawereclassifiedintofourbroad geo-
graphic regions of approximately equal population
(when the largemetropolitanareas selected with cer-
tainty were included) and cross-classfled into four
broad population density groups in each region. A
controlled-selectiontechnique 1was usedto selecttwo
PSU’S from each of the 25 noncertaintysuperstrata.
Theprobabilityof selectionof a PSU wasproportional
to its 1960 population. Representationof specifkd
stategroupsandrateof populationchangeclassesinthe
selectionswascontrolledinthesampleselectionprocess.
In thismannera total first stagesample of 65 PSU’S
was selected, 15 largemetropolitancertaintyareasand
(2)(25) =50 pairedselectionsfromnoncertaintyareas.
These 65 sample PSU’S are the areas within which
clustersof samplepxsons wereselectedforexamination.

Although the 1970 census data were used as the
framefor selectingthe samplewithinthe PSU’S when
the databecame’available,the calendarof operations
requiredthatthe 1960 censusdatabe usedfor thefi:rst
44 locationsin thesample.The 1970 censusdatawere
thenusedfor thefinal21 locationsof thesampleandfor
the AugmentationSurvey.

Beginningwiththeuseclfthe 1970 censusdata,the
segmentsize was changedfiromanexpected 6 housing
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unitsselectedfromcompactclustersof 18housingunits
to anexpected 8 housingunits.This changewas imple-
mentedbecause of operational advantages.Research
by the U.S. Bureauof the Census indicatedthatpre-
cision of estimateswould not be appreciably affected
by sucha mtilcation. For largeenumerationdistricts
(ED’s), the segmentswere clustersof addressesfrom
the 1960 Census ListingBooks (laterthe correspond-
ing books for 1970). For other ED’s, area sampling
was employed and consequentlysome variationin the
segmentsizeoccurred.To makethesamplerepresenta-
tiveof thethencurrentpopulationof theUnitedStates,
the address or list segmentswere supplementedby a
sample of housing units that had been constructed
since 1960.

i, Within each selected PSU a systematicsample of
clustersof housingunitsor segmentswas selected.The
ED’s selected for the sample were coded into one of
two economic classes. The firstclass, identifiedas the
poverty stratum, was composed of current poverty
areas that had been identiiled by the Bureau of the
Censusin 1970 based on informationobtainedpriorto
the 1970 Census plus other ED’s in the PSU with a
mean income of less than $3,000 in 1959 (based on
1960 Census). The second economic class, the non-
poverty stratum,included all ED’s not designatedas
belongingto thepoverty stratum.AJlsamplesegments
in ED’s ciassilledas beingin thepoverty stratumwere
retainedin the sample. For those sample segmentsin
nonpovertystratumED’s, the selected segmentswere
dividedintoeightrandomsubgroupsandone of thesub-
groups remained in the NHANES I sample. Con-
tinuingresearch dwing the NHANES I field collec-
tion period indicatedthatefficiency of estimatescould
be increasedby changingthe ratio of poverty to non-
povertysegmentsfrom 8:1 to 2:1. Therefore,inthelater
surveylocationstheselectedsegmentsinthenonpcwerty
stratumED’s were divided into only two randomsub-
groupsand one of thesubgroupswas chosen to remain
inthesample.Adequatereliabilityfor separateanalyses
of thoseclassifiedas beingbelow thepoverty level and
those classfled as being above the poverty level was
achieved througha disproportionateallocation of the
sample among pove~ and nonpoverty stratawithin
selected PSU’S.

After identifyingthe sample segments, a list was
made of all cment addresses within the segment
boundaries,A household member was interviewedto
determinethe age andsex of each householdmember,
aswell as otherdemographicandsocioeconomic infor-
mationrequiredfor the survey. If no one was at home
after repeated calls, or if the household members re-
fused to be interviewed,the interviewertriedto deter-
minethehouseholdcompxition by questioningneighlxm.

To select thepersons in the sample segmentsto be
examinedinNHANES I, allhouseholdmembersages
1–74 years in each segmentwere listed on a sample
selection worksheet,with each household in the seg-

ment listed on the worksheet in the order in which it
had been listed by the interviewer.The number of
household membersin each of six age-sex groups(see
table 2) were listedon the worksheetunderthe appro-
priate age-sex group column. The sample selection
worksheets were then arranged in segment-number
order. A systematicsampleof persons in each age-sex
groupwas selected to be examinedusingthe sampling
ratesdisplayed in table 2.

In general,thisprocedureresultedin only one per-
sonbeingselectedfrom ahousehold.However, in afew
instances,more than one person was selected from a
givenhousehold.This samplingstrategyfor thegeneral
sample of NHANES I resulted in the selection of
28,043 samplepersons1–74yearsof age,a samplethat -
can be regardedas representativeof the targetpopu-
lation displayed in table 1.

In addition,a subsampleof adults25–74 years of
age was designatedto receive a detailedhealthexam-
ination in addition to the generalhealthexamination
givento all selectedpersons.This detailedsamplewas
chosen systematically tier a random start from the
generalsampleof selectedpersonsusingsamplingrates
shown in table 3. For example, adults45–64 years of
age were subsampledfor thedetailedexaminationata
somewhat higher rate than 25–44 years of age from
among all persons selected withincooperatinghouse-
holds.

The mobile examinationunits were moved from
one location to the next during a 39–month period
(197 1-74) to permit administeringsingle-timeexam-
inations to the sample of persons participatingin the
study.These mobile unitswere moved throughoutthe
North duringthe summeFmonthsand throughoutthe
Southernareas in the winter months. Consequently,
certainmeasuresmay reflect seasonal influences.

The sample for the AugmentationSurvey, adults
25–74 years of age selected for examinationin 35 pri-
mary units, also constitutes a national probability
sampleof the targetpopulation. Moreover, when con-
sideredjointly withthose selectedfor the NHANES I
detailedexaminationsin the first65 locations, theen-
tire100 location samplealsorepresentstheadultpopu-
lation at thattime.

The samplingframefor selectingtheaugmentation
samplewas the 1970 decennialcensuslistof addresses
and PSU’S. The methods for establishingthe sample
frame and selectinghouseholdswere generallysimilar
to thoseusedin selectingthegeneralsample.However,
only 5 of the 15 superstrata(composed of only 1 very
largemetropolitanareaof more than2 millionpopula-
tion) were drawn into the augmentationsample with
certainty.The remaining10 of these superstratawere
collapsed into 5 groups of 2 each from which only 1
superstratawasselected.Thus,theprobabilityof selec-
tionfor each of these 10 superstratais0.5, eventhough
eachof the5 collapsedptirs is representedinthedesign -
with certainty.When these latter5 locations are con-
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sideredapartof the 100 primarysamplingunitdesign,
they are selected with certainty.

In this AugmentationSurvey there was no eco-
nomic stratilcation of enumerationdistricts and no
oversamplingamong special age-sex groups. One of
every two eligible persons withinsample households
(usinga randomstartamongthose25-74 yearsof age)
was selected for participationin the survey.

Nonresponse

In a healthexaminationsurvey,as well as anysur-
vey involvingvolunteerparticipation,thesurveymeets
one of itssevereproblemsafterthesampleis identiled
andthe samplepersons arerequestedto participatein
the examination.A sizable numberof samplepersons
who initiallyare willingto complete thehouseholdin-
formation, and possibly some of the medical history
questionnaires(which are done in the household),
usually will not participatein the examination. Full
participationby individuals is determinedby many
factors, some of them uncontrollable by either the
sampleperson or the surveypersonnel. For example,
familyhealthbeliefsandpractices,employmentstatus,
and access to transportationcould tiect participation
in the survey. Because nonresponse is a potential
sourceof bias,intensiveeffortsweremadeinNHANES I
todevelopandimplementproceduresandinducements
to reduce the numberof nonrespondentsand thereby
reducethepotentialof bias due to nonresponse.These
proceduresarediscussedin a Vitalandlfealth Statis-
tics series report.1

Also duringthe early stagesof NHANES I when
it became apparent that the response rate for the
examinationswas lower than in the preceding health
examinationsurveys,a studyof theeffect of remunera-
tionuponresponseinNHANES Iwasundertaken.The
findings,publishedby NCHS,lZ included remunera-
tionasa routineprocedureinNHANES I startingwith
the 21st and 22nd examinationlocations.

Despite response rates of over 98 percent at the
householdinterviewstageand intensiveeffortsof per-
suasion, only 20,749 or 74.0 percent of the sample
personsfrom thefirst65 surveylocations were exam-
ined.When adjustmentsaremade for differentialsam-
pliig for high-riskgroups, the weightedresponse rate
becomes 75.2 percent.Consequently,thepotentialfor
a sizable bias existsin theestimatesfrom thissurvey.
However, from what is known about the nonrespond-
ents andthe natureof the nonresponse,the likelihood
of sizable bias is believed to be small.

Using data from NHANES I and horn an earlier
survey, efforts have been made to examine possible
health-relateddMerencesbetweenexaminedandnon-
examinedpersons.An investigationof reasonsfor par-
ticipation and nonparticipationin NHANES I was
conductedby interviewinga sampleof 406 people com-
prisedof 290 examinedpersons, 35 persons who had

made appointmentsfor theexaminationbutwho never
came to the mobile examinationcenterfor the exam-
ination, and 81 persons who refusedto participatein
the survey.ls The samplepersons for this studycame
from four surveylocations: M. Louis, Monterey, New
York, and Philadelphia.They were asked to indicate
whytheydidnotchoose tobe examinedinNHANES 1.
The primaryreasonsgivenwerethattheyhadno need
for a physical examination (48 percent), or that the
examinationtimeswere inccmvenientbecause of work
schedulesor otherdemands(15 percent). Ordy 6 per-
centof thosepersonswho werenotexaminedindicated
thattheyrefusedthe examinationbecause of sickness,
and 3 percentbased theirrefusalon a fear of possible
findings.

Data on both examined and nonexamined (but
interviewed)personswere analyzedby usinginforma-
tionflomthe first35 surveylocationsof NHANES 1.14
For thehealthcharacteristicscompared,thetwogroups
were quite similar. For example, 20 percent of the
examinedpeople reportedthata doctor had told them
they had arthritis,compared to 17 percent of the un-
examined people. Simi.kly, 18 percent of both the
examinedandthenonexaminedpersonshad been told
by a doctor thattheyhad highblood pressure.Twelve
percent of both groups reported that they were on a
special diet, and six percent of both groups said that
they regularlyused medicationfor nerves.

In anotherstudyof factors relatingto response in
Cycle I of the HealthExaminationSurvey,36 percent
of thenonexaminedpeople viewedthemselvesasbeing
in excellent health compamd with 31 percent of the
examinedpeople.15A self-alppraisalof poor healthwas
madeby 5 percentof thenonexaminedpersons,and13y
6 percentof those who were examined. In a different
studyof Cycle I findings,thosewho participatedin tihe
survey with no persuasionand those who participated
only aftera greatdeal of persuasiongenerallyhad few
dii%erencesfor numerous rdected examination and
questionnaireitems.lbThiswas interpretedasevidence
thatno largebias existsbetweenthese two groupsfor
the itemsinvestigated,snd ‘wasoffered as fi.uthersup-
port for the belief that littlebias is introducedto the
findingsbecauseof differencesinhealthcharacteristics
between examinedand nonexaminedpersons.

Because of the nonparticipationof some sample
persons in NHANES I, an adjustmentprocedure to
account for nonresponse (similarto thatused in pre-
viousNationalHealthExaminationSurveys)wasused.
The reciprocal of the probability of selection of the
sample persons is multipliedby a factor that brings
estimatesbased on examinedpersonsupto a level that
wouldhavebeen attainedifall samplepersonshadbeen
examined. This nonresponse adjustmentfactor was
computed separately within relatively homogeneous
classes definedby five incc~megroups (under$3,000;
$3,000-$6,99% $7,000-$9y!999;$10,000-$14,999; and
$15,000 or more) withineach stand.The factor is the
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ratio of the sum of sample weights for sll sample per-
sons to the sum of sampling weights for all responding
ssmple persons within the same homogeneous class,

To the degree that groups csn be defined which are
homogeneous with res~ct to the characteristics under
study, the nonresponse adjustment procedure can be
effective in reducing the potential bias ffom nonresponse.
In addition, a poststratifkd ratio adjustment procedure
was employed to force agreement between the final
ssmple estimates of the population and independent
controls prepared by the U.S. Bureau of the Census for
the noninstitutionaked population of the United States
as of November 1, 1972 (the approximate midpoint of
the survey) for the cells shown in table 1.

The combined adjustment factor for nonresponse
and poststratilcation among the detailed examine-es
was 1.45 for the 65 PSU’S of the 197 1–1974 Pried and
1.40 for the Augmentation Survey. For the 65-PSU
sample of NHANES I, the percent distribution of the
adjustment factors used for the 325 cells (determined
by the cross-classfication of the five income groups by
the 65 stands) is shown in table 4.

Missing data and imputation

Exrunination and other types of surveys in which
multiple observations are made on the same person are
subject to the loss of information not only through
failure to examine all sample persons, but also from the
failure to obtain and record all items of information for
examined persons. When data for spec~lc items are
missing for some of the examinees, values for these
items are often imputed to minimize the effect of such
item nonresponse on population estimates.

The issues relating to adjustments for missing data
in surveys of this magnitude are complex and too
numerous to discuss in this report. However, the adjust-
ments for relevant vsriables used in this research, par-
ticularly the dental and blood pressure findings used as
examples in the subsequent discussions, are of interest
here.

Dental findings were available for 20,218 of the
20,749 examinees in this NHANES I survey. Those
531 (2.6 percent) whose dental records were lost or
not obtained through examinations were assigned im-
puted values. Imputation of dental findings for an
exarninee was done by randomly selecting a record
from among exami.nees of the same age in years, race,
sex, a.mlincome -p Whohaddental f- recorded.
The values for this matched examinee were then im-
puted fbr the missing items for the examinee with
missing data. When data for income were not avail-
able, the match was limited to age, race, and sex. These
imputed values are included in all of the analyses in-
volving the dental variables in this report. The age and
sex distribution of the examinees with and without
dental data tim the survey is shown in table 5.

Among the 13,671 examinees ages 18-74 years in

the total, or nutrition, sample for 197 1–1974, there
were 76 (0.6 percent) examinees missing either the
single measurement of systolic or diastolic blood pres-
sure or both. Out of the 6,913 examinees ages 25–74
years in the detailed and augmentation sample, only 28
(0.4 ~rcent) were missing measurements of either
systolic or diastolic blood pressure or both in the first
sitting position. For the recumbent position, 59 (0.9
percent) were missing measurements of either systolic
or diastolic blood pressure or both, while for the second
sitting position, 64(0.9 percent) were missing measure-
ments for either or both blood pressures. In no case was
a diastolic measurement present without an accom-
panying systolic measurement.

For the statistical analysis of the blood pressure
variables reported in Vital and Health Statistics,
Series 1l-No. 203,17 imputed values for missing sys-
tolic and diastolic blood pressures were assigned from
the records of matched examinees with the same age,
sex, and race, with similar arm girth, weight, and height.
However, these missing value imputations are not
recorded on the public use tapes; the imputation
process would need to be repeated prior to statistical
analysis of the data if identical analyses to those re-
ported in the Series 1 l-No. 203 report were desired.
Because there are so few of them, persons with missing
blood pressures can be excluded from investigations of
hypotheses involving these variables without seriously
altering population Merences. Thus, to simplify the
analyses in this repxt, records with missing data for
blood pressure variables were excluded for estimates
or hypothesis tests in which that required variable was
missing.

In general, missing data cannot be ignored in the
analysis. For these analyws values were imputed for
the missing dental vaiiables and persons with missing
blood pressures were excluded when the necessary
value was missing. However, for variables with exces-
sive rates of missing data (for example, greater than 10
percent), the data analyst must exercise caution in
making estimates and drawing inferences from the
survey findings.

Design considerations for examined persons

Althoughthe sample design for this survey is de-
scribed in extensive detail in the previous sections and
in another documental aspects of the design pertaining
to data analysis considerations will be discussed further
in this section. All 20,749 examined persons in the first
65 survey locations received a specifically designed
nutrition-related examination. In addition, approxi-
mately 20 percent of those ages 25-74 years (3,854
persons) received a more detailed examination con-
cerning other aspects of health and health care needs.
An additional 3,059 persons ages 25-74 years were
examined in the 35-location Augmentation Survey to
increase the size of the detailed sample, and hence, the
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reliability of the estimates. The data collection forms
for the entire sample, together with the additional forms
for the detailed sample, are published elsewhere.lg

Although the sample design for this survey was
complex, the essential feature is the selection of pr-
imary sampling units (PSU’S) consisting of counties or
groups of counties from each of the defined strata. In
particular, the NHANES I design involved the selec-
tion with certainty of the 15 large standard metropolitan
statistical areas with more than 2 million population.

For data analysis purposes, several of the 15 cer-
tainty strata were combined by NCHS to fomn only 10
strata. The data tapes from NCHS reflect this revised
indexing of the certainty strata, although this recombi-
nation of strata is not documented completely in previous
NCHS publications. Each of these “certainty PSU’S”
consists of a large number of enumeration districts
which were treated as PSU’S. Each of the remaining 25
strata can be considered as being composed of exactly
two Psu’s.

The Augmentation Survey discussed in Vital and
Health Statistics, Series l-No. 149 poses additional
complications for analysis. The 3,059 examined per-
sons selected for this Augmentation Survey represent a
national probability sample of the target population
when used as a separate 35-location sample. The Aug-
mentation Survey can also be combined with the 65
location detailed sample to forma 1OO-PSU national
probability sample, in which the combined number of
persons is 6,913. Of the PSU’S, 10 were included on
both the Augmentation Survey and the initial survey.
There was oversampling of the elderly in the initial
detailed sample group (tables 2 and 3), but not in the
Augmentation Survey.

The number of PSU’s and the corresponding num-
ber of examined persons in each of these strata for each
of these survey components are summarized in table 6.
Thus, for analyticrd purposes, this design can be char-
acterized as having the following:

1) 10 strata with selection of segments as PSU’S and
with multiple PSU’S for all survey components
(survey locations 1-65);

2) 25 strata with
a) paired selections of PSU’S for the general and

detailed sample (survey locations 1-100);

-election of a single PSU for survey locations
1–35 and for the augmentation sample (loca-
tions 66–100).

Throughout the remainder of this report, these paired
or multiple selections will be referred to as sampling
emor computing units (SECU’S) indicating their role as
basic units invariance calculations. For example, if all
strata have exactly two SECU’S, a paired selection
model involving squared differences of SECU totals
within each stratum can be used to obtain Taylor series

approximations to variances and covariances of sample
estimators. Thus, if a particular design has exactly 2
PSUS per stratum, these PSU’S play the role of
SECU’S without further rccornbination. On the other
hand, the NHANES I design summarized in table 6
requires that the multiple PSU’S in strata 1–10 be com-
bined into two SECU’S each in order to have a paired
design. Although the analyses of this report do not deal
with 35-location design where only one PSU was selec-
ted for the noncertainty strata, it should be noted that
NCHS recommends that the 25-noncertainty strata be
collapsed into 13-SECU’S for variance computational
purposes in the documentation available with the
rnicrodata tapes.

Even though the overall number of examined per-
sons in this survey is quite lhrge, subclass analyses still
can lead to estimators with lunstable properties, particu-
larly estimators of their variances based on Taylor
series approximations for which the SECU sample
sizes are small. For example, in the general sample the
number of examined persons for the “other race” cate-
gory is extremely sparse in some of the strata as shown
in table 7. Moreover, as shown in table 8, the number in
some strata is quite sparso both for black people and
those of other races in the detailed survey. Corlse-
quently, analyses by racial subclasses requires particu-
lar attention to the coefficient of variation of the denom-
inator for the estimators involving ratio means; for the
detailed sample, certain analyses such as multiple re-
gressions by racial subgroups may lead to serious com-
putational difllculties or analyses of questionable relia-
bility. This issue will be addressed further in subsequent
sections.

Another important aspect of the NHANEIS I
design is the oversampling of the following subgroups
thought to be at high risk of malnutrition

1) Persons with low income;

2) Preschool children;

3) Women of childbearing age; and

4) Elderly persons.

Adjusted sampling weights that reflect these unecyml
selection probabilities, in addition to the basic prob-
ability of selection and the (adjustments for nonresponse
and poststratilcation, were computed and are on the
public-use data tapes.

An additional design complication arises because
there was no oversampling of the subset of the sample
persons ages 25-74 years who received the more detailed
health examination. Women of childbearing age were
not oversarnpled as they ‘were for the major nutrition
component of NHANES 1. However, some oversarn-
pling remained among the elderly and poor people.
There are separate adjusled sampling weights on the
data tapes for the 3,854 persons given this detailed
examination.

Consequently, when computing estimates of ana-
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lytic statistics and their estimated variance+ovariance
structure, the appropriate sampling weights need to be
utilized in the weighted analyses. Thus, in this report
hypotheses involving variables fkomthe initial detailed
sample of persons ages 25–74 (survey locations 1-65)
were investigated using the adjusted sampliig weights
associated with those sample persons. Analyses in-
volving the augmentation detailed sample (survey lwa-

tions 66–100) used the adjusted sampliig weights for
this group. When hypotheses were investigated across
the combined detailed sample groups (survey locations
1–100), a thM adjusted sampling weight was used for
the combined groups. Hypotheses involving variables
i%3mthe entire nutrition-related initial sample (survey
locations 1–65) utilized the adjusted sampling weights
for that sample.
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Analytical strategies

Because of the complexities in the sample design,
an analysis could be performed in any one of at least
three diHerent ways depending on whether the sam-
pling weights were used or whether the sample design
features were incorporated in the estimation procedure.
For simplicity, the following three options will be
discussed:

Use of sampling
Option

Weights Design features

.-
1..................... No No
2 . . . . . . . . . . . . . . . . . . . . . Yes No

3 . . . . . . . . . . . . . . . . . . . . . Yes Yes

Although the analyses could be performed under
“ any of these options, it will be demonstrated that option

3 is more appropriate for making final inferences from
these NHANES I data. However, as a practical matter,
most hypotheses ititially were investigated under op-
tion 1, since the implementation-of each option in suc-
cessive order from 1–3 involved considerably more
preparation and computing costs. Relationships found
to be statistically signiilcant under option 1 were sub-
jected to more deftitive analyses under option 3 utiliz-
ing the sample weights and the survey design effects.
Consequently, the estimated covariance structure for
the sample estimators, based on the complexities of the
survey design, was utilized in all final models and in-
ferential conclusions.

There is a certain risk associated with this sequen-
tial strategy. Relationships found to be nonsignificant
under option 1, the “screening stage,” may in fact be
significant if the complex sample effects on tie var-
iances of the estimators actually reduce the estimated
variances. Although this situation is rare in highly
clustered data such as those obtained in the NHANES I,
substantive relationships thought to be important should
be investigated nxore rigorously under option 3, even if
the statistical tests indicate the lack of signiilcance
under option 1.

In survey research, the design effect is commonly
defined as the ratio of the variance for a statistic from
a complex sample to the (corresponding variance from
a simple random sample of the same size. These eflrects
are used by survey designers and analysts for a variety
of purposes. Frequently the design effect has been used
to summarize conveniently the effects of a complex
sample design on the precision of estimates from the
survey data and to specif~~design features for new sur-
veys, Increasingly, design effects are being used to
adjust estimates and statistics computed under simple
random sampling assumptions for the effects of’ the
complexities in the sample design on measures of pre-
cision. Given the importance of these effects to tlhose
designing and analyzing surveys, simple useful models

‘-have b,een sought for design effects. Such models are
usefi.d for deriving estimates of design effects for statis-
tics for which they are not available and for suggesting
methods to adjust estimates computed under the as-
sumption of independent selections for complexities in
the sample design. A review of these design effect con- -
siderations and analytical strategies for survey data
from complex sample defiigns was presented by lLep-
kowski. 19 Throughout this publication, the estimated
design effects will be shown to illustrate the importance
of these effects in definitive hypothesis tests or model
fitting calculations.

All analyses under option 1 can be perfotied quite
simply and relatively inexpensively using standard sta-
tistical software packages. In this option sampling
weights and design effects are totally ignored. Thus, the
data are regarded as coming from a simple random
sample with equal probability of selection for every

-element in the population, )malyses under option:2 in-
corporate the sampling weights in estimating the analytic
statistics, but simple random sampling computations are
still utilized asunder option 1for the variance estimation.
)malyses under option 3 utilize both the sampling weights
and the complex sampling design in calculating the esti-
mates and the estimated variance-covariance structure
of analytic statistics. The calculations for options 2 and 3
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were performed with the OSIRIS IV software pack-
age developed by the Computer Support Group within
the Survey Research Center of the Institute for Social
Research at the University of Michigan.A Alternatively,
other statistical software packages could be used if they
can incorporate the sampling weights and the design
structure into the analysis.

In particular, for this report the computer program
&PSALMS was used for estimating ratio means and
the program &REPERR was utilized to fit regression
models. For relatively simple statistics such as ratio
means, differences of ratios, and totals, the&PSALMS
routine approximates the complex sample variance of
these estimators using a linearized Taylor series expan-
sion. For more complex statistics, such as regression
coefficients, either a balanced half sample (BHS) or a
Jack-knife replicated variance estimation procedure is
available. The BHS option within the &REPERR rou-
tine was utilized to fit simple and multiple regression
models to the NHANES I data. Both of these routines
are available within the OSIRIS IV library, and are
described in more detail by Vinter,~O

Because of the multiple SECU’S within the certainty
strata 1–10, the estimation procedure to implement op-
tion 3 can be extremely time consuming and expensive,
ptiicularly if replication procedures are used to fit re-
gression models. On the other hand, if each stratum has
exactly 2 SE CU’S, the BHS approach to fitting regres-
sion models is straightfonvard and economical.

To alleviate these cost and computing time diffi-
culties, the multiple SECU identification codes in each
of the certainty strata (i.e., 1–10) were randomly allo-
cated into 2 pseudo-replicates within the stratum. Con-
sequently, the paired selection computation procedures
could be utilized across all 35 strata for all statistical
anal yses, not just those involving multiple regression.
The effects of randomly assigning the multiple SECU’S
to two paired pseudo-replicates was investigated by
comparing standard errors and design effects for esti-
mates of proportions and means within the age groups
shown in table 10 for variables such as decayed,
missing, and tilled [DMF) teeth, systolic blood pres-
sure (SBP), and calories. The means and standard
emors were computed under the multiple SECU clas-
sification scheme and under the paired SECU group-
ings. For these variables, it is apparent that the random
allocation of SECU’S in the certainty strata to form a
complete paired design has not substantially altered the
estimates of variances or the corresponding design ef-
fects for overall means and subclass means.

As a result of this pairing for the 10 certainty strata,
all variance+ovariance computations can be obtained
directly as appropriate sums of squares and cross-
products of differences between SECU or replicate
totals across the 35 strata in the initial sample utilizing
70 paired SECU’S. Consequently, all the analyses
under option 3 for the data from the 65 survey locations
were performed assuming this paired selection design.

On the other hand, analyses under option 3 for the com-
bined data from the detailed and augmentation surveys
(the 100-location survey) require a multiple selection
model for variance computations because the design
cannot be paired for the 25 noncertainty strata; each
of the strata 11-35 have 3 SECU’S in this combined
design. Consequently, when combining the data from
the detailed and augmentation survey, the user needs
to utilize a variance-covariance estimation procedure
that permits multiple SECU’S per stratum. For example,
either the multiple selection model in the &PSALMS
program of OSIRIS N at the University of Michigan
or the replication methodology discussed by Gumeyzl
can be used for these calculations.

Continuous variables: Means

Means and standard errors were estimated for sev-
eral variables to investigate the relative effects of the
sampling weights and the sampling design on the esti-
mates. These results are displayed in table 11 for four
variables-number of decayed, missing, and filled
teeth, systolic blood pressure, calories consumed daily,
and age.

For the total sample, the unweighed and weighted
analyses (options 1 and 2) for these variables are similar
for the means and variances. However, the complex
sample design introduces a considerable increase in the
estimated variance of the mean (option 3). The ratio of
the standard error of the mean under option 3 to that
obtained under option 2 (shown in the last column in
table 11) ranges from 1.71 to 2.73. Consequently, the
design effects range from 2.92 to 7.43.

One might expect the design effects to be smaller
when stratifying into subclasses such as age groups.
This expected reduction is due to the clustering effect
which is both a function of subclass size as well as the
homogeneity coef17cient. The latter is the extent to
which persons in the same subclass tend to have similar
responses within clusters. Thus, unless the homogeneity
coefficient increases for smaller subclasses, the design
effect will be smaller for the age subclasses than for the
overall sample. To investigate this possibility, means,
standard deviations, and standard errors of the means
of these variables were computed within age groups
shown in table 12. Although the design effects are
somewhat reduced, they are not negligible, ranging
from 1.48 to 5.07.

Subgroup comparisons: Means

Many hypotheses involve the comparison of two
subgroup means. Because of the clustered design and
the sampling weights, the difference between the mean
response for each subgroup was computed as the
difference between two weighted ratio means within the
context of the &PSA.LMS routine described by Vinter.zO

To assess the effects of the sampling weights and
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the complex sample design on the magnitude of the t-

statistics associated with the tests for these differences,
a representative analysis was investigated under op-
tions 1–3. In particular, the mean systolic blood
pressure was compared for two subclasses determined
by the lowest 15th percentile and highest 15th percentile
of skinfold thickness in selected age by race subgroups.
These results are shown in table 13 under each of the
three analysis options. In all subgroups, the simple
random sample estimates for the unweighed and
weighted analyses are similar, both for the means and
variances. However, the complex sample design intro-
duces a considerable increase in the estimated variance
of the difference in the means between the two sub-
classes. Speciilcally, the ratio of the standard error of
the difference of the mean under option 3 to that
obtained under option 2 in the last column in table 13
ranges from 1.3 to 2,0, Thus, the design effects for
estimated means range from 1.7 to 4.0. In other words,
the t-statistic computed under option 2 is from 1.3 to
2.0 times larger than that computed under option 3
because the variances under option 3 are larger.

Continuous variables: Multiple regression
models

The basic model used for assessing the joint effects
of several predictor variables on the variation of a
continuous response variable is the multiple regression
model. The general super-population model is

Yi=B1 +B2X2i +B3X3i+. . . +BkXki+Ei (1)

where Yi denotes the z’thobservation of the dependent
variable, Xki denotes the ith observation of the kth
independent or explanatory variable, and Ei is the
random variation of the ith observation of Y. The
subscripts 2, 3, . . .. k identify the specific explanatory
variables. B1 is the intercept term, andllk is the change
in the expected value of Yi corresponding to a unit
change in the kth explanatory variable, holding all
other explanatory variables constant. l?z, li3, . . .. B~
are often referred to as the regression slopes or (partial)
regression coefficients.

Alternatively, multiple regression models can be
developed in terms of standardized independent vari-
ables, This approach leads to standardized estimators
usually referred to as beta coefficients. The beta coef-
ficients are the result of a linear regression in which
each variable is “normalized” by subtracting its mean
and dividing by its estimated standard deviation or sum
of squares about the mean. In other words, the beta
coefllcient adjusts the estimated slope parameter by the
ratio of the standard deviation of the independent
variable to the standard deviation of the dependent
variable. In this fo~ulation, the model does not have a
constant or intercept term. A beta coefficient of 0,3
may be interpreted to mean that a standard deviation

change of 1.0 in the independent variable will lead to a
0.3 standard deviation change in the dependent vari-
able. Beta coefficients arc also used to make statements
about the relative importance of the X variables in the
model.

Assumptions of the multiple regression model

The classical assumptions associated with the
regression model are

1.

2.

3.

The model specification is correct.

The X’s are nonstochastic. In addition, no exact
linear relationship exists among two or more of the
independent variables.

The Ej are independent, identically distributed as
N(O,@.
Any set of real data is unlikely to meet all of these

assumptions, particularly one utilizing a complex survey
design such as the NJ+4.NES 1. However, certain
violations of these assunqptions may not seriously ~affect
statistical inferences. For example, under simple random
sampling arguments, it is straightfomvard to show that
the least squares estimators of the regression coef-
ficients retain their desirable asymptotic properties
(unbiased, consistent and eticient) when the Xs are
stochastic (i.e., a violation of the second assumption)
provided that the explanato~ variables are each dis-
tributed independently of the true errors in the model
(see, for example, Kme]ntazz). More detailed discus-
sions of the properties c~fregression model estimates
from complex sample surveys can be found in Holt,
Smith, and Winter,zs

Specification error

If any variables are omitted from the regression
equation that are correlated with both the dependent
variable and the independent variable(s) included in the
model, the estimates of those regression coeillcients
will be biased. This particular problem is the reason a
multivariable (rather than a series of bivariate) estimat-
ion procedure may be required when investigating a
phenomenon that has multiple, interrelated causes. For
example, in the relationship between dietmy intake
patterns and dental caries experience, ifa variable such
as age is omitted, biased estimates of that relationship
,emerge because there is a correlation between age and
dental caries experience. In spite of the effort to include
all of the theoretically important variables in the model,
if some have been ornitteld, either because they were not
part of the data collected or theory has not yet adv;anced
sufficiently to implicate them, the estimators given by
the model could be biased.

Another concern with specification error is the
actual mathematical relationship between the response
variable and the joint dktribution of the independent
variables in the model. If the true relationship is, for
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example, logarithmic, the specification of the model as
linear may lead to biased and inconsistent parameter
estimates. Therefore, carefhl attention to all available
theoretical knowledge concerning the relationships
involved is essential.

Some of the relationships studied might be better
represented by a series of simultaneous interdependent
equations. For example, the symptoms of periodontal
disease could influence the frequency of dental visits,
dental visits could influence toothbrushing behavior,
and toothbrushing could affect periodontal disease. In
such a circumstance, ordinary least squares estimation
of individual equations can lead to biased and incon-
sistent parameter estimates. While these forms ofpos-
sible rnisspeciflcation probably do not pose a serious
threat to the conclusions reached by Burt,7 they do
wamant future exploration to more precisely assess the
underlying form of these relationships.

Measurement error

When variab~es are measured with error, they can
affect the results of statistical procedures applied to
them. In general, considerable effort was expended to
ensure a minimum of observer error in the gathering of
NHANES I data. Potential problems concerning some
vaiables and the procedures employed to minimize
some of these are described in Vital and Heaith
Statistics,Series II-No. 225.7 Consider, for example.
the group of nutritional and dietary variables from the
24-hour recall record. There are short-term and long-
tenn variations in what people eat. Therefore, the 24-
hour recall record is an imperfect measure of long-term
dietary patterns. This kind of random error in an
independent variable in a regression equation will bias
the estimate of the regression coefilcient of that variable
toward zero. Under simple random sampling argu-
ments, it is possible to demonstrate that the form of the
bias is

B’=13/(l+A)

where

B’ is the biased estimate of the regression param-
eter as computed by ordinary least squares,

B is the unbiased estimator, and
A is the ratio of the true variance to the additional

Wriance attributable to the measurement error.

(See f~ Oxample, Snedecor and Cochran.z~) The
extent,~ Which the bias in estimates of regression
coefflclen~ Canbe expressed in this formulation under
the c~P~Mties of option 3, utilizing both the sampling
weights and the survey design effects, requires further
investi@KJn,

BeOUUBesome empirical work has provided esti-

mates of the ratio of interindividual (true between
subject variation in individual intake) to intraindividual
(day-t&day variation in individual intake) variation,
rough estimates of this bias are possible.zs These data
suggest that values of A of at least one or two are not
unreasonable. Based on this infomnation, the relation-
ships between dental caries experience and diet in one
24-hour period are, as estimates of the relationship
between dental caries experience and lifetime dietary
patiems, underestimates by a factor of 1/2 to 1/3.
Stated another way, estimates based on lifetime data
are likely to be two or three times larger than those
provided by the 24-hour data.

When a variable with this type of en-or is used as a
dependent variable, as in the investigation of the effect
of dentulous state on dietary patterns, the problem
encountered is less severe. Standard errors will be
overestimated, but estimators will be unbiased. There-
fore the only real hazard is the failure to reject the null
hypothesis when it should be rejected.

Heteroscedasticity

When assumption 3 is violated, standard errors
estimated by ordinary least squares tend to be inef-
ficient. Because the variance of variables such as DMF
and PI measures tends to increase with age, the pos-
sibility of this phenomenon influencing the results
presented should be investigated. Weighted least squares
procedures may be required when heteroscedasticity is
a problem. The extent to which this correction procedure
is sufllcient under the complexities of option 3 requires
fhrther investigation.

Nonnormality of random variation term

Dependent variables such as DMF teeth and PI
have distributions that are skewed toward zero in the
younger age groups. The rsndom variation term is,
therefore, not normally distributed. In some instances,
transformations maybe employed to provide reasonable
approximations of normality. In others, where trsns-
fon-nations are of little value, it still maybe possible to
employ multiple regression models as though the dis-
turbances are nommlly distributed, because the pro-
cedure is considered to be relatively robust when
sample sizes as large as occur in analysis of the
NHANES I are used.

Empirical results for regression models

To investigate predictive relationships among con-
tinuous variables, multiple regression models also can
be fitted under either option 1,2 or 3. Specifically, the
effects of the sampling weights and complex design on
the precision of regression coefficients were investigated
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under options 1–3 for the number of decayed, missing,
and filled (DMF) teeth, systolic blood pressure (SBP)
and calories consumed daily regressed on age within
race-sex subclasses as summarized in table 14. First, it
can be observed in the corresponding entries under
options 1 and 2 that the results are similar, particularly
forDMF teeth on age and SPB on age. These both have
a strong linear relationship in all the race-sex subclasses.
However, for calories on age, which has extremely
small Rz values for all subgroups, the estimate of the
slope is quite different for some subclasses. For the
“other males” there is a 12-fold increase in the slope
under option 2 compared to option 1 and for the “other
females” it differs by a factor of nearly three. Of course,
in both of these subclasses the sample size is relatively
small.

The square root of the design effects for the slope
parameter estimates in these simple linear regression
models for the white race data are displayed in the last
column of table 14. In particular, these quantities range
from 0.98 to 1.85 for each of these three variables; the
design effect is smaller for men than for women,

In table 14, the results under option 3 are reported
only for the white subgroups even though the number of
black persons examined appears to be reasonably large.
This omission is due to the failure of the balanced half
sample routine in the weighted regression program
when entire strata had no data in an early version of the
&REPERR program in OSIRIS IV (this routine now
has been modified to allow for empty strata). The
problem of missing data for black persons in some
SECUS as shown in table 7 is even more pronounced
within the more restrictive detailed examination, as
displayed in table 8, and for persons of other races.
Consequently, due to the sparse design across strata,
only the data for the white and black races were used in
many of the analyses.

In addition to simple linear regression models,
multiple regression models also can befitted within this
same framework. As discussed previously, the paired
SECU’S for each of the 70 strata were utilized in the
balanced half sample routine &REPERR to generate
estimated variances for the estimated slope parameters.
Table 15 summarizes the results for 6,349 persons ages
11–30 years of DMF regressed jointly on age (in single
years), race (1 = white, 2 = black), sex (1 = male,
2 = female), and sweets, which is the sum of the
reported frequencies for the ingestion of food from the
three categories of desserts and sweets, candy, and
beverages (sweetened, carbonated, and noncarbonated).
In this model, the design effects for the regression
coefficients range from 1,25 to 4.49. Similarly, the
results of a multiple regression model for 13,573 people
ages 18–74 years of systolic blood pressure regressed
jointly on age, race, sex and Quetelet’s Index of body
mass expressed in kg/cmz units are displayed in table
16. Here again, the design effects for the regression
coefficients range from 2.69 to 3.61.

These empirical results, expressed in terms of
estimated design effects,: demonstrate the effects of
incorporating the samplmg weights and the survey
design adjustments into multiple regression models.
The decision of when to incorporate sampling weights
and design features into the analysis depends on more
than a recognition of the potential errors in inference
that can arise because of such effects, Some analysts
argue that when making a model-based inference from
survey data about a super-population model, one may
ignore the sampling design features, even in a desi:gn as
complex as NHANES I. However, many survey ]~rac-
titioners argue that a design-based inference, as dlus-
trated here, is more appropriate for survey data, espe-
cially when examining exploratory models for which
the specification of the model is likely to be in error.
Accounting for unequal ]probabilities of selection and
other design features in the design-based approach
recognizes that the model may be misspec~led and that
somewhat conservative inferences are desired. Further,
the model of interest in the design-based approach is
appropriately one in which the model refers directly to
the finite population from which the sample was
selected. In this and subtiequent sections, the analytic
perspective for survey data is the design-based view of
inference for complex sample survey data,

Continuous variables: Analysis of

variance

The familiar analysis of variance (ANOVA) situa-
tion involves a set of factors Xl, X2, . . ..XP each of
which may have several levels, These factors are used
to explain the variability in a response variable Y. In
general, an appropriate measure oftotal variation for Y,
such as the total correctec[ sum of squares, is partitioned
into individual components each attributable to a factor
or group of factors. The usual hypothesis tests require
the assumption of equality of variances and zero
covariances among subgroups and the assumption of
simple random sampling. ANOVA for data from
complex surveys such as NHANES I requires altern-
ativeconsiderations. Because of unequal probabilities of
selection, the clustered design, and the adjustment
weights for nonresponse and poststratification, the
mean response for each subclass (or domain), deter-
mined by the cross-classification of the relevant factors,
is computed as a weighted ratio mean. Consequently,
the variance-covariance structure of these weighted
ratio means must be incorporated into the ANOVA
tests when attempting to identify the statistically im-
portant sources of variation.

One approach is the large sample methodology
utilizing weighted least squares algorithms for the
computation of Wald statistics originally described by
Grizzle, Starmer and Kc)chzs for the analysis of multi-
variate categorical data. ‘Thisgeneral methodology was
modified and applied to data from complex sample
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surveys in a series of paperszG-sO using data from
another NCHS Survey, the National Health Interview
Survey. A brief outline of the application of this
methodology to data from the NHANES I is presented
in appendix I of the VitalandHealth StatisticsSeries
II-No. 209,31 Koch and Stokessz and Koch, Stokes,
and Brock.s ~In essence, this strategy involves a vector
~ of subclass or domain ratio means, together with an
appropriate, valid, and consistent estimate of the ce
variance matrix VF of these means, and the framework
of a general Iineiir model, Consequently, the usual
ANOVA hypotheses about which factors or combina-
tions of factors make statistically signitlcant contribu-
tions to the variation among these domain means can be
investigated by fitting linear models to the vector of
means by the method of weighted least squares relative
to the estimated covariance matrix.

Quite a few different approaches can be used to
estimate the covariance s~cture of the ratio means.
One method is to use the balanced repeated replication
(BRR) strategy described by McCarthysA andKish and
Frankel.qs Several different variations of this replication
approach were investigated empirically within the
context of National Health Interview Survey (NHIS)
data as reported in Freeman, Freeman, Brock and
Koch.~9 On the other hand, for paired designs in which
there are exactly 2 SECU’S within each stratum such as
the NHANES I design, as well as for other multistage
sample designs, direct methods involving sums of
squared differences and cross-products can be utilized
to obtain estimates of the variances of the numerators
and denominators of the ratio means. These variances
and covariances can be incorporated directly into a
linear Taylor series expansion for the estimated co-
variance structure of the ratio means. This pmticular
direct approach to the estimation of the covariance
matrix is described for contingency table proportions
expressed as ratio means in Lepkowski and Landis3G
and Lepkowski.sT These calculations are directly anal-
ogous to those for ratio means in general.

The ANOVA results presented here were obtained
in two stages of computing and data analysis. First, the
vector of ratio means of the dependent variable, together
with their estimated variances and covariances, were
computed directly within the OSIRIS .IVpackage using
the &PSALMS routine. Any computing algorithm de-
signed to generate a vector of ratio means and a
consistent estimate of its covariance structure under the
complex sampling design can be utilized to obtain these
estimates. At the second stage of computing, the vector
of sample means and its covariance matrix were
entered directly into the weighted least squares pro-
gram, GENCAT (see Landis, Stanish, Freeman, and
Kochs8) to perform the various ANOVA hypothesis
tests and final model-fitting computations. The specific
command files used to generate the results for the
ANOVA example in the subsequent section are listed
in appendix II.

ANOVA methodology

Consider a linear model for the vector ofg subclass
or domain ratio means ~ as

EA@)=X!, (2)

where X is a (g X u) matrix of known constants with
u<g and rank (X)=u, ~ is a (u Xl) vector of
unknown parameters, and E~{.}denotes the asymptotic
expected value of the argument {.].The weighted least
squares (WLS) estimator for the parameter vector ~
can be obtained from the survey data as

b = (X’v;lx)-wyy’. (3)

A useful feature of the WLS procedure is the ability
to characterize the variation among the fimctions ~ in
terms of the factors specified in the design matrix X.
The goodness of fit of such models to the data can be
evaluated and more parsimonious models (i.e., models
with fewer parameters) can be developed that may lend
insight to the substantive phenomena underlying the
data. To test the goodness of fit of the model to the data,
a Wald statistic

(4)

is computed. When the model X in (2) holds, and the
data come from the usual multinominal or product
mukinornial distribution with simple random sampling,
Q asymptotically follows the chi-square distribution
with (g —u) degrees of freedom. Moreover, even when
the covariance matrix is estimated from a complex
sample design, authors such as Shuster and Downings9
assert that the same result holds for large samples.

If the goodness of fit of the model to the data is
adequate by the Wald statistic criteria in (4), it usually
is desirable to identify more parsimonious models by
examining individual parameters in the model. The
exploration of reduced models is conducted through
tests of hypotheses of the form

(5)

for some (d X u) hypothesis matrix of known constants
C for which d < u. The test statistic

Q.= (C~)’[C(XVp’X)-’ C’]-’ C! (6)

is asymptotically distributed as a chi-square random
variable with d degrees of freedom when Ho is true.
Repeated application of hypothesis tests such as in (5)
and (6) leads to the development of a reduced model for
which predicted values then can be obtained as

(7)

13



where XR is the “reduced model design matrix” and QR
is the WLS vector of estimated reduced model param-
eters. Within the context ofXR, the estimated variance-
covariance matrix of ~ is then

v;= x~(xR’ V~lXR)-lXRI. (8)

Such predicted values will adequately characterize the
statistically important sources of variation in the data
and will have smaller sampling errors than the original
estimates. The estimated variances of the functions in~
in (2) are based on the sample sizes in each subclass,
whereas the estimated variances of the predicted func-
tions in (7) and (8) are based on the entire sample,
Thus, the sampling errors of parameters in the reduced
model are smaller than for the original estimates
because of the “smoothing” across the entire sample
relative to the reduced model.

ANOVA example

Consider the results shown in table 17 for which the
dependent variable under investigation is periodontal
index (PI), a continuous variable ranging in value
between 0.0 and 8.0. The individual andjoint effects of
current drinking and smoking habits on the variation of
PI are to be modeled in the ANOVA framework
outlined in the previous section, Drinking-classified
as none, little, moderate, and heavy, and smoking—
classified as never, past, and now, are to be the subclass
or independent variables (see appendix I for detailed
descriptions).

The mean PI score under option 1, together with
the corresponding standard error and total number of
persons examined, is displayed in table 17 for the 12
subclasses determined by the cross-classification of
drinking and smoking. Smoking history is available
only for those individuals included in the detailed
survey; thus, the usable sample size is limited to a
maximum of 3,854 adults ages 25–74 years. For this
detailed sample, 2,943 adults had complete data both
for the drinking and smoking variables. The loss in
available data was due primarily to missing data on the
smoking variable. If the examined persons with missing
smoking information differ from the 2,943 people in the
analysis with smoking data, the ANOVA results may
be biased.

This example is not necessarily the most informative
from either a methodological or substantive point of
view. The data ultimately are not characterized by a
simple model with strong substantive implications,
primarily because they do not adjust for other covari-
ates known to be important in these relationships (see
Vital and Health Statistics Series 1l-No. 2256).
However, the example is representative of many data
screening and model-fitting investigations in large,
complex data sets where hypotheses are considered for
preliminary inquiry and where significant relationships

among variables do no necessarily lead to a simple final
model,

Since these data are available only for the detailed
sample, the weighted analyses under both options 2 and
3 require the sampling weights associated with the
detailed sample (tape location 170–175 on all pulblic-
use tapes). If the sampling weight for the ith exainined
person, Wi,is used to compute a standardized weight
vi= 3,854 [wi/~jwi], then, the sum of the standardized
weights, ~jvj, is precisely the total number of examined
persons, viz., 3,854. The relative size of this weight vi
for each person, when compared to weights for the
others in the sample, remains unchanged. All analyses
using the {vi}will lead to identical results as the same
analysis using the originad {wj},

An examination of the sum of the standardized
weights {Vj}for a given subclass, labeled “Weighted
Number Extied” in &lble 17, can reveal the extent
to which a particulm subclass is over represented in the
sample. For example, for all three smoking categories
within nondrinkers, the number examined is larger than
the weighted number examined. This indicates that
nondrinkers are overly represented in the sample relative
to the reference population. On the other hand, all other
subclasses have larger weighted sample sizes than the
actual number examinecl (except for heavy drinkers
who never smoked for ‘which the weighted and un-
weighted totals are the same, 30 vs. 29.42). This
indicates that this group) is under represented in the
sample. Moreover, it is interesting to note that the sum
of the standardized weights is 3,126.23, indicating that
even though the actual number examined with complete
data is only 2,943, they a~ctuallyrepresent 3,126 of the
available 3,854 weighted people in the detailed sample.
That is, those with missirlg data on smoking or drinking
had relatively less weight per examined person than
those contributing data to the analysis.

Although this discumion and presentation of the
weighted number examined by subclass is not required
to complete the ANOVA analysis, these weighted
totals are critical in the contingency table analyses
reported in the next section, and illustrated with some of
these same variables. Furthermore, even though the
variation in the weighted ratio means can be assessed
without these weighted sample sizes being stated ex-
plicitly, they are incorporated into both the estimates of
the means and the variances through the use of sampling
weights.

To incorporate the sampling weights and the com-
plex sample design in analyzing these mean PI scores,
the subclass ratio mean 1?1scores and their correspond-
ing vsriances and covzuiances were computed. They
utilized simple random sampling calculations under
option 2 and Taylor series based calculations under
option 3. As discussed in appendix II, these calculations
were obtained within the OSIRIS IV software package
using the &USTATS and &PSALMS routines. As
noted in the last column of table 17, the square root of
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thedesign effect ranges ilom 0.85to1.48; thedesign
effbcts range fkom 0.72to2.19.Since some of these
design effects are less than 1.0, the chi-square statistics
will be influenced by the complex sample design in
unexpected ways. In particular, if all the design effects
were greater than 1.0 for the subclass ratio means, the
chi-square statistics for the complex design-based esti-
mates can be expected to be smaller than for estimates
computed under options Lor 2. On the other hand, with
some design effects less than 1.0, a chi-squ=- statistic
under option 3 may actually be greater than those
obtained under options 1 or 2.

Forpurposes of model fitting and hypothesis tes~
the vector? of the 12 cross-class ratio mean PI scores,
.togetherwth a diagonal matrix V~with the cmrespond-
ing variances under either optiori 1 or 2, were used to
_ the ANOVA results in the formulation outlined
@ the previous section. The full covariance mairix
obtained from the Taylor series bas”ed estimated =
variances was utilized to perform the ANOVA tests
under option 3. Note that this covariance matrix is not a
diagonal mati, subclass mesns are not indepmdent
because subclass elements are not selected indeperd
ently between subclasses in the sample design.

Initially, the variation among these mean PI scores
was investigated using the saturated, reference cell
deaignmatiX1 inthelhearmalelf-ukkicmll.(lj’) =
X,@,, where

x, =

B.l=

iooooooooooti
110000000000
111000000000
100100000000
110100100000
111100100100
100110000000
110110110000
111110110110
100111000000
110111111000
111111111111.

,and

‘Wference value for nondrinkers who never
smoked

Increment for past or current smokers

Increment for cument smokers

Increment for drinkers

Increment for moderate or heavy drinkers

Increment for heavy drinkers

(6 additional parametem reflecting drinking
bysmokinginteraction)

Hypotheses of the form given in (5) can be used to
generate chi-square statistics to test the si~lcance of
each of the parameters in the model. Moreover, the
factorial effects in this design can be obtained by letting
CDbe the contrast matrix for the drinking effects, C~ lx
the contrast matrix for the smoking effects, and CDSbe
the contrast matrix for the drinking and smoking
interaction effects. Specifically, for this design matrix
Xl, the conesponding contrast matrihes are given by

[

000100000000
CD= 000010000000 1000001000000,

c==
[ 1010000000000

00 1000000000, md

[

oooooo1ooooo-
000000010000
000000001000
000000000100
000000000010
oooooooooool-

The comesponding test statistics associated with these
three sources of variation in the mean PI scores under
each of the options 1–3 are shown in table 18.

Several observations can be cited at this stage of
analysis. FirsG lmth drinking and smoking have statis-
tically signifkant (P < 0.05) effects on the variation of
the mean PI score under all three analysis options.
Based on the non-significant interaction bemeen drink-
ing and smok@ there is little evidence that these
individual effects are not the same at each level of the
other variable. As expected fhn the small design
effects (with some even less than 1.0) shown in table
17, the test criteria are not influenced strongly by the
weights or the complex sample design for this particular
variable. The chi-square for the drinking effect is
reduced fbm29.54 under qkion 1 toonly26.91 under
option 3; the smoking chi-square is reduced i%om13.58
to 5.14. On the other hand, the interaction of chi-square
is actually increased slightly (2.52 to 3.78), although
neither test statistic is statistically signiilcant even at
P= O.25.

A reduced variational model reflecting no interac-
tion between &inking and smoking can be fit to the
function vector ~ by &leting the last 6 columns ofX1,
those associated with the interaction parameters. As
shown in table 19, the chi-square criteria for W the
&inking and smoking effkcts are increased substantially
from their counterparts in table 18 under the saturated
model. Note that the test for interaction in table 18 is
equivalent to the lack of fit chi-square in the reduced
model results presented in table 19, since the interaction
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effects are precisely the ones leil out of the saturated
model to obtain the reduced model.

Although alternative models could be considered
for these data, these results illustrate the effects of the
weights and the design effectson ANOVA test criteria,
For these particular hypotheses, the results were not
influenced greatly by either the weights or the complex
design effects. However, for other variables within the
NHANES I survey this similarity of results is not likely
to hold.

Categorical variables

The multifactor, multiresponse framework for cat-
egorical data described by B,hapkar and Koch40 provides
a general approach to the analysis of multidimensional
contingency tables from sample surveys. For many
types of categorical data analyses, independent vari-
ables or factors and dependent variables or responses
are specified. The observations are then cross-classified
by these variables to create a multiway contingency
table of frequencies. Within this framework, the inde-
pendent variables are cross-classified into a set of
mutually exclusive subpopulations or subclasses. Sim-
ilarly, the dependent variables are cross-classified to
determine the levels of the potentially multivariate
response profiles. Thus, the entire distribution of these
response profiles (or selected fimctions of this distribu-
tion) are estimated within each subpopulation or sub
class. This terminology-factors and responses-has
been borrowed from the classical experimental design
setting to provide an analogous context for the analytical
strategies for these observational categorical data, even
though they were not obtained horn a similarly de-
signed experimental research investigation.

Contingency table notation and methodology

Consider a finite population of N elements from
which a probability sample is to be selected. Suppose
that this population is divided intos distinct subclasses
and subclass elements can be classified into one and
only one category of an r dimensional response profile.
Specifically, let NJ denote the number of population
elements in the zth subclass classified into the jth
category of the response profile. LetNi. denote the total
number of elements in the ith subclass. Analysis of
categorical data from this finite population is concerned
with the proportions Pti s Nij/Ni, the proportion of
elements in the ith subclass that are in categoryj of the
response profile, where i = 1, . . .,s andj = 1, . . .. r.

Suppose a sample of size n is selected from the
finite population and ni. sample elements are in the ith
subclass. Let ni denote the number of sample elements
in the z’thsubclass in catego~j of the response profile.
The sample proportion of elements in subclass i and
response profile category.j can.be denoted aspl = nJni..

Thus, the resulting samplle contingency table can be
displayed as indicated in table 20.

Suppose now that a complex multistage sample
design has been used to select the sample of size n. For
simplicity, suppose the N population elements have
been divided into H subgroups or strata and that the
population elements within the strata are grouped into
A clusters. Let Ah denote the number of clusters in
stratum h, where h = 1,2, .,. .,H.From each stratum a
probability selection of a,b clusters is selected; wiithin
each selected cluster, a probability selection of’ nh~
sam le elements is selected. Thus, the sample size in =

E~h .nh,. Assume that tihe stratum sizes are large so
that the finite population corrections can be ignored, or
that the design can be closely approximated by a with
replacement sampling strategy.

Given the contingenc!~ table shown in table 20, the
analytic task is to make :mferences about the charac-
teristics comprising the factors and the responses given
that the data were generated from a sample with a
complex design. Before discussing an analytic strategy
for such inferences, sorn,e computational features of
estimating the sample proportions and associated vari-
ances and covariances from such a survey design
should be reviewed.

Suppose that each sample element has been assigned
some weighting factor w~,,gk,where h = 1, ..., H, a =
1,.. .,ah, and k = 1,. , ,, n~,. These weights may
reflect several of the following features of the design
simultaneously unequal probabilities of selection, :post-
stratification, and nonresponae adjustment. A set of
indicator fimctions can be created that allows the esti-
mation of sample proportions and other estimates from
the survey observation.

For each sample element, define the (s x r) indi-
cator variables

I

Whak, if the (hzk)-th sample element
is in the ith subclass and jth

Yijhak= category of the response profile,
(9)

o, otherwitie,

wherei = 1, . . .,s andj ==1, . . .,r. Forasinglesample
element, the indicator variables are all zero except for
one corresponding to the cell of the table into which the
element is classified.

These variables can Ibeused to compute quantities
useful for the estimation of the proportions and other
parameters. In paticulaw, the weighted total sample
elements in the (i,j)-th cell of the table for the (h,a)-th
cluster can be expressed as

wjha == Zyijhak,

with the ith subclass total as

(lo)

(11)
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Summing these cluster totals across clusters (and
strata), the overall sample weighted cell and subclass
totals obtained are

n,= ZZwjha

and

n,, = &,,

(12)

(13)

From these sample totals, the proportion of elements in
subclass i and response catego~~” can be estimated as

The denominator of ( 14) is not fixed by the sample
design and is therefore a random variable. Hence,pti is
a ratio mean and subject to some theoretical difll-
culties. For one, the variances and covariances of thepy
generally are not known exactly. In practice, however,
a first order Taylor series expansion approximation can
easily be computed for the variance of ratio means,
provided by the 8cPSALMS routine in OSLRIS IV. For
example, the estimated variance of ( 14) can be approx-
imated by

var (p,])= (pi) 2[(?l~)-2VW (tZ~)+ (ni.)–z VW (~i.)

– 2(nJni.)-1 COV (~;,nj.)], (15)

where the variances and covariances var (nJ, WM(~i.),
and cov(nti~i.)are estimated in a reamer consistent
with the sample design. If, for instance, there are
exactly two primary selections in each stratum (i.e.,
a~=2forh=l ,. ... H), the variances andcovariances
of the cell and subclass totals can be computed as

var (nJ) = Z ~(ntihl—nih2)Z, (16)

and

cov (nv,nlt) = xh(ntihl ‘n/jh2)(ni.hl ‘~i,~~). (18)

An approximation similarto(15) can be given for the
covariance of two proportions. In particular,

Cov(PijaPiY) = (Pi.Pi~) [(%jnifj)-’ Cov (nijwy)

+ (7Zj,lZjfc)-1 COV (lZj, ,FZj,.)

– (FZjylZj.)-l Cov (~i~>ni.)

– (7Z;rtZ~)-1 COV (~jJ.>~jj)].

Replication procedures also can be used to compute
estimates of these variances and covtiances.

The estimation procedures for the proptions pi
and the corresponding variances and covariances can
be sumnmized compactly in vector notation. For each
sample element, let the (sr K 1) vector of observed
values y~~,kbe denoted as

Summingthese vectors across elements in each primary
selection, the weighted cluster totals are obtained as

ya = Zyhak. (20)

Let K denote an [s(r + 1) x W] linear operator
matrix that can be used to generate a vector of cell and
sulxlass totals for each clusterbmthe y~fl.Specifically,
let

(21)

where 1,, and 1, denote Sr and s dimension identity
matrices, respectively, ~,denotes an r dimension vector
of one’s, and @ denotes the Kronecker or direct
product (see section 8.8 of Graybill).41 Then the
[s(r + 1) x 1]vector of cell and subclass totals denoted
as flh, can be expressed as

Summing the cluster vectors gh, across clusters, the
[s(r + 1) x 1] vector of weighted cell and subclass
totals is

or,

(23)

As noted previously, the variances and covariances
of the elements of~ depend on the nature of the sample
design. If, as before, a paired selection type ofdesign is
used, then the [s(r + 1) x s(r + 1)] variance-covari-
ance matrix of ~ can be estimated as

A more complete discussion of the conditions under
which estimators such as (24) are appropriate is given
in Kish and Hess.dz

A series oftransfonnations can now be applied to u
and Vn to obtain an (sr x 1) vector of the sample
propofiionspi, and an (m x N-) matrix of the variances
and covtiances of the pi. Let exp(.) and log(.) denote
matix operators which take the natural exponent and
logarithm, respectively, of every element of the matrix
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argument (.). Also let A
hear operator matrix

A = [IS, I

denote the [s(r + 1) x W]

–1, @ 1.]. (25)

Then the (W x 1) vector of sample proportions, denoted
p, can be obtained as

p = exp [A(log (E))]. (26)

The Taylor series approximation to the variance-
covariance matrix ofp, denoted VP, is the transforma-
tion of V.

VP= D#D;l VS;lA’DP,.- -- (27)

where DP and Dn denote (sr x w-) diagonal matrices
with the Element: of the vectors p and ~, respectively,
along the diagonal.

The matrix operations presented in expressions
(19) through (27) are straightforward generalizations of
the results in expressions (10) through (18). In addition,
compounded sets of transformations, as in (26), can be
developed for the vector p to obtain fi.mctions of the
sample proportions, such %x(p), . . .,~g(p), with their
corresponding Taylor series ~pproxima-tions to the
variances and covariances as discussed in Forthofer
and KochQs and appendix I of the report by Koch,
Landis, Freeman, and others.QQ Thus, a vector of
functions of sample proportions, denoted as ~@)=
M(P) ,.. .,.&p)], and its variance-covtiance m%rix
app~oximatioii VE, can be computed directly horn the
“raw” survey data.

The utility of this method is enhanced by the ability
to obtain estimates of Vnin (24) for other survey sample
designs besides paired-selections. Multistage designs
with multiple clusters in each stra~ stratiiled random
samples, or systematic selections of clusters, are a few
of the other designs that can be handled by this method.

The integration of this computational procedure for
categorical data from sample surveys with the flexible
WLS procedure for analyzing categorical data has been
implemented by LepkowskigT and, with a slightly
different computational procedure, by Freeman.Qs Pro-
vided a consistent estimate of the variance-covariance
matrix of the vector of fimctions ~(p) is available, the
WLS procedure outlined in ANOVA methodology can
be applied directly to the fi.mction vector and its covari-
ance matrix associated with the contingency table.

Contingency table example

The data in table 21 were obtained from the cross-
classification of current cigarette smoking status, race,
and Periodontal Index. Since smoking history is avail-
able only for those individuals included in the detailed

survey, the usable sample size is limited to a maximum
of 3,854 adults ages 25–74,. For this detailed sample,
smoking data was available for 2,948 persons. After
eliminating persons whose race was not white or black,
there were 2,919 examined persons with complete data
on these variables.

The primary hypothesis addressed in this analysis
is the relationships between the factors, cigarette smok-
ing and race, and the resplonse variable, periodontal
index (PI). However, as discussed in considerable
detail in Vital and Health Statistics, Series 11-No.
225,6 the relationship between PI and such factors as
smoking and race are highly influenced by other CG
variates such as frequency of tooth brushing. Come-
quently, the analyses of these frequency data will
illustrate the contingency table methodology. They do
not suggest substantive conclusions.

The weighted frequency distribution of PI score
and the proportion classified PI (Some) for each of
these subclasses is shown in table 22. They are based
on the weights for the detailed survey (tape location
170-175 on all public-use tapes) after standardization
of the weights to sum to the total number examined in
the detailed sample. In this context, it is critical that the
weights be standardized to the number of examined
persons in the detailed sample. Otherwise, the weighted
fi-equencieswill be populaticm estimates and the analysis
will not be conducted relative to the sample sizes
actually utilized in the survey. In particular, note that
the weighted frequencies for black people are all
smaller than those actually examined. This reflects the
oversampling in the design. Overall, the proportion of
people estimated to have some periodontal disease is
approximately 4 percent lower using the weights as
compared to the unweighed estimates displayed in
table 21 (51.8 percent vs. 55.7 percent).

To incorporate the effects of the complex sample
design in the analysis of these contingency table data,
the proportions in table 22 were also computed under
option 3 as a vector of ratio means using the metlmd-
ology discussed in the previous section. Consequently,
the Taylor series-based variance estimates for these
proportions were generated diretiy fiomthe &PSALIW
routine for this analysis. These results, together with
the estimates obtained undar options 1 and 2, are shmvn
in table 23. As noted in the last column, for these
proportions the square root of the design effects ranges
from 1.22 to 1.88; the design effects range from 1,48 to
3.53. Note that the design effects for the proportions
with PI (Some) are smaller for the current cigarette
smokers than for those not smoking, regardless of ralce.

For purposes of model fitting and hypothesis test-
ing, the vector ~ of the subclass proportions with PI
(Some) and its corresponding covariance matrix VEare
shown in table 24.

Initially, the variation aunongthese proportions was
investigated using the usual 22 factorial design matrix
Xl in the linear model formulation E~(lj’) = XI!?I,
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where

xl =

and

g, =

111 11

1 1 –1 –1

1–11–1

1 –1 –1 11

Overall mean

Differential effect for whites

Differential effect for smokers

LInteracticm effect .

The estimated Parameter vector for this model is
obtained from the ‘weighted least squares routine as
~1 = (0.606, –0.095, 0.029,0.033). Thus, hypotheses
of the form HO:CB = O can be used to investigate the
relative importance of these factors and their interaction
in contributing to the variation among the proportion
with PI (Some). Speci.tlcally, the three hypotheses for
this model, together with their corresponding contrast
matrices and resulting test statistics, are shown in table
25.

For comparative purposes, these hypotheses were
also tested under options 1 and 2, using the frequency
data from tables 21 and 22, respectively. As shown in
table 26, the importance of incorporating the design
effects into the test criteria is quite pronounced. In
particular, under option 1, each of the 3 hypotheses
would have been rejected at the usual 5 percent level of
significance.

Although the race effect is highly significant, there
is evidence among the estimates in ~ and from the
marginally si~lcant test (p = 0.09) forlY3 in table 25
that smoking has a differential effect across race
subclasses. To investigate this possibility formally, the
variation among the estimates was characterized by the
linear model E~(~ = X@z, where

[

Overall mean

1132=Differential effect for race

Smoking effect for whites

As shown in table 27, the goodness of fit statistic
(i.e., Q = 0.01) indicates thatXz provides an adequate
characterization for the variation among these propor-
tions. Moreover, the smoking effect for the white
population is highly significant (Q = 38.63) compared
to the nonsignificant average smoking effects indicated
in table 26 under Xl. Moreover, the square root of the
design effect is less than 1.05 for this smoking test
statistic, whereas it was 1.45 under Xl.

Several remarks of caution about the model build-
ing approach used here are appropriate. First, the
reduced model could be criticized from the vantage
point of “overi%dng” models to data. Clearly, the lack
of fit statistic is extremely small. On the other hand, the
model is consistent with the data in that the proportions
are nearly identical for the black population regardless
of smoking status. However, the objective of the model
building is to find a linear model that adequately
describes the variation in observed proportions and
offers substantively appealing explanations for the rela-
tionships among the variables of interest. Thus, the
reduced model is in a certain sense “overlltted.”
However, it offers the substantive expert insight to
complex relationships through a relatively straight-
forward linear model framework. Second, the model
was not obtained by successively fitting models until
the best one was discovered. From a classical hypothe-
sis testing point of view, one should always investigate
Ha, the interaction hypothesis, prior to testing HI and
Hz, the main effects hypothesis. However, in this case,
a more informative model was proposed by noting the
“nested” effect of smoking. Thus, the issues of hier-
archical testing should be considered carefully when
proceeding with model reduction. Finally, the appr~
priate sigmflcance level to be applied for the individual
hypothesis tests in the model building is not clearly
specified. Generally a “level” of 0.05 has been used as
an acceptable criteria in choosing among models. But
the particular significance level is arbitrary in a model
building framework. The reduced model is the result of
careful examination of the observed proportions in each
subclass and the goodness of fit and hypothesis test
statistics. The application of formal hypothesis testlfng
is inappropriate in such an approach, but the methods
and terminology are utilized nonetheless.
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Summary

The analysis of data from large complex sample
surveys is not a straightforward task. The analyst must
consider many issues to develop an appropriate and
efficient strategy for conducting the analysis. Such con-
siderations should include not only the technical issues
of the sample design, weights, or underlying assump
tions in the analytic procedures to be applied, but the
fundamental inference issues concerning the nature of
models to be developed from the data.

Perhaps the first consideration should be inferential:
are inferences to be made to the finite population from
which the sample was selected or to some super-
population or theoretical model of which the finite
population may be a single realization? The two ap-
proaches to inference for survey data-model-based
and design-based-each offer the analyst diflicult choices.
The choice of a model-based inference leads to analytic
strategies that ignore the complexities of the sample
design and allow analysts to use routine statistical soft-
ware for calculations. On the other hand, the model-
based inference often requires stronger assumptions for
the particular problem than does design-based inference.
Further, the model is assumed to be perfectly specified.

The approach presented here has been a design-
based type of inference. Computationally, the design-
based approach to inference is more difficult to develop
and more costly to apply than is the model-based ap
preach. But many survey practitioners feel that it offers
advantages when developing exploratory models from
survey data. For example, consideration of weights,
which account for unequal probabilities of selection
adjustment for nonresponse, and adjustment for cover-
age errors in the analysis, can protect the analyst from
some types of misspecification error. Further, with use
of variance and covariance estimates, which account
for the complexity of the design, design-based inferences
tend to be somewhat conservative compared with the
model-based approach.

Some analysts argue that an hypothesis testing
framework for survey data from a finite population con-
cerning finite population parameters is inappropriate.

The perspective taken here has been that if the com-
plexity of the survey design is taken into account, sub-
stantively usel%l inferences are possible by applying
existing model building methodologies to survey data.

Ifa design-based inference approach is chosen, the
technical details of the sample design must be con-
sidered. The discussion in previous sections has indi-
cated that the following design features ought to be
carefully considered:

What is the nature c~fthe sample design? Was a
stratified multistage sample design used? Were un-
equal probabilities of selection applied?

Were there adjustments for nonresponse or ccwer-
age errors? Is there a weight variable or are there
several weight variables that must be applied when
different parts of the sample are analyzed?

Are there important measurement issues that could
affect survey analyses? Is item nonresponse an im-
portant problem for some variables? Do inter- and
intra-observer variability contribute to errors in
the data?

Given the sample design and various sources of
en-or present in-tie data-collection operations, how
can estimates be fommlated? How can such estima-
tion procedures be incorporated into existing ana-
lytic procedures? How can the results be interpreted,
and what kind of inferences are appropriate in view
of the complex survey design?

These are not all of the issues that can or should
be raised in this context, In many instances the analyst
probably should consult with a survey practitioner or
sampling specialist to resolve the technical issues.

The effects of a com]?lex sample design on inference
can be quite dramatic, as illustrated in previous sec-
tions for several types ctf analytic procedures (e,,g., re-
gression analysis, ANKIVA). In most analyses, design
effects are not negligible, even for means within sub-
classes, regression coet~lcients, or chi-square criteria
computed from contingency table analyses, On the
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other hand, the costs of computing can be large when
the complexity of the sample design is used in the esti-
mation process. Based cm findings in this publication,
the following recommendations about analytic strategy
are suggested for users of NHANE S I data from public
use tape:

● A design-based inference, although difficult and
costly to apply, is appropriate for such data. Esti-
mation procedures, which account for the complex-
ity of the survey design, should be used for the final
analysis.

● Investigate all preliminary hypotheses without re-
gard to the design effects. Since estimated means

and other statistics may change greatly when sam-
pling weights are considered, sampling weights and
weighted estimates should be used.

● Based either on significant results at the previous
step or on relationships thought to be important
from previous substantive considerations regardless
of whether they were si@lcant at the previous
step, proceed with a more rigorous analysis using
both the appropriate weights and sample design
effects.

Such a two stage design-based inference approach
will be both less costly and more appropriate than other
strategies that could be applied to the NHANES I data.
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Table 1. NHANESl population estimates for examination locations 1+5, bysex, race, andageat examination: United Statea, 1971-74
—

Estimated population
—

Age at examination Male Female
Total —

All races White Black All races White Black

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

l year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2-3 yeara . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4-5 yeara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
8-7 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6-9 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
10-l l years . . . . . . . . . . . . . . . . . . . . . . . . . . . .
12-14 years . . . . . . . . . . . . . . . . . . . . . . . . . . . .
15-17 yeara . . . . . . . . . . . . . . . . . . . . . . . . . . . .
16-19 years . . . . . . . . . . . . . . . . . . . . . . . . . . .
20-24 years . . . . . . . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3544 yeara . . . . . . . . . . . . . . . . . . . . . . . . . . .
45-54 yeara . . . . . . . . . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . . . . . . . . .

193,976,381

3,313,456
6,963,162
6.672,346
7,193,663
7,696.597
8,465,793

12,335,321
12,318,434

7,352,200
17,325,038
26,936,001
22,268,477
23,313,316
19,049,001
12,773,574

94,239,866

1,693,074
3,553,765
3,376,503
3,652,322
3,880,396
4,381,730
6,312.519
6,207,169
3,673,321
8,109,775

13,002,514
10,675,731
11,150,110

9,072,586
5,496,351

82,740,899

1,401,508
2,997,107
2,866,374
3,060,888
3,279,649
3,732,593
5,397,061
5,311,596
3,206,467
7,094,036

11,594,115
9,515,530

10,039.124
8,274,948
4,969,903

10,413,986

280,212
479,362
485,872
573.867
586,419
563,823
879,377
812,321
404,045
866,201

1,231,793
1,004,953
1,056,837

702,647
486,257

99,736,515

1,620,384
3,4091397
3,293,843
3,541,,341
3,816,201
4,084,063
6,022,802
6,111,265
3,676,879
9,215,263

13,933,487
11,592,746
12,163,206

9,976,415
7,277,223

86,867,546

1,327,657
2,872,581
2,755,016
2,951,927
3,257,936
3,424,070
5,122,189
5,233,091
3,158,930
7,972,486

12,160,578
10,111,458
10,879,167

9,037,157
6,603,303

11,999,935

257,2;69
505,442
511,1:34
576.578
539,855
617,7!33
836,2!52
853,2!34
504,4’17

1,073,358
1,646,337
1,318,050
1,237,459

871,098
651,579

Table 2. Sampling rates by age-sex groups for general sample of the NHANES 1: United States, 1971–74

Age and sex Sampling rate
—

l-5yeara . . .. l . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - . -- . - . - I -, - . - . - . - . . . . . . . . . . . . . ” . . ” . ” ””.””” .”.’.’..- 1/2

6-19 yeara . . . . . .. l . . . . . . . .. ----- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..- - . --. -- . - .-. - . - .--- . . .”.”.’-.. ‘.’”..”-.-”-.-.-”” 1/4

20-44 years (men). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

2044 years (women) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1/2

45-64 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - . - . - . . ”” ”” ”” ”. . . ...”...” 1/4

65-74 years......,.,........,.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . “”””””””””...”....’.”.’ 1
—

Table 3. Subsampling rates by age-sex groups for detailed sample of the NHANES 1: United Statss, 1971-74
—

Age and sex Subsampling rate

25-44 yeara (men). 2/5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...””” .“
25-44 years (wOrnen) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - . . . . . - . . . ...”----- ....””.”.”...’...’.”.” 1/5

45-64 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...-’ ............. ............. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3/5

65-74 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...”....””.”..-’-’...”.” . “”’.’.”.”.’.’.” 1/4

Table 4. Percent distribution of adjustment factors for the NHANES 1: United States, 1971-74 National Health and Nutrition Examination Survey,
survey locations 1-65, United States, 1971-74

Size of adjustment factor Number of ceils percent distribution
—

-rod. .. . . . . . . . . . . . . 325 100.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ------

1.00-1.24. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ....... . . . . . . . . . . . . . . . . . . . . . --- . . . . . . . 1ID6 32.6

1.25-1 .49 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125 38.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1.50-1 .74... 59 18.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1.75-1 .99 . . . . . . . . . . ! . . . . . . . . . . . 24 7.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.00-2 .49 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9 2.8

2.50-2 .99 . . . . . . . . . . 1 0.3. . . . . . . . ...>.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... . . . . . . . . . . . . .

3.00-3 .03, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Table 5. Total number of exarninees and those without dental examination records, by aex and ege: National Health end Nutrition Examination Survey, 1971-74

Age
Both

Male Female
Both

sexes
Male

sexes
Famale

Total numbar examined
Number without dental

examination records

All ages, 1-74 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -. 20,749 8,620 11,929 531 207 324

l-5 years . . . . . . . ,. ..,... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,895 1,469 1,425 70
6-n years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,057 1,026 T,031 63
12-17 years, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8. . . . . . . . . . . . . . . . . . 2,126 1,064 1,062 48
13-24 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...!.. 2,296 773 1,523 60
25-34 years . . . . . . . . . . . . . . . . . . . . . 8. . . . . . . . . . . . . . . - . . . . . . . . . ----- 2,700 B04 1,896 80
3544 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,320 664 1.664 55
45-54 years . . . . . . . . . . . . . . ...8 . . . . . . . . 8. . - . . . . . . . . ...8-.-8. . . . . . 1,601 765 636 43

5%64 ~eara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,267 598 669 33
65-74 years. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3,479 1,657 1,822 ‘ 71

—-. . .

36 42
30 33

18 30

14 46
26 54

14 41
22 21

10 23

37 34

Table 6. Number of prima~ aempling units (PSU’S) end number of examined persons for the general, detailed, and augmentation survey by stratum number
for the NHANES I design: United States, 1971-75

Number of PSfYs in
Numbar of examined parsons

sample survey dasign
Stratum number

General and
Augmentation

General and Datailed
datailad detailed

Augmentation
only

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ., ..,...!.. . . . 1,263 236 20.749 3,a54 3,059

1-10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,213

169
106
125
156
197

83
100

61
09

119

211

21
17
18
21
24
22
23
21
21
23

4,511

621
367
482
737
741
250
396
1Be
304
429

653

112
80
07

129
143

48
71
42
67
84

701

55
63
59
60
e7
82
72
80
64
69

11-35, .,, . . . . . . . . . . . . . . ,. .,... . . . . . . . . . . . . . . . . ., 50 26 16,235 3,001 2,36S

NOTE: In Iha cartnmty munta1-10, PSU’S ●e mumaration dlntrittn. In thm noncmrralny ●trats 11-36, FSU’msrs countien or groups of contiguous countlm
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Table 7, Number of examined persons by race, sex, and stratum number in the NHANES I design: United Statea, 1971-74

Number of examined persons ages 7-74 years by race and sex

Stratum number
—

Tora/
White Black Other White Black Other
males males males females famales females

—

20,749

621
367
482
737
747
250
395
1.38
304
429
481
517
531
701
486
563
594
505
5B5
446
790
551
619
499
728
867
664

1,001
634
868
651
691
619
545

1,059

7,004

169
146
123
198
232

67
.95
67

109
136
205
198
232
273
185
178
235
176
237
171
344
114
167
131
225
232
262
259
222
284
221
250
222
236
411

1,707

08
24
85

102
65
35
90
16
13
32

4
14

2
15
20
66

6
39
12
13

0
107

85
73
73

156
23

174
51
64
34
22

3
5

74

109

2
0
1

11
13

2
0
0
1

13
0
0
2
2
4
5
0
2
4
1
0
3
0
0
0
0
1
0
1
1
5
6

21
5
1

9,347

220
157
171
255
328

85
93
79

149
190
267
286
290
396
226
211
346
224
317
246
446
141
249
170
311
305
379
327
292
371
334
367
345
295
479

2,456

138
3a
102
162

88
57

127
26
32
37

3
17

4
14
43
98

6
62
14
14

0
185
116
122
119
194

17
241

68
124

52
32
10

1
93

4
4
0
9

15
4
0
0
0

19
2
2
1
1
8
3
1
2
1
1
0
1
2
3
0
0
2
0
0
4
5

12
18

3
1

2a



Table B. Number of exam[ned persons by race, sex, and stratum number in the NHANES I design for the detailad sampla: United States, 1971–74

Number of exemined persons ages 25-74 years by race and sex

Stratum number Total
White Bleck Other White Black Other
males males males females females females

3,854 1,541

112 37
80 38
87 23

129 46
143 60

48 17
71 16
42 19
57 25
84 34

100 45
93 40
92 45

129 54
78 43

101 29
107 52

81 41
109 45

81 34
162 72

89 20
112 33

81 28
156 67
150 45
141 65
162 57
126 50
152 63
113 49
123 51
119 45
100 46
224 99

277

13
4

1.3
15
11

7
la

o
1
8
0
3
1
1
2

13
1
4
2
2
0

77
16

8
a

22
6

26
10
14

3
2
0
2

19

21

1
0
0
1
4
1
0
0
0
4
0
0
0
0
1

0
0
1
1
0
0
1
0
0
0
0
0
0
0

0
1
2
2
0
1

1,667

34
27
29
43
55
12
17
18
27
30
53
49
46
70
27

41
54
28
59
44
90
23
48
30
67
65
68
64
58
64
51
61
69
52
94

335

27
11
17
23
12
11
20

5
4

5
1
0
0
4
5

18
0
7
2
1
0

20
15
15
14
18

1
35

8
11

8
6
0
0

11

13

0
0
0
1
1
0
0
0
0
3
1
1

0
0
0

0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
1
1
3
0
0

Table 9. Number of survey locations, type of examination, yeare of data collection, age of target population, number of examined persona, and
location of appropriate weights on public use tapes for NHANES I data

Survey locations and examination in sample design Year
Age in years of Number of Tape locations

target population examined persons of weights

l–65 detail . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1971-74 25-74 3,854 170-175
l-65 nutrition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1971-74 1-74 20,749
66-l W1 detail . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

176-161
‘1974-75 25-74

l-1002 detail . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3,058 182-187

1971-75 25-74 6,913 188–1 93

1Augmentation sample
2[nclude~ augmenIatiOn sample
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Table 10, Comparative analysesmf standard ❑ rrors and design effects for multiple and paired sampling error computational unita (S ECU’S) within certeinty strata
—

for the number of decayed, missing, and filled (DMF) teeth, systolic blood pressure (SBP), and calories consumed daily by age for NHANES I data: United
States, 1971-74

—

Multiple SECU% Paired SECIJ%

Age
Number of

Mean
—

examined persons Standard error Square root of Stenderd error Squere root of
of mean design effect of mean das;gn effect

—

DMF teeth

1-74 ye~fs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

l-17 years . . . . . . . . . ..l. .. l... . . . . . . . . . . ...1...
16-24 years . . . . . . . . . . . . . . . . . . . . . . . . . 8. . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . . . . . . .!.!.!... . .
3544 years . . . . . . . . . . . . . . . . . ..n . 8. 8. . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
55-64 yaars. . i, . . . . . . . . . . . . . . . . . 8. . . . . . . . . . . . .
65-74 years.................,.. . . . . . . . . . . . . . . .

6-74 years . : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6-17 years . . . . . . . . . . . . . . . . . . . . . . . . ...!.... . . .
18-24 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

25-34 yeara . . ..a. . . . . . . . . . . . . . . . . ...!.! .! .!...
3544 years . . . . . . . . . . .. n........ . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . . , . . . . . .8.......
55-64 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

l-74 years . . . . . . . . . . . . ..n. n.. n.. . . . . . . . . . . . . . .

l-17 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...8.
lB-24years, . c. ., ., ., .,.,.... . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . . , . . . . . . . . . ...8.
35-44 years . . . . . . . . . . . . . . . . . . . . . . . . . . ...8.....

45-54 years . . . . . . . . . . . . . . ...!!!.! . . .!.!.!... . .
55-64 years..,..............,., . . . . . . . . . . . . . . .

65-74 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

20,749

7,104
2,297
2,694
2,327
1,599
1,262
3,466

17,656

4,085
2,290
2,675
2,317
1,589
1,255
3.447

20,749

7,104
2,297
2,694
2,327
1,599
1,262
3,466

14.723

3.965
11,924
16,918
21.436
22.826
25,744
27,727

123.95

106.24
116.69
120.93
125.64
134.14
142.11
150.01

2000.0

2011.0
2294.8
2177.5
2042.9
1897.3
1723.2

1518.9

0.166

0.071
0.237
0.261
0,249
0.216
0.291
0.154

SBP

0.424

0.492
0,466
0.445

0.580
1.015
0.826
0.793

Calories

17.80

20.75
37.02
27.66
28.33
31.76
33.06
20.66

2.094

1.545
1.766
1.823
1.560
1.085
1.276
1.283

2.292

2.207
1.573

0.161

0.070
0.237
0.262
0.246
0.232
0.279
0.154

0.409

0.498
0.441

2,034

1.538
1.768
1.826
1.555
1.164
1,224
1.278

2.211

2.234
1.489

1.534 0,440 1.515
1.479 0.603 1.536
1.746 1.037 1.783
1,214 0.604 1.181
1.820 0.784 1.799

2.923

2,106
1.660
1.479
1,545
1,515
1,416
1,870

17.68

20.03
35.32
29.44
28.94
30,41

33.45
19,99

2.937

2.033
1.584
1.573
1.578
1.461
1.435
1.608

Table 11. Numbar of examinad persons, aatimated means, standard deviations, standard errors of the mean, end desi[Jn effects for tha number of decayed,

missing, and filled (DMF) teeth, ayatolic blood pressure (SBP), caloriea consumed daily, and aga under analysis options 1-3 for NHANES I data: United States,
1971-74

—

O&ion number
Inclusion of sampling

Sample
Mean

Standard error Square root of

Weights Design
size of mean design effect

—
DMF taeth

1. ,, !....!. . . . . . . . . . ,., . . ...! . . . . . . . . . . . . . . . . . . NO No 20,749 14.93 0.079 1,.,
2 ., .,....! . Yes NO 20,749 1, .,.,,,,., . . . . . . . . . . .,, ,,, .,., . . . . . . 14.72 0.075 ,.,
3 ., .,..,,, ,., ,., .,, .,, ,,, ., . . . . . . . . . ,,, .,.,., ., Yes Yas 20,749 14.72 0.161 2.156

SBP

1 ,, .,,,.,.. , ...!.,.,, . . . . . . . . . . ., .,.,.,., ,, .,.! No No 17,656 126.91 0.185
2 . . . . . . . . . . . . . . . . . . . ...! . . . . . . . . . . . . . . . ...!... I Yas No 17,658 123.95 0.166
3 ,,, ,., .!.... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I Yas Yes 17,656 123.95 0.409

1,..
1,.,

2.442

Caloriea

1 No No. . . . . . . . . . . . . . . . . . . ...!.!.. . . ...!.. . . . . . . . . . . . 20,749 1827.5 6,066 1. .
2 Yea No 20,749 1. . . . . . . . . . . . .!...,.,.. . . . . . ...!.. . . . . . . ...!. . . 2000.0 6,560 .,.
3 . . . . . . . . . . . . . . ...! . . . . . . . . . . . . . . . . . . . . . . . . . . Yee Yes 20,749 2000.0 17.863 2.726

Age

1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . No NO 20,749 32.23 0.159
2 Yea. . . . . . . . . . ...!...! .! .!.... . . . . . . . . !. !....., -1. NO 20,749 30.61 0.140

1...
1...

3 . . . . . . . . . . . . . . . . . . ...!.!. . . . . . . . . . ..!..... . . . Yes Yes 20,749 30.61 0,239 1.707

lCstegory nnt spplicsble,

30



Table 12. Number of examined persons, estimated meana, standard deviations, standard errors of the mean, and design effects for the number of dacayed,
missing, and filled (DMF) teeth, ayatolic blood preasura (SBP), and calories consumed daily within sga groups under analyais options 1-3 for NHANES I data:
United States, 1971-74

Option 1 Option 2 Option 3
Number of

Age examined
Standard

Standard
Standati

stantfati Standard Square mot

persons Mean
deviation

error of Mean
deviation

error of Mean error of of design
mean mean mean effect

l-74 yeara, . . . . . . . . . . . . . . . .

l-17 yeara . . . . . . . . . . . . . . . . .
lB-24 years . . . . . . . . . . . . . . . .
25-34 years. . . . . . . . . . . . . . . .
3E-44 years . . . . . . . . . . . . . . . .
45-54 yearn . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . .

6-74 yeers . . . . . . . . . . . . . . . . .

6-17 yeara . . . . . . . . . . . . . . . . .
16-24 yaara, . . . . . . . . . . . . . . .
25-34 yeara . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . .
4S-54yaara . . . . . .. n........
55-64 years . . . . . . . . ...8....
65-74 years . . . . . . . . . . . . . . . .

l-74 yaars . . . . . . . . . . . . . . . . .

l-17 years . . . . . . . . . . . . . . . . .
lB-24yaara . . . . . .. n........
25-34 years . . . . . . . . . . . . . . . .
3544 years . . . . . . . . . . . . . . . .
45-54 years. . . . . . . . . . . . . . . .
55-64 years.............,..
65-74 years . . . . . . . . . . . . . . . .

20,749

7,104
2,297
2,684
2,327
1,599
1,262
3,466

17,658

4,085
2,290
2,675
2,317
1,589
1,255
3,447

20,749

7,104
2,297
2,694
2,327
1,599
1,262
3,466

14.935

3.336
12.050
16.872
21.271
22.515
25.234
27.608

126.91

100.67
117.96
119.80
125.76
135.10
143.13
151.02

1‘627.5

1880.4
2084.6
1954.5
1829.0
1840.4
1679.2
1497.2

11.4160

3.8493
6.4173
7.4406
7.6962
7.9700
6.0880
7.0741

24.585

14.245
14.166
15.006
18.805
23.176
24.126
25.580

877.W

830.42
1066,70
971.00
884.65
838.33
828.08
651.06

0.0793

0.0457
0.1339
0.1434
0.1595
0.1993
0.2280
0.1202

0.1850

0.2229
0.2960
0.2901
0.3923
0.5814
0.6610
0.4357

6.088

9.853
22.298
18.706
18.339
20.965
23.310
11.059

DMF teath

14.723 10.7760

3.965 4.0810
11.924 6.2566
16.918 7.2497
21.436 7.3482
22.826 7.5708
25.744 7.6022
27.727 6.7742

SBP

123.95 22.262

108.24 14.132
118.89 13.794
120.93 14.770
125.64 17.665
134.14 22.782
142.11 23.453
150.01 25.056

Caloriea

2000.0 944.91

2011.0 B74.24
2294.8 1136.6C/
2177.5 1050.10
2042.9 966.51:
1B97.3 816.li
1723.2 814.02
1518.9 649.50

0.0746

0.0464
0.1305
0.1397
0.1523
0.1893
0,2140
0.1151

0.1675

0.2211
0.2883

0.2844
0.3670
0.5715
0.6620
0.4268

6.560

10.372
23,715
20.232
20.036
20.411
22.914
11.032

14.723

3.965
11.924
16.918
21.436
22.826
25.744
27.727

123.95

108.24
118.89
120.93
125.64
134.14
142.11
150.01

2000.0

2011.0
2294.8
2177.5
2042.9
1897.3
1723.2
1518.9

0.1613

0.0703
0.2367
0.2618
0.2461
0.2320
0.2790
0.1536

0.4090

0.4980
0.4407
0.4397
0.6026
1.0365
0.6040
0.7840

17.683

20.033
35.317
29.435
28.935
30.410
33.454
19.991

2.156

1.452
1.813
1.874
1.629
1.226
1.304
1.334

2.442

2,252
1.529

1.546
1.642
1.814
1.215
1.836

2.726

1.931
1.489

1.455
1,444
1.490
1.460
1.612

31



Tabla 13. Number of examinad persons in subclasses determined by lowest 15 percentile and highest percentile of skinfold thicknese, means, standerd errors,
test statistics, end design effects for serum cholaaterol: United Statea, 1971-74

Low skin fold High skinfold

Option
t Square root of

Number of
Mean

Standard Number of
Mean

.$tendard statistic design effect
examin ees error examinees error

1.................... 1,030 198.7 1.41
2 . . . . . . . . . . . . . . . . . . . . 1,030 191.6 1.34
3 . . . . . . . . . . . . . . . . . . . 1,030 191.6 1.59

All males

1,015 223.1 1.55 11.6
1,015 221,8 1.60 14.3
1,015 221,8 2.39 9.5

Black males

1 . . . . . . . . . . . . . . . . . . . . 282 200.1 2.73 155 222.2 4.03
2 . . . %. . . . . . . . . . . . . . . . 282 193.4 2.81 155 226.6 4.89
3 . . . . . . . . . . . . . ...%... 282 193.4 4.00 155 226,6 8.80

4.7
6.4
3.4

1...
1.,.

1.5

1...
1...
2.1

White males

l . . . . . . . . . . . . . . . . . . . . 748 198.2 1.65 860 223.3 1.68 10.6 1

2 . . . . . . . . . . . . . ...!...
. . .

748 191.2 1.54 860 221.2 1.70 12.8 1

3 . . . . . . . . . . . . . . . . . . . .
. . .

748 191.2 1.90 860 221.2 2.26 9.7 1.3

All females

1, . . . . . . . . . . . . . . . . . . . 1,652 197.4 1.19 1,637 224.7 1.24 15.9 1

2, . . . . . . . . . . . . . . . . . . .
. . .

1,652 196,1 1.19 1,637 225.9 1.25 17.3 1

3 . . . . . . . . . . . . . . . . . . . .
. . .

1,652 196,1 2.00 1,637 225.9 1.83 13.4 1.3

Black females

1 ,., . . . . . . . . . . . . . . 288 191,8 2.40 488 221.0 2,25 8.5 1

2, . . . . . . . . . . . . . . . . . . .
. . .

288 193.0 2.39 488 224.2 2.11 9.6 1

3, . . . . . . . . . . . . . . . . . . .
. . .

2B8 193.0 3.00 488 224.2 3.33 6.6 1.4

White females

1 . . . . . . . . . . . . . . . . . . . . 1,364 198.5 1.34 1,149 226.2 1.49 13.8 1

2 . . . . . . . . . . . . . . . . . . . .
. . .

1,364 196.5 2.93 1,149 226.3 1.52 14.8 1

3 . . . . . . . . . . . . . . . . . . . .

. . .

1,364 196.5 2.21 1,149 226.3 2,21 11.6 1.3

lCatego~ not applicable.
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Table 14, Summary of simpls regromion models of the number of decayed, miwing, and filled (DMF) tedh, systolic blond prHssure (SBP), and calories
consumad daily on age under analysis options 1-3 by race and se~ for NHANES I deta: United States, 1971-74

Weighted design

Number of
Unweighed design (option 1)

Race and sex
examined

(Option 2) (opt/on 3)
Square root

persons
Stwrdad

R2 Slope
t- Stmrdard Standard

of design
~2 t. t-

.Slope
error

effect
statistic error statistic error statistic

Total . . . . . . . . . . .

White males. . . . .
Black meles . . . . .
Other males . . . . .
White femalea . . .
Bleck femalee. , . .
Other female6 . . . .

ToteI . . . . . . . . . . .

White meles . . . . .
Black meles . . . . .
Other msles . . . . .
White femeles . . .
Black females. . . .
Other femelaa.. . .

Total . . . . . . . . . . .

White msles. . . . .
Black malea . . . . .
Other malas . . . . .
White females . . .
Black females. . . .
Olher fem61eB, . . .

20,749

7,004
1,707

109
9,347
2,466

128

17,650

5,854
1,326

89
8,243
2,037

109

20,749

7,004
1.707

109
9.347
2,456

126

0.67

0.73
0,63
0.63
0,67
0.59
0.40

0.40

0.36
0.46
0.35
0.41
0.47
0.40

0.02

0.01
0.01
0.00
0.04
0.06
0.00

OAOB
0.416
0.335
0.317
0.414
0.391
0.337

0.730

0.605
0.s15
0.762
0.767
0.979
0.920

4.90

-3.39
–3.74

1.00
+.B9
–6.39

-1.23

0.0Q20

0.0030
0,0062
0.02B7
0.0030
0.0065
0,0372

0.006B

0.0106
0.0240
O.lll B
0.0102
0.0230
O.1OB6

0.2629

0.4873
0.9217
3.598
0.3034
0.6578
3,474

206.89

13B.91
54.44
11,04

136,49
59.91

9.07

107.45

57.24
33.91

6.81
75.57
42.55

B.47

-18.64

–6.95
–4.05

0.20
–1 9.41
–1 2.75

-0.35

DMF on age

0,65 0,432

0,67 0.440
0.47 0.308
0.45 0.294
0.6B 0.439
0.54 0.385
0.25 0.244

SBP on age

0.35 0.696

0.33 0.610
0.43 0.848
0.14 0.401
0.38 0.734
0.44 1.008
0.37 0.818

0.0022

0.0037
0.0080
0.0316
0.0031
0.0072
0.0376

0.0071

0.0115
0.0269
0.1064
0.0104
0.0252
0.1040

Calories on age

0.01 –5.50 0.3238

0.00 –3.52 0.6102
0.00 –1 .08 1.212
0.05 12.50 5.101
0.04 –6.44 0.3315
0.06 –9.45 0.7420

0.01 -3.35 3.899

196.52

118.93
38.52

9,20
139.50

53.29
6,50

98.11

53.14
31.53

3.77
70.39
40.05

7.87

–1 6.99

–5.78
–0.89

2.45
–1 9.43
–1 2.74

-0.B6

0.0032

0.0042
1. . .
1. . .

0.0053
1.,.
1.,.

0.0131

0.0113
1. . .
1 .

0.01 8B
1,..

. . .

.3171

.6314
1. . .
1 .

.4339
1. .
1. .

135,09

10:.49
. . .

1,..
82,76

1. . .
1.,.

53.14

54.06
1. . .
1

39.’03
1. . .
1. . .

–1 7.35

–5.58
1. . .
1. .

–1 4.85
1. . .
1. . .

1.45

1.13
1. . .
1. . .
~.69

,.,
1,..

1.85

0.96
1. .
1

1:80
1. .
1. . .

0.98

1.04
1. . .
1. . .
1.31
1. . .
1. . .

1cmIagorynot ●ppl,cmble.

Table 15. Summary of muklple regression models for the number Of decayed, mlsslng, and filled (DMF) teeth On a9e, race, sex, and swee~ for
6,349 examinad pereona ages 11-30 under analysis Optmns 1-3: United States. 1971-74

Variable
Regression Standard error t.sratlstic Square root of
coefficient of coefficient design effect

Unwelghted SRS design {aptIon 1)

Age. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.685 0.0130 52.42 1. .
Race . . . . . . . . . . . . . . . . . . . . . . . 0.875 0.0899 9.73 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -0.491 0.0752 -6.52 1. . .

Swats . . . . . . . . . . . . . . . . . . . . . 0.057 0.0070 8.21 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Weighted SW design (option 2)

Age . . . . . . . . . . . . . . . . . . . . . . . 0,705 0.0125 56.29 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Rata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.795 0.1072 7.42 1

sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . .

-0.465 0.0698 –6.65 1

Sweets
. .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ----------- . . . . . . . . . . . . . . . . . 0.049 0.CQ68 7.17 1. . .

Weighted complex aampllng design (optIon 3)

Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,. . . . . . . . . . . . . . . . 0.705 0.0209 33.67 1,67
Race . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.795 0.2277 3,50 2,12
Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -0,465 0.0928 –5.01 1.33
Sweets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .I ----- 0.049 0.0077 6.43 1,12

1category not applimbla
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Table 16. Summa~ Of multiple regression models for systolic blood pressure (SBP) on age, race, sex, and Quetelet’s Index for 13,573 examined persons

ages 16-74 under analysis options 1-3: United States, 1971-74

Variable Regression Standard error
t-statistic

Square root of
coefficient of coefficient design effect

Unweighed SRS design (option 1)

Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.667 0.0096 69.44 1

Hate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . ..

3.896 0.3938 9.89 1

Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . .

-1.885 0.3495 -5.39 1

Quetelet’s index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . .

1.135 0.0335 33.88 1. . .

Weighted SFiS design (option 2)

Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.584 0.0102 57.49 1

Race, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . .

2.908 0.4422 6.58 1

Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. .

–2.871 0.3162 –9.06 1

Quetelet’a index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . .

1.177 0.0331 35.56 1. . .

Weighted complex sampling design (option 3)

Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.584 0.0177 32.92 1,75
Race . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.908 0.8266 3.52
Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1,67
-2.871 0.5206 –5.52

Quetelet’s index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1,64

1.177 0.0630 18.69 1,90

1Category not applicable,

—

Table 17. Summary of mean periodontal index (Pi) score and estimated standard errors and design effects by drinkllng and smoking classification for

NHANES I detailed sample: United States, 1971–74

Subclass
Unweighed design Weighted design

SRS (option 7) —

Weighted
SRS (option 2) Complex (option 3)

Drinking

—

Number Mean PI Standard
number

Smoking
Mean Pl Sttmdard

examined
Standard Square roat of

examinad score error score error error design effect

None
None
Little
Little
Little
Moderate

Moderate
Heavy
Heavy
Heavy

Never . . . . . . . . . . . . . . . . . . . . . . . . . . 417
Past . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Now . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
Never . . . . . . . . . . . . . . . . . . . . . . . . . . 479
Past . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
Now . . . . . . . . . . . . . . . . . . . . . . . . . . . 483
Never . . . . . . . . . . . . . . . . . . . . . . . . . . 178
Past . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
Now . . . . . . . . . . . . . . . . . . . . . . . . . . . 483
Never . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Past . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Now . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

1.618
2.038
2.349
0.961
1.280
1.738
1.003
1.148
1.731
1.774
1.769
2.029

0.1074
0.2366
0.1733
0.0733
0.1282
0.0966
0.1303
0.1341
0.0984
0.3815
0.3391
0.1801

354.73
74.74

162.63
547.18
251.74
571.00
196.80
196.95
540.25

29.42
36.06

198.79

1.424
1.836
1.904

0.800
0.966
1.516
0.853
0.930
1.463
1.420
1.754
1.690

0.1018
0,2171
0!1 578
0<0663
0,1137
0,0896
0,1271
0,1195
0,0902
0,3592
0,3290
0,1676

0.1371
0.3044
0.1339

0.0583
0.1325
0.1267
0.1867
0.1120
0.1256
0.4219
0.3646
0.2211

1.35
1.40
0.85
0.66
1.17
1.41
1.48
0.94
1.39
1.17
1,11
1.32

Table 18. Hypothesis tests for variation in mean periodontal index (Pi) score by cross-classification of drinking and sm&ing variables for

—

NHANES I detailed sample: United States, 1971-74

Chi-squara test criteria andsignificanca lavels

Source of variation
Degree of Unweighed Weighted
freedom

Weighted
SRS dasign SRS design complex design

—

Q P-value Q P-value Q P-valua

Drinking (D) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Smoking (S)

3 29.54 0.00 28.83 0.00 26.91 0.00

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 13,58 000 7.89 0.02 9,14 0.01

DXS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6 2.52 0.87 5.54 0.48 3.78 0.71
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Table 19, Hypothesis tests far variation in mean periodontal index (Pi) score by cross-classification of drinking and smoking variables (model with no interaction)
for NHANES I detailed sample: United States, 1971-74

Chi-square test criteria and significance levels

Source of variation
Degree of Unweighed Weighted Weighted
freedom SRS design SRS design complex design

Q p-value Q p-value Q p-value

Drinking [D) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 51.58 0.00 48.89 0.00 40.92 0.00
Smoking (S) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 76.S5 0.00 65.45 0.00 42.70 0.00
Lack of Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6 2.52 0.87 5.54 0.48 3.78 0.71

Table 20. Distribution of sample elements according to the r levels of the response profile by the s subclasses

Response profile

Subclass Total

1 2 . . . r

s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . !. !..... . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m 1 fhz .,. hr m,

Teble 21 Numbar of exam,ned persons ages 25-74 with periodontal index (Pi) scores of zero (none) and greater than zero (some) by race and
current smoking atatua for NHANES I deteiled sample: United States, 1971-74

Race
Currant

Number
PI scorn

Proportion
cigarelte

examined PI (some)
smoker None Soma

Allsub]ecta. . . .,, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,919 1.294 1,625 0.557

White. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Yea 851 351 500 0.508
White . . . . . . . . . . . . . . . . . . . ., . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . No 1,574 021 753 0.478
Black. , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Yes 230 58 172 0.748
Black . . . . . . . ,, ... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . No 264 64 200 0.758

Table 22 We/ghted number of examined persons ages 25-74 with periodontal index (PI) scores of zero {none) and greater than zero (soma) by race and
current smoking status for NHANES 1 detailed sample: Un!ted Ststes, 1971-74

Current Weighred PI score
Race cigarette numbar I%portion

PI (some]smoker examined None Some

All subjects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3,137.5 1,511.3 1,626.2 0.51 a

Wh#te ,,, .,.,.,. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Yes 1.076.3
Wh!te

459.0 617.3 0.574
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . No

Black .,; ““ ;:: “ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
T,727.2 952.5 774.7 0.449

Yes 171.2 51.B 119.4 0.697
Black . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . No 162.0 4B.O 114.B 0.705
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Table 23. Distribution of proportion of some periodontal index (P1 > 0.0) and estimsted standard arrors and design effects by race and current cigarette

—

smoking classification for NHANES I detailed sampla: United Statas, 1971-74

,
Subclass Un weighted design

Weighted design

SRS (option 7)
—

Weighted
SRS (option ,2) Con@ex (option 3)

—

Number Proportion
number

Race C]jrr.enr cigarette smoking Standard Proportion
examined

Standard Standard Square root of
examined PI (some) error PI (some) error error design effect

White Yes . . . . . . . . . . . . . . . . . . . . . . . . . . . 851 0.588 0.0169 1,076.3 0.574
White

0.(31 51 0.0250 1.66

No . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,574 0.478 0,0126 1,727.2 0.449 0.11120
Black

0.0225 1.88
Yes . . . . . . . . . . . . . . . . . . . . . . . . . . . 230 0.748 0.0286 171.2 0.697

Black
0.0351 0.0427 1.22

No . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264 0.758 0.0264 162.8 0.705 0.0357 0.0547 1.53

Tabla 24. Vector ofeubclass propotiions of some periodontal index (Pl>O.O) andestimated covariance matrix by race andcurrent cigarette smoking

—

classification for NHANES I detailed sample: United Statas, 1971-74

Subclass
Proportion
PI (some)

Estimated covariarme matrix X 103

Race Current cigarette smoker

White ‘fed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.574
White

0.626 0,364 0.059 O.oc)o
No . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.449

Black
0.506 0.070 0.02!0

Yes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.697
Black

1.825 -0.411

No . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.705 2.995

—
Tabla 25. Hypotheses, hypothesis matrices, andteat statistics forthemodel Xl relating thevariation inthepropotiion of~;ome periodontal index (Pl>O,O)to

—

race and current cigarette smoking classification using sample weights and design effects for NHANES I detailad sample: United Statas, 1971-74

Hypothesis Hypothesis matrix
Chi-square Degree of

statistic freedom
P-value

Hl:There isnovariation due to the effact of race, ., ., ., .,, ,,, ..., . . . . . . . . . . . . . . . . . . . . . . [0100] 26.02 1 <0.01

H2:There isnovariation due to the effact of smoking .,, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [0010] 2.27 1 0.13

/f3: There isnovariation duetothe intemction beWeenraca and smoking . . . . . . . . . . . . . . . . . . [0001] 2.92 1 0.09

Table 26. Hypothesis tests forvariation inthepropotiion ofsomaperiodontal index (Pl>O.O) bycross-cleaaification ofraceand smoking cross-classificati[]n

for NHANES I detailad sample: United Stetes, 1971-74

Chi-square test critaria and significance Ievals

Source of variation
Degrae of Un weighted Weighted Weighted
fraedom

Square root of
SRS design SRS design complex design design effect

Q P-velue Q P-value Q P-value

Race (R) . . . . . . . . . . . . . . . . . . . . . . . 1 98.59 0,00 50.20 0.00 26.02 <0.01
Smoking (S)... , ., ., ., . . . . . . . . . . 1

1.39
5.04 0.02 4.78 0.03 2.27 0.13

RX S......,,,.,.,..,,..,.,,,. 1

1.45

7.22 0.01 6.11 0.01 2.92 0.09 1.45
—



Table 27. Hypothesis tests for variation in the proportion of some periodontal index (P1 > 0.0) by cross-classlfmation of race and smoking (reduced model)
for NHANES I detailed sample: United States, 1971-74

Chi-square test criteria and significance levels

Source of variation
Degree of Unweighed Weighted Weighted Square root of

freedom SRS design SRS design complex design design effect

Q P-value Q P-value Q P-value

White versus black mean, . . . . . . . . 1 99.47 0.00 50.17 0.00 27.20 <0.01
Smoking with whites ., . . . . . . . . . . 1

1,36
26.87 0.00 42.19 0.00 38.63 <0.01

bck of fit . . . . . . . . . . . . . . . . . . . . . . 1
1.05

0.06 0,80 0.02 0.88 0.01 0.92 1.41

P
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Appendix 1. Definitions of terms
and variables

Dietary variables

Cakvies-The total energy intake determined from
the 24hour dietary recall measured in kilocalories.

Sweets—The sum of the reported frequencies for
the ingestion of food from the three categories of
desserts and sweets, candy, and beverages (sweetened,
carbonated, and non-carbonated).

Dental and medical variables

Periodontal index—Periodontal index score for
entire mouth as given in the data provided.

DMF—Sum of decayed (D), missing (M), and
filled (F) permanent teeth.

Queteleth index– Body mass index which stand-
ardizes weight for height and pemits indirect prediction
of adiposity. Defined as weight+height2 using weight in
kilograms and height in centimetm.

Behavioral variables

Drinking—Categorical variable concerning alcohol
consumption derived from three other variables. The
four categories are

1) Those who claimed not to have had a drink in the
past (called “none” in the tables),

2) Those who claimed to drink no more than once a
week and when they did drink had three or fewer
drinks (called “little” in the tables),

3) Those who stated they drank more often than once a
week but have three or fewer drinks at a time, or
those who drink no more often than once a week but
have four or more drinks when they do drink (called
“moderate” in the tables), and

4) Those who claimed to drink more often than once a
week and have four or more drinks at a time (called
“heavy” in tables).

Smoking—Categorical variable derived from sev-
eral other variables. The three categories are

1)

2)

3)

Never have used tobacco in quantities up to or
equal to the amounts stated in the medical history
questiomaire, that is, at least 100 cigarettes, 50
cigars, or three packages of pipe tobacco during the
subjects’ lifetime.

Have used tobacco at least up to the amounts stated
for at least one of the categories stated in the
questionnaire, but do not use tobacco now, and

Used tobacco at the time of the intewiew, in
amounts at least as large as those stated in the
questiomaire.

Current cigarette smoke—Categorical variable
for current cigarette smoking status. The categories are

1) Have smoked more than 100 cigarettes and smoke
cigarettes now, and

2) Have never smoked more than 100 cigarettes or
do not smoke cigarettes now.
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Appendix II, Computing control

card files

The following subsections contain representative
control card files that were used for the run illustrated in
the corresponding previous section. All the program
statements are intended for the OSIRIS IV system
available at the University of Michigan, except for the
ANOVA and contingency table analyses which were
processed sequentially through OSIRIS IV and then
through the GENCAT weighted least squares program.

Means and variances

Example 1 shows the OSIRIS IV commands were
used to generate the multiple SECU results for DMF
teeth and calories displayed in table 10. &USTATS
comp@s means, standard deviations, and standard
errors using the weighted data, whereas &PSALMS
computes estimates and sampling errors for ratio means
from stratified clustered sample designs.

Regression models

Example 2 shows the OSIRIS IV commands were
used to generate the simple regression model results for
DMF teeth on age and calories on age shown in table
14. &REGRESSN computes standard regressions
using the weighted data ignoring the sample design,
whereas &REPERR computes regression statistics
and their sampling errors for data from clustered
sample designs using balanced half sample replications.

AN OVA

Example 3 shows the five command files were used
to generate the results under options 1–3 displayed in
tables 17–1 9. Step 1 uses tic OSIRIS IV &USTATS
command to generate means and their standard errors
(unweighed and weighted) for the 12 drinking and
smoking classifications. The vector of means and the
corresponding covariance matrix then were read under
the direct input option of G;ENCAT to generate the
analyses for options 1 and 2, according to whether the
sampling weights were included in the analysis in Steps
2 and 3, respectively. Finally,, Steps 4 and 5 were usecl
to generate the ratio means and the covariance matrix
under the cluster sample design and to produce the chi--
square statistics under option 3.

Contingency tables

Example 4 shows the five command files were used
to generate the results in tables 2 1–27. Step 1 uses the
OSIRIS IV &TABLES command to obtain the 4 X 2
table with race-cun-ent cigaretk smoking categories
forming the rows and periodontal index forming the
cohunns (none, some). These umweighted and weighted
tables then were used as input to GENCAT in Steps 2
and 3. Step 4 utilizes the &PSALMS routine to obtain
the variance-covariance matrix for the weighted pro-
portions taking into account the complex sample design.
Finally, step 5 contains the cor[trol cards needed to run
GENCAT on the weighted data.
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Example 1

$RUN ISR:OSIRIS.IV SPRINT=*PRINl?*
&RECODE
Rl=l
NAME RI ’COUNTER’
&END

,,

&USTATS DICTIN=-DICT DATAIN=-DATA
WEIGHTED STATS FOR DMF AND CALORIES BY AGE GROUP
VARS=V6042,V203 WTVAR=V90-
REP=(V49=l-l7/l8-24/25-34/35-44/45-54/55-64/65-74/l -74) ‘“
&END
&PSALMS DICTIN=-DICT DATAIN=-DATA
SAMPLING ERROR ANALYSIS OF DMF AND CALORIES BY AGE GROUP
R=l WTVAR=V90 SECU=V96 ST=V91-
REP=(V49=l-l7/l8-24/25-34/35-44/45-54/55-64\65-74/l-74 )
MOD=MULT ST=1-10 SECU= 169,106,125,156,197 ,83,108,61,89,,119
MOD=PAIR ST=l l-35
PAR=V6042/Rl SUB=l,l
PAR=V6042/Rl SUB=2,2
PAR=V6042/Rl SUB=3,3
PAR=V6042/Rl SUB=4,4
PAR=V6042\Rl SUB=5,5 .

PAR=V6042/Rl SUB=6,6
PAR=V6042/Rl SUB=7,7
PAR=V6042/Rl SUB=8,8
PAR=V203/Rl SUB=l,l
PAR=V203/Rl SUB=2,2
PAR=V203/Rl SUB=3,3
PAR=V203/Rl SUB=4,4
PAR=V203/Rl SUB=5,5
PAR=V203/Rl SUB=6,6
PAR=V203/Rl SUB=7,7
PAR=V203/Rl SUB=13,8
&END
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Example 2

$RUN ISR:OSIRIS.IV SPRINT=*PRINT*
&REGRESSN DICTIN=-DICT DATAIN=-DATA
REGRESSION OF DMF AND CALORIES ON AGE
WTVAR=V90
V=V49 DEPV=V6042
V=V49 DEPV=V203
&END
&REGRESSN
INCLUDE V50=I AND V51=1
REGRESSION OF DMF AND CALORIES ON AGE BY RACE-SEX CATEGORIES
WTVAR=V90
V=V49 DEPV=V6042
V=V49 DEPV=V203
&END
&REGRESSN
INCLUDE V50=2 AND V51=I
REGRESSION OF DMF AND CALORIES ON AGE BY RACE-SEX, CATEGORIES
WTVAR=V90
V=V49 DEPV=V6042
V=V49 DEPV=V203
&END
&REGRESSN
INCLUDE V50=3 AND V51=1
REGRESSION OF DMF AND CALORIES ON AGE BY RACE-SEX CATEGORIES
WTVAR=V90
V=V49 DEPV=V6042
V=V49 DEPV=V203
&END
&REGRESSN
INCLUDE V50=1 AND V51=2
REGRESSION OF DMF AND CALORIES ON AGE BY RACE-SEX CATEGORIES
WTVAR=V90
V=V49 DEPV=V6042
V=V49 DEPV=V203
&END
&REGRESSN
INCLUDE V50=2 AND V51=2
REGRESSION OF DMF AND CALORIES ON AGE BY RACE-SEX CATEGORIES
WTVAR=V90
V=V49 DEPV=V6042
V=V49 DEPV=V203
&END
&REGRESSN
INCLUDE V50=3 AND V51=2
REGRESSION OF DMF AND CALORIES ON AGE BY RACE-SEX, CATEGORIES
WTVAR=V90
V=V49 DEPV=V6042
V=V49 DEPV=V203
&END
&REPERR DICTIN=-DICT DATAIN=-DATA
BHS MODEL FOR DMF AND CALORIES
SECU=V97 ST=V91 WTVAR=V94 VAR=49,6042,203-
STATS=(MEANS,RCOEFF,MULTR) REGR=TOT
ST=l-35 MOD=BHS
v=49 DEPV=6042,203
&END
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&REPERR
INCLUDE V50=1 AND V51=1
BHS MODEL FOR DMF AND CALORIES BY RACE-SEX CATEGORIES
SECU=V97 ST=V91 WTVAR=V94 VAR=49,6042,203-
STATS= (MEANS,RCOEFF,MULTR) REGR=TOT
ST=l-35 MOD=BHS
V=49 DEPV=6042,203
&END
&REPERR
INCLUDE V50=2 AND V51=1
BHS MODEL FOR DMF AND CALORIES BY RACE-SEX CATEGORIES
SECU=V97 ST=V91 WTVAR=V94 VAR=49,6042,203-
STATS= (MEANS,RCOEFF,MULTR) REGR=TOT
ST=l-35 MOD=BHS
V=49 DEPV=6042,203
&END
&REPERR
INCLUDE V50=3 AND V51=1
BHS MODEL FOR DMF AND CALORIES BY RACE-SEX CATEGORIES
SECU=V97 ST=V91 WTVAR=V94 VAR=49,6042,203-
STATS= (MEANS,RCOEFF,MULTR) REGR=TOT
ST=l-35 MOD=BHS
v=49 DEPV=6042,203
&END
&REPERR
INCLUDE V50=I AND V51=2
BHS MODEL FOR DMF AND CALORIES BY RACE-SEX CATEGORIES
SECU=V97 ST=V91 WTVAR=V94 VAR=49,6042,203-
STATS= (MEANS,RCOEFF,MULTR) REGR=TOT
ST=l-35 MOD=BHS
V=49 DEPV=6042,203
&END
&REPERR
INCLUDE V50=2 AND V51=2
BHS MODEL FOR DMF AND CALORIES BY RACE-SEX CATEGORIES
SECU=V97 ST=V91 WTVAR=V94 VAR=49,6042,203-
STATS= (MEANS,RCOEFF,MULTR) REGR=TOT
ST=1-35 MOD=BHS
v=49 DEPV=6042,203
&END
&REPERR
INCLUDE V50=3 AND V51=2
BHS MODEL FOR DMF AND CALORIES BY RACE-SEX CATEGORIES
SECU=V97 ST=V91 WTVAR=V94 VAR=49r6042,203-
STATS= (MEANS,RCOEFF,MULTR) REGR=TOT
ST=l-35 MOD=BHS
V=49 DEPV=6042,203
&END
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Example 3

STEP I ** MEANS AND VARIANCES (WEIGHTED AND UNWEIGHED) **
$RUN IsR:osIRIsmIv SPRINT=*PRINT*
&RECODE=l
R1=BRAc(v4501 ,1=0,2=1,3=2 ,4=3)
R2=BRAC(V7501 ,1=0,2=1,3=2 )
R4=COMBINE R2(3),R1 (4)
R6=V1089
MDATA R4(99)
&END
&USTATS DICTIN=DICTREP4 DATAIN=DATAREP4
UNIVARIATE STATISTICS
RECODE=l VARS=6005,6008 REP=(R4=0/1/2/3/4\5/6/7/8/9\l 0/11)
&ENIY
&USTATS
WEIGHTED UNIVARIATE STATISTICS
RECODE=l VARS=6005,6008 REP=(R4=0/1/2/3/4/5/6/7/8/9/l 0/11)
WT=R6
&END

STEP 2 ** GENCAT ANALYSIS USING UNWEIGHED DATA **

$RuN sJs6:GENcAT l=*souRcE* 3=*PR1NT* 8=-TEMP
5 3 1 1 UNWEIGHED ANALYSIS OF P.I.
12 1 (6F9.4)

1.617914 2.037624 2.346564 .961378 1.280140 1.738261
1.003090 1.148133 1.731346 1.773667 1.768750 2.028848

3 (6F9.3)
0.0115326 0.0560125 0.0300307 0.0053.778 0.0164335
0.0093619
0.0169859 0.0179936 0.0096814 1.455348 1.149650
0.0324495

7 1 12 1 (12F1.0) FULL MODEL
111111111111
011011011011
001001001001
000111111111
000000111111

. 000000000111
000011011011
000000011011
000000000011
000001001001
000000001001
000000000001

812 (12F1.0)
EFFECT / FULL MODEL

01
001

‘8 1 3 (12FI .0)
EFFECT / FULL MODEL

0001
00001
000001

716 1 (12F1 .0)
NO INTERACTION

111111111111

SMOKE

DRINK

MODEL WITH
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011011011011
001001001001
000111111111
000000111111
000000000111

812 (6F1.0)
EFFECT / NO INTERACTION

01
001

813 (6FI.0)
EFFECT / NO INTERACTION

0001
00001
000001

7 1 4 1 (12F1.0)
111000000111
000111111000
012000000012
000001001000

81 1 (4F2.0)
1-1 0 0

811 (4F1.0)
Oulo

81 1 (4F1.0)
0001

STEP 3 ** GENCAT ANALYSIS USING WEIGHTED DATA **

SMOKE

DRINK

531 1 WEIGHTED ANALYSIS OF P.I.
12 1 (6F9.4)

1.423589 1.835681 1.903959 0.800040 0.965758 1.516229
0.852681 0.929804 1.462482 1.419985 1.753583 1.689494

3 (6F9.3)
0.0103659 0.0471113 0.0249002 0.0044020 0.0129284
0.0080.248
0.0161660 0.0142776 0.0081406 1.290554 1.082204
0.0280853

7 1 12 1 (12FI .0) FULL MODEL
111111111111
011011011011
001001001001
000111111111 i
000000111111
000000000111
000011011011
000000011011
000000000011
000001001001
000000001001
000000000001

812 (12F1.0)
EFFECT / FULL MODEL

01
001

813 (12F1 .0)
EFFECT \ FULL MODEL

0001
00001

SMOKE

DRINK
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000001
7 1 6 1
NO INTERACTION

111111111111
011011011011
001001001001
000111111111
000000111111
000000000111

812
EFFECT / NO INTERACTION

01
001

813
EFFECT / NO INTERACTION

0001
00001
000001

7 1 4 1
111000000111
000111111000
012000000012
000001001000

811
1-1 0 0

81 1
0010

81 1
0001

(12F1 .0)

(6F1.0)

(6F1.0)

(12F1 .0)

(4F2.0)

(4F1.0)

(4FI.0)

MODEL WITh

SMOKE

DRINK

STEP 4 ** &PSALMS RUN TO GENERATE RATIO MEANS & THEIR COVARIANCE
STRUCTURE UNDER THE CLUSTERED DESIGN *lk

$RUN IsR:osIRIs.Iv SPRINT=-PR
&RECODE
R1=V4501
R2=V7501
TABLE A,COLS 1-3,ROWS 1(1-3),2(4-6),3(7-9),4( 10-12) ENDTAB
R3=TABLE(R1,R2,TAB=A)
R1OO=1
R101=V1O89
MDATA R1(99),R2(99)
&END
&PSALMS DICTIN=DICTREP4 DATAIN=DATAREP4 0UTPUT=-SE4
HANES MEAN P.I. BY DRINK-SMOKE CATEGORIES (DETAILED WEIGHTS)
R=l SORT=4000 PSU=V97 ST=V91 W=R101
REP=(R3=l/2/3/4/5/6\7/8/9/l 0/11/12) OUT
ST=l-35 MOD=PAIR
PAR=V6008/RIOO-V6008/RIOO SUB=l ,1,2,2 P=FULL
SUB=l ,1,3,3 P=FULL
SUB=I ,1,4,4 P=FULL
SUB=l ,1,5,5 P=FULL
SUB=l ,1,6,6 P=FULL
SUB=l ,1,7,7 P=FULL
SUB=l ,1,8,8 P=FULL
SUB=l ,1,9,9 P=FULL
SUB=I,1,1O,1O P=FULL
SUB=l, l,ll,ll P=FULL
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SUB=l ,1,12,12 P=FULL
SUB=2,2,3,3 P=FULL
SUB=2,2,4,4 P=FULL
SUB=2,2,5,5 P=FULL
SUB=2,2,6,6 P=FULL
SUB=2,2,7,7 P=FULL
SUB=2,2,8,8 P=FULL
SUB=2,2,9,9 P=FULL
SUB=2,2,1O,1O P=FULL
SUB=2,2,11 ,11 P=FULL
SUB=2,2,12,12 P=FULL
SUB=3,3,4,4 P=FULL
SUB=3,3,5,5 P=FULL
SUB=3,3,6,6 P=FULL
SUBB=3,3,7,7 P=FULL
SUB=3,3,8,8 P=FULL
SUB=3,3,9,9 P=FULL
SUB=3,3,1O,1O P=FULL
SUB=3,3,11 ,11 P=FULL
SUB=3,3,12,12 P=FULL
SUB=4,4,5,5 P=FULL
SUB=4,4,6,6 P=FULL
SUB=4,4,7,7 P=FULL
SUB=4,4,8,8 P=FULL
SUB=4,4,9,9 P=FULL
SUB=4,4,1O,1O P=FULL
SUB=4,4,11 ,11 P=FULL
SUB=4,4,12,12 P=FULL
SUB=5,5,6,6 P=FULL
SUB=5,5,7,7 P=FULL
SUB=5,5,8,8 P=FULL
SUB=5,5,9,9 P=FULL
SUB=5,5,1O,1O P=FULL
SUB=5,5,11 ,11 P=FULL
SUB=5,5,12,12 P=FULL
SUB=6,6,7,7 P=FULL
SUB=6,6,8,8 P=FULL
SUB=6,6,9,9 P=FULL
SUB=6,6,1O,1O P=FULL
SUB=6,6,11 ,11 P=FULL
SUB=6,6,12,12 P=FULL
SUB=7,7,8,8 P=FULL
SUB=7,7,9,9 P=FULL
SUB=7,7,1O,1O P=FULL
SUB=7,7,11 ,11 P=FULL
SUB=7,7,12,12 P=FULL
SUB=8,8,9,9 P=FULL
SUB=8,8,1O,1O P=FULL
SUB=8,8,11 ,11 P=FULL
SUB=8,8,12,12 P=FULL
SUB=9,9,1O,1O P=FULL
SUB=9,9,11 ,11 P=FULL
SUB=9,9,12,12 P=FULL
SUB=lO,lO,ll ,11 P=FULL
SUB=1O,1O,12,12 P=FULL
SUB=ll,ll ,12,12 P=FULL
&END
&SM15:MATGEN INPUT=-SE4 3=-T
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1

$ENASILE 70

STEP 5 ** GENCAT ANALYSIS USING CLUSTER DESIGN COVARIANCE MATRIX

$RUN SJS6:GENCAT I=*SOURCE* 3=*PRINT* 4=-T 8=-U
534 1 DETAILED SAMPLE WEIGHT
ANALYSIS OF P.I.
12 12 1
2
7 1 12 1 (12F1.0) FULL MODEL

111111111111
011011011011
001001001001
000111111111
000000111111
000000000111
000011011011
000000011011
000000000011
000001001001
000000001001
000000000001

8 1 2
EFFECT / FULL MODEL

01
001

813
EFFECT / FULL MODEL

0001
00001
000001

7 1 6 1
NO INTERACTION

111111111111
011011011011
001001001001
000111111111
000000111111
000000000111

812 (6F1.0)
EFFECT / NO INTERACTION

01
001

813 (6F1.0)
EFFECT / NO INTERACTION

0001
00001
000001

7 1 4 1 (12F1.0)

(6F1.0)

(6F1.0)

(12F1.0)

SMOKE

DRINK

MODEL WITH

SMOKE

DRINK

4
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PARAMETER MODEL
111000000111
000111111000
012000000012
000001001000

8 1 1
1-1 0 0

811

001
811

0001

(4F2.0)

(4F?.0)

(4F1.0)
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Example 4

STEP 1 ** UNWEIGHED AND WEIGHTED FREQUENCIES **

DIS INT FI=NEW.REP3
R @NEW INT FI=NEW.REP3 V=ALL
DES V=139,90,91
ONEWAV V=5O,1OO,7339,6OO8 C)P=*
TWOWAY V=50,7339 OP=*
TWOWAY V=* OP=* C=V92:I
TWOWAY V=* OP=* C=V92:1*V1OO:NONE
TWOWAY V=* OP=* C=V92:I*V1OO:SOME
$R ISR:OSIRIS.IV SPRINT=*PRINT*
&MIDASFILE INPUT=NEW.REP3
&RECODE
RECODE=l
IF MDATA(V91) THEN REJECT
R1=BRAC(V50 ,1=0,2=1)
R2=BRAC(V7339, 1=0,2=1)
R3=BRAC(V1 OO,1=O,2=1)
R4=COMBINE R2(2),R1 (2)
R5=BRAc(R4 ,0=0,1=1,2=2,3=3)
R6=3B54.*V91
MDATA R3(99),R5(99)
&END
&TABLES
BIVARIATE FREQUENCIES: UNWEIGHED
RECODE=l
VAR=R3 ST=R5
&END
&TAELES
BIVARIATE FREQUENCIES: WEIGHTED
RECODE=I WTVAR=R6
VAR=R3 ST=R5
&END

STEP 2 ** GENCAT ANALYSIS OF UNWEIGHED Frequencies 2P*

$RUN SJS6:GENCAT l=*SOURCE* 3=-PRINT 8=-V
511
4 2

351 500
821 753
58 172
64 200

1 2 4
01

7 1 4
1111
1 l-l-l
1-1 1-1
1-1-1 1

811
EFFECT (RACE)

0100

~FFA (SMJKE)
0010

UNWEIGHED ANALYSIS
(2F4.0)

1 1 1 (2F1.0)

1 (4F2.0)

(4FI.0)

(4F1.0)

FULL MODEL

TEST FOR R1

‘TESTFOR R2



811 (4F1.0)
BY R2 INTERACTION

0001
7 1 3 1 (4F2.0)
NO INTERACTION

1111
1 l-l-l
1-1 1-1

811 (3F1.0)
NO INTERACTION

010
81 1 (3F1.0)
NO INTERACTION

001

TEST FOR RI

MODEL WITH

R1 EFFECT /

R2 EFFECT /

STEP 3 ** GENCAT ANALYSIS OF WEIGHTED FREQUENCIES **

51 1
4 2

458.98 617.31
952.49 774.69
51.80 119.36
48.04 114.80

1 2 4 1 1
01

7 1 4 1
1111
1 l-l-l
1-1 1-1
1-1-1 1

8 1
EFFEC; (RACE)

0100

~FFEd (SMAKE)
0010

81 1
BY R2 INTERACTION

0001
7 1 3 1
NO INTERACTION

1111
1 l-l-l
1-1 1-1

811
NO INTERACTION

010
81 1
NO INTERACTION

001

WEIGHTED ANALYSIS
(2F7.2)

1 (2F1.0)

(4F2.0) FULL MODEL

(4F1.0) TEST FOR R1

(4F1.0) TEST FOR R2

(4F1.0) TEST FOR R1

(4F2.0) MODEL WITH

(3F1.0) R1 EFFECT /

(3F1.0) R2 EFFECT /

STEP 4 ** &PSALMS RUN TO GENERATE COVARIANCE MATRIX OF WEIGHTED
FREQUENCIES UNDER CLUSTER SAMPLE DESIGN **

$COPY ‘PRINT *MSINK*
$RUN ISR:OSIRIS.IV SPRINT=*PRINT*
&MIDASFILE INPUT=NEW.REP3
&RECODE
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R1=V50
R2=V7339
TABLE A,COLS 1-2,ROWS 1(1-2),2(3-4) ENDTAB
R3=TABLE (RI,R2,TAB=A)
R4=5RAC(V100, 1=O,2=1)
RIOo=l
R101=3854.*V91
MDATA R1(99),R2( 99),R4(99)
&END
&PSALMS OUTPUT=-SE
HANES 4 x 2 TABLES (SMOKING vs RACE)
R=l PSU=V97 ST=V191 W=R101 REP=(R3=l/2/3/4) OUT SORT=4000
ST=I-35 MOD=PAIR ..

NUM=12 PAR=R4/R100-R4/R100 SUB=l ,1,2,2 P=FULL
NUM=13 SUB=l ,1,3,3 P=FULL
NUM=14 SUB=l ,1,4,4 P=FULL
NUM=23 SUB=2,2,3,3 P=FULL
NUM=24 SUB=2,2,4,4 P=FULL
NUM=34 SUB=3,3,4,4 P=FULL
&END
&SM15:MATGEN INPUT=-SE 3=-T

1 70
$END;ILE

“STEP 5 ** GENCAT ANALYSIS OF WEIGHTED FREQUENCIES UNDER OPTION 3
**

$RUN sJs6:GENcAT l=*SOURCE* 3=-ouT 4=-T 8=-o
534
PSALMS )
44 1
2,
7 1 4

1111
1, l-l-l
1-1 1-1
1-1-1 1

81 1
EFFECT (RACE)

0100
81 1
EFFECT (sMOKE)

0010
81 1
BY R2 INTERACTION

0001
‘7 1 3
NO INTERACTION

1111

1 l-l-l
1-1 1-1

811
NO INTERACTION

010 /
“81 1
NO INTERACTION

001
$COPY -OUT *PRINT*

1 WEIGHTED ANALYSIS (VIA

1 (4F2.0) FULL MODEL

(4F1.0) TEST FOR R1

(4F1.0) TEST FOR R2

(4F1.0) TEST FOR R1

1 (4F2.0) MODEL WITH

(3F1 .0)” RI EFFECT /

(3F1 .0-) R2 EFFECT /

., $2

,,
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