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In order to address several information technology (IT) vulnerabilities and
weaknesses, we have undertaken a project to develop a comprehensive data center
strategy and define and certify USDA enterprise data centers. This supports the
various cyber security findings as a result of the internal control work conducted
during fiscal year (FY) 2006 and other recent audit findings.

It is vital that we prepare a comprehensive data center strategy that can be
implemented to move USDA in a well planned manner toward compliance with
industry and government data center standards while achieving operational efficiency,
security and agility. The reality is that our discretionary budgets continue to decline;
our USDA policy requiring the control and protection of sensifive information is
s~ricter; and our requirement to recover critical applications in a disaster is shorter.
These changes and the noted physical access audit failures/equi~e that we review our
curreat data center environment across the Department and change our operational
framework.

dUN 21 2007
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¯ Although the development of a comprehensive data center strategy takes time, h is
imperative that the Department move forward now on this effort. The recent
incidents related to breaches of privacy information dramatically highlight the need
for compliance and clearly articulated IT standards. However, before we can begin
to develop a datacenter strategy for the Department, we must first define and
communicate what a data center is and provide a proces~ for certification of our data
centers.

There are many types of data centers in existence tl~oughout USDA. These data
centers support a variety of USDA IT. These include enterprise-wide information
systems, major program systems, agency-specific systems, both mission critical and
non-mlssinn critical.

We have begun reviewing the "as-is" data center environment, analyzing our data
center needs for the entire Department, and are now preparing a short- and long-term
strategy that will allow the Department to move toward operational efficiency and
agility. The strategy will address the placement of antomated information systems
within USDA centers, determining which should reside in designated enterprise data
centers and which should reside in specialized!designated non-enterprise data centers.

ImpIementation of this data center strategy will be completed ha phases. ~ose
phases are represented in the milestones and the estimated timeframes as f&!ows:



Milestone Estimated Timeframe for Completion
Develop USDA standard definitions for Completed
enterprise class data center and minimum
standards for flaese data centers
Develop enterprise class data center Completed
certification application
Issue Departmental Memorandum Not Later Than (NLT) June 20, 2007
regarding enterprise data centers and
certification of enterprise data centers

Agencies apply to have data centers !tiLT July 6, 2007
certi~ed as enterprise class data centers
Review of agency enterprise data centerNLT July 24, 2007
applicafious
CIO provides certification of approved NLT July 24, 2007
enterprise class data centers
Develop USDA standard definition for NLT July 1, 2007
system and classification of systems to be
hosted at enterprise and non-enterprise
data centers
Review existing enterprise class dataNLT August 20, 2007
center space
Review existing disaster recovery spaceNLT August 20, 2007
Validate candidate systems/space NLT July 20, 2007
requirements for enterprise data centers
Identify candidate systems/infrastructureNLT August 20, 2007
and space reqdirements for placement !n
data centers
Perform gap analysis between candidateNLT August 20, 2007
systems and existing data center space
DeVelop criteria for non-enterprise data xTLT November 15, 2007
centers
Issue policy for non-enterprise data NLT December 15, 2007
centers
Develop implementation plan/transition NLT December 31, 2007
strategy/costs for placement of candidates
in enterprise and non-enterprise data
centers and DR sites
Approve transition strategy and proposedNLT January 3i, 2008
timeline
Implement the pri0ritlzed Phase 1 March 2008 - December 2008
migration plan (placement of systems in
enterprise data centers)
D̄evel0p Phase 2 plan (placement of NLT September 2008
systems in non-enterprise data centers)
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Attached to this memorandum are the USDA Enterprise Data Center Definition and
the minimum standards required to be approved as an enterprise data center
(Attachment 1). The required application to request certification of existing centers
as enterprise data centers is also attached (Attachment 2).

Agencies and organizations with data centers meefmg the minimum standards must
apply for certification using the application checklist attached to this memorandum.
All applications for certification as an enterprise data center must be submitted to
Robert Suda, Associate Chief Information Officer by July 6, 2007. If you have
questions or need clarification, please contact either Stacy Pdggs, OCIO, on
(202) 720-2225 or Wendy Snow, OCFO, on (202) 619-7636.

¯ Attachments:
(1) USDA Enterprise Datg Center Definition
(2) Enterprise Data Center Certification Application

cc: Agency Administrators
Deputy Administrators for Management.
Agency Chief Information Officers
Agency Chief Finmacial Officers
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Attachment 1 June 19, 2007

USDA Enterprise Class Data Center Definition

The Department’s intent is to provide a standard’defilfition for a USDA Enterprise Class Data
Center.

USDA Enterprise Class Data Center Definition - A professionally managed and operated,
institutionally supported facility, providing convenient access to, mar~pulation of, and/or
distribution of data (including supporting information and expertise) for a wide community of
users. It has a long-term charter (not tied to the lifetime of a specific project) and is capable of
hosting systems that may be department-wide,.shared services or agency-specific. The facility
must meet USDA specified physical standards and sustain USDA specified operational
standards.         . .

All Enterprise CIass Data Centers within USDA will be certifzed as meeting and sustaining the
following minimum physical standards:

1. Electrical Systems: Professionally managed power dis~bution to include power
eondifioning, emergency power, and modular distribution.

a. Facility eiectrical systems shali be rated at a minimum of the Tier III Ievel as
defined by the Uptime Institute (reference Appendix A). The facility electrical
system Tier III requirement does not include a requirement.for dual Utility
Switching equipment or dual power feeds for non-mission critical hosted system
components.

b. Facility electrical power conditAoners shal! be employed t0 protect the data center
electricaI supply from fluctuations in power quality.

c. When used, indoor generators shall be located in an isolated area as to protect the
rest of the data e~nter facility in the event of mechanical failure.

2. HVAC Systems: Professionally managed heating, ventilation, humidity control and air
conditioning (HYAC) systems.

a. ’ Facility mechanical systems must be ra~¢d at a rein’mourn of Tier If! level as
defined by ~he Uptime Institute (reference Appendix A).

b. UVAC and ether mechanical systems.sh~dl provide automated climate controls
find automated system management to maximize system effleieneies

c. The data center shah have raised flooring to provide a pIenum for air to circulate
below the floor.

3. Fire Detection and Suppression: Fire Detection and Suppression systems meeting local
codes are required for the data center.

a. Automated fire detection and suppression systems sha!i be installed in the data
center.

b, Fire suppression systems shall be designed to minimize damage to equipment
outside of the fh:e zone.



4. Water and Flood Alarms: Enterprise data centers are to have water and flood prevention
plans.

a. Data Center facilities shall not have pipes containing water or other fluids above
the data center floor space.

b. Restrooms shall have fi.metioning drains and secondary Water barriers to prevent
the flow ofliqnids into the data center operations.

c. Data Centers shall have alarmed water monitors located under the raised flooring
to detect water intrusion.

5. Telecommunications:
a. Data centers shall have an on-site UTN node within the data center.
b. Teleconnuu_nication infrastructure must meet the standards published in TIA-942

(Telecommunications Infrastmctm’e Standard for Data Centers),

Physical Security:
a. Certified as a Level IV Security Facility as set forth in the physical secmrity

classifications of the Department of Justice (reference Appendix B). The data
center shall also at minimum meet requirements specified in DM3510-0!,
PhysicaI Security Standards for Information Technology (IT) Restricted Space.

A!l Enterprise Class Data Centers wittfin USDA wilI be certified as meeting and sustaining the
following minimum operafionaI standards:                                         /

1, Information Systems Security:
b. Operations shall comply with NIST and FISMA standards,
c. The data center shall have documented and approved hardening guides for server

configuration,
d. ¯ "F-he data center shall perform monthly vulnerability scans on all systems and shall

have a patch management system in-place tO address vulnerabiliti~s.
e. The data center must have documented disaster recovery/business continuity

plans and it must have documented emergency response processes.
f. P~rsonnel working in the data center shall held fully adjudicated background

investigations.
g. The data center shall have an approved, up-to-date certification and aecreditatlon

of the general support systems that complies with the Govarrmaent’s mandatory
requirements.              .

h. The data center shall have a documented and exercised incident response process
and procedures. The plan is t6 include electronic.and manual hard shutdowns if
the breach can not be controlled electronically.

i. The dan center sha!1 have ftrcwalls and network intrusion detection systems with
active monitoring to prevent, ~tetect; and manage electronic risks and attacks.

j. Every two years, the data centers shall haye comprehensive security analysis by
an independent organization which specializes in system Security.

k. Data Centers shallhave a designated seom’ity professional who is responsible for
ensuring the maintenance of security procedures and compliance to the security
requirements.



Facility Management:
a. Data Cer~ters shall maintain ~ceess logs, maintenance records, patch and upgrade

records for the data center faciJity a~d hosted equipment.
b.. Topography of the facility Jr~frastructure and hosted systems shall be makuta’meal

by the Data Center.
e. Data Centers shall operate a cable management program, including the labeling

and maintenance of cable diagrams of all network and electrical cables.
d. ¯ Data Center shall have all fiber and cane tested every 5 years.
e. Data Center shall have standardized and documented commissioning and

decommissioning procedures for facility components and equipment hosted in the
data center.

£ Data Centers are required to quarterly confirm with the vendor the capacity of the
Iines subscribed.

g. Data Center is required to monitor the capacity end congnued operation of theteleoommtmications ~ines.

h. Data Centers shall have a roof and structure inspect~on every five years.
i. The data center shall have and maintain preventive maintenance and emergency

services contracts on all data center infras~ruature components.
j. The data center shall ma’mtain end operate documented, repeatable, standard

procedures for sehedtding maintenance
k. Data centers shall not use temporary power, cooling, or conlroi systems in a

permanent mariner. Temporary systems are to be used no longer than 60 days.
1. Electrical, Fire Detection, I-IVAC, and environmental monitoring systems ~hall be

aetively mopAtored 24x7 for events by data center s~f~ and shall provide an alarm
notification to data center persormeI.

m. Upgrades to Electrical systems and HVAC for data centers shall be designed to
support modem energy conservation pmcticas

n. ElecMcal systems.including UPS, generators and switch gear shall’be
professinnaliy evaluated annually by an independent, certified tebhnMan.

o, Electrical power shall be tested annually to ensure a clean power source for
¯system hardware.

p. Backup power capabilities shall be tested monthly.
q. HVAC systems are to be professionally evaluated quarterly by an independent

certified technician for efficiency and reliability.
r. Fire suppression systems are to be inspected annually by an independent certified

technician
s. Data center facility sewers and drainage systems are to be inspected armnally by

an independent certified technician
t. Data Center shall monitor’the capacity of the telecommunications lines.
u. Data Center shall monitor the opemtional status of telecommunicatiort lines with

tools that will notify data center personneI upon a communicatiohs line failure.
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3. Data Center Staff: ~Fuli-time, dedicated managemen~ and technical support staff to
perform operations and maintenance functions.

a. The data canter shall provide a 24xTx365 helpdesk
b. The datd center shall provide 24x7x365 monitoring of all control, alarm, physical

security, information security and communication systems
c. On call evening, night, and weekend staff shall be provided by data center to

maimaln patches and upgrades or repair to IT systems and facility infrastructure
d. Facility and equipment maintenance schedules shall be available in advenco to

customers. Maintenance periods/schedules shalI be negotiable.
e. Personnel are to have the skills required to maintain the service levet agreements

and the security required for a data center.
f. Data Center must maintain a staffing plan for disaster and pandemic response

Management Processes: The .data center must have mature enterprise-wide processes to
include configuration management, change mauagement, project management, problem
reporting and correction, capacity management, performance management, and
vulnerability management.

a. The data center shall have a program in place to implement and maintain the
service delivery of the processes as defined by the IT Infrastructure Library

b. Performance reporting (metrics) shall be in place to be used in Service level
agreements (SLAs) with hosted systems.

~. Customer service level surveys shall be delivered and reyiewed annually by a
level of management above the data center executive. Summary shall he provided
to the senior level executive that has responsibility for the operation.

d. Every three years that data center shall be benchmarked against industry for
customer service, cost, and envimnmenta! impact.

e, Managemant of the data conte~ shal! have at least one person responslble for
operation and one person responsiNe for systems’security on call at all times.
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Appendix A
Upfime Insti~te Data Center Tier Ratings

A synopsis of the Uptime Institute da~a center tier ratings are as follows:

Tier I: A single path for pow~r and cooling distribution, without redundant components,
providing 99.671% availaNlity.
A Tier I data center is susceptible to disruptions from both planned and unplarmed
activity. It has computer power distribution and cooling, but it may or may not have a
raised floor, a UPS, or an engine generator. If it does have UPS or generators, they are
single-module systems and have many single points of failure. The irffrastructare should
be eompMely shut down on an annnal basis to perform preventive maintenance and
repair work. Urgent situations may require more frequent shutdowns. Operation errors or
spontaneous failures of site infrastructure components will cause a data center disruption.

Tier II: A slngle path for power and cooling distribution, with r~dundant components,
providing 99.741% availability.
Tier II facilities with redundant components tire ~lightly less susceptible to’disruptions
from both planned and unplanned activity than a Tier I data center. They have a raised
floor, UPS, and engine generators, but their capacity design is ’2qeed plus One" (N+~),
which has a single-threaded distribution path throughout. Maintenance of the critical
power path and other parts 9f the site infrastructure will require a processing shutdown.

Tier III: Multiple active power and cooling distribution paths but only one path active,
redundant components, concurrently maintainable, providing 99.982% availability.

.........T~ 31II level capabi]ity allowsfor any plarmed site infrastructoxe activity without
disrupting the computer.hardware operation ,in any way. Sufficient capacity and
distribution must be available to simuitaneonsly carry the load on one path while
performing maintenance or testing On the other path, Unplanned activities sanh as errors
N operation or spontaneous failures of facility infrastructure components will still cause a
data center disruption.

"’Tier IV: Multiple active power and cooling distribution paths, redundant components,
fault-tolerant, providing 99.995% availability.
Tiei IV provides site infrastructare capacity and capability to permit any planned activity
without dis(uption to the critical load. Fault-tolerant functionality also provides the ability
of the site infrastructure to sustain at least one worst-case unplamaed failure or event with.
no critical load impact. This requires simultaneonsly active distribution paths, typically in
a System+Sys(em configuration. Electrically, this means two separate UPS systems in
which each system has N+I redundancy. Tier 1V requires all computer hardware to have
dnal power inputs as defined by The Uptime Institute’s Fanlt Tolerant Power Compliance
Specificatiun Veraloia 1.2.



Tier Classifications Define Site
Infrastructure Performance
ByW. Pitt Turner tV, RE., John R. Seader, P.E., and Kenneth G. Brill

Wideiy accepted within the uninterruptible ir~dustry~ The uptlme Institute’s Tier Performance Standards
are an objective basis for comparing the capabilities of a particular design topology against others or to
compare groups of sites. This peper definaa a four Tier syst.sm providing discussion and i!lustrations of
each classification. Significant cautions about Tier misapplication are provided. While the paper focuses
primarily on design topology, sustalnsbili~ (how the site is operated once constructed) plays a more
significant role in what site availability is actually achieved. Actual site performance figures combining
both design topology and sustainability are presented by Tier classification.

This white paper:
¯ F~uip~ non-technical managers with a shnpie

off.tire means for identifying different data center
site infrastructure design topologies.

¯ Provides rr based definitions and performance
requirements for each Tier Level.

¯ Provides actual 5-year availability for i6 major
sites by Tier classification.

m Warns that site availability is a combination of
both design topology and "sustainability" with
considerable optimization "art" involved,

I~ Warns that componengsystem counts or
analysis plays no role in determining Tier
compIiance partially because each faiIs to include
sus~tinabiltty factors which account for 70% of all
infrasmaomre failures,

¯ Cautions "self proclaimeg’ Tier claims nil too often
tom out to be misleading, incomplete, or wrong.

¯ Ot~t!ine~ need for third-party va!id~ion of site
sel~fion, design, and sustainability decisions
before committing to multi-million dollar projects.

¯ Provides a commentary on typical Tier attributes.

Background
One of the most coma~on sor, rces of cou~sion in the fidd
of.urdnterruptible upthne is wha~ constitutes a reliable
data center. All too often, reliability is i~ the eye of the
beholder--what is acceptable to one person or company
isinadequateto the next. Competing cempanias with data
cenmrs of mdically different infrastmcttme capabilities
are all claim!ng to deliver high availability.

With the continuously increasing pressure on high
availabiiity comes an increased demand for computer

hardware reliability. Information technology customers
expect availability of "Five Nines" or 99.999%.
Urtforcanately, the substantiaI investment a business
frequently makes to achieve Five Nines in its computer
hardware and software platforms is likely to be
insufficientunless matched with a complementary site
infrastructure that can support their availability goals.
The site infrastructure includes 16 power, cooling, ,and
other critical pbysic~ layer .environmental sub-systems
that mast work together as a tightly integrated uptime
system.

Tier Hfstory                    "
The Uptime Institute, Inae (Institute) developed a
four t~erM classification approach to site infrastructure
functlonalJty that addresses the need for a common
benchmarldng standard. The tnsgtute’s system has been
in use since 1995 and has become the default standard for
the unintermptible uptime indflstry. An early-1990s Tier
predecessor outlined seven ~vays of distributing critical
power to the computer equipment, but was not simple
and al! inclusive. Abroeder standard was required,

Creation of the lnstitute’s original Tier definition
was stimulated by multiple industry i’equests. Senior
management decision makers needed a simple and
effective non-technical means of conveying the
differences in data center investments. Since the
original pioneering wurk done more than 10 years .
ago, the Tier concept has been further developed and
validated by broad industry use. The Institute’s objective
performance-based stagdard is very useful in ensuring
a consistent framework to compare various altergatives
companies may consider for obtaining data center space.
These include such options as mvned, leased, tt~rd party
providers, and s6 on,



Site Availability As Actually Experienced
By Information Technology
The following tier commentary inclpdes actual measured
results for site availability ranging from 99.67% to more
than 99,99%,

These figures are not predictive of future site res~Jlls,
but do reflect actual operating experience at a specific
list of sites representing the four Tiers of ftmetionaIity.
It is important to note that this range of availabiIity
is anbstantiaiIy less than the cument Information
Tcohaology (IT) expectations of Nve Nines. This leads
to the conclusion that site availability limits overall tT
availability.

Four Tier Levels Reflect Evolution of Data
Center Uptime Objectives
Over the last 40 years, data canter infrastructure design~
have evolved through at least four distinct stages,
which are capl~ared in the Instit~te’s classification
system, Historically, Tier I first appeared in the early
1960s, Tier II in the 1970s, Tier Eli in the late 1980s
and early ’90s, and Tier TV in 1994. The ;tnstitute
participated in the development of Tier III concepts and
p[0neeted in the creation of Tier IV. Tier IV elecwicai
power distribution systems were made possible, in
part, by Ken EriJl, Executive Dirantor of the Institute.
In 199!, he envisioned a furore when all computer
hardware ~vonld come with dual power inputs. This
became US Patent 6,150,736. United Pamel Service’s

.1994 Wm dviard data center project was the first Tier IV
design. Dating construction of the Windwm’d project,
United Parcel Service worked with IBM" and other
computer hardware manufacturers to provide dual-

. p(~wered computer hardwareL

"lSer IV technology requires having at least two completely
independent electrical systems. These d~l systems supply
power through diverse power paths to the computer
equipment. This effectively moves the last poiot of eleclriesl
redundancy ~om the Uninterrap~ible Po~r Supply
(UPS) system downstream to a point inside tl~ computer
hardware itself. Brill’s intuitive conclusion has since been
confirmed by fns~tzae research that has determined that
of the vast majority of site infrastructure electrical failures
occur betwgen the UPS and the computer ~luipment. Since
completion of the Windward project in 1994, System plus
Systems~ (S+S) Tier IV electrical dasig~s have become
common and the number of computer devices with dual
inputs has grown dramatically. There are exact parallels in
the mechanical systems design.

The advent of dual-powered computer hardware
in tandem with Tier IV electrical and mechanical
infrastructure is an ex ample of site infrastructure design
and computer equipment design working together to
achieve higher availability. Even with the significant
improvements in computer hardware design made over
the past I0 years, many data centers constructed in the
last 5 years, and even today, c!aim Tier IV functionality,
but actually deliver only Tier I, II, or EI. This constrains
their capability to match the availability required by
the information technology they support. The purpose
of this paper l~ to outline what Jt takes to consistently
meet the requirements of the different tier levels.

The Need for Third-Party Certification Is a
Growing Self-Preservation Requirement
In site infrastructure design and operation, the "devil
is in the details" and the truth about a particular design
topology will ultimately come out, but all too often affar
the warranty period has expired. When this happens,
i(uan "be a career ending event. Forensic investigation
by the Instittite into thousands of Abnormal Incidents
over the last 12 ~,ears indicates that at least five ~d
often seven interacting problems are required before a
downffa~le failure occurs. The database upon which this
at~alyais is built is in unique in the world.

Increasingly, senior executives desire to have their
critical sites independently certified as being compliant
to the Ti~ standards. This provides a validation that
the teehaicaI details Of what the designer designed and
the contractor built is actually what the owner wanted.
When project designers "self proclaim" a site meets a
certain tier level or uapaaity, it is al! too often inaccurate
or only pmz.ly factual. The results can often be tra#e
involving unnecessary downtime and tens of millions in.
unforeseen upgrade expense.

Certification is. a service performed by The Uptime
InStitute, who is uniquely quatified to interpret and
apply the standards since the Institute created the
underlying teehnology concepts that allowed the
standards to devalop in the first place. In addition, the
Institute also brings awareness of emerging downtime
prdblems and trends at least three to five years before

they are commonly recognized and addressed by the
rest of the industry.

Site Certification by The Uptime Institute involves two
separate, interrelated activities. The first is verification
of the dasign topology and how it complies with the
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Ties standards, The second phase is verification of site
sustainability. WhAle a pgrtianlar topology design may
~neet the literal requirement of a T~er level, the lifecyx:le
effectiveness of that design may be extremely//miring
-- typically less than ave year~. SusNanbility includes
site selection; /ifecycle effectiveness of the design
tepology and its r~aesparent flexibilitylscalability; ease
of use; staffing 1opel and coverage, training, and sldlis
development; management procedures and processes;
metrics and dashboards; comm~saioning and nu~intananec
practices; and the integration of the site infrastructure with
the IT architecture. Human factors are important because
70% or more of a!l site failures involve people. Of these
fai!ures, 2/3 are management effor and 1/3 is human error.
Haman stlstainshility factors will largely determine the

- actual level of site avai!ability achieved.

Previous Tier Level Information Is Now
Divided into "TIER PERFORMANCE
STANDARDS" and =’COMMENTARY"
Sections
Responding to user questions and concerns, this white
paper has been updated where appropriate and murganized
into two separate sections:
¯ The TIER PERFORCE STANDARDS are now in

a tot,~ly separate section, similar to man), epgineering
docnments, The standards focus on the definitions of
the Tiers a~d the performance confirmation tests fo~
determining compliance to the definW~ons. These are
’absolute" ctiteriu. Pefformance ia measured by antcome
confirmutJ on tests and nperationai res~ rs~ Thisis tut~lJy
different than n prescripfive appraach or a spedfiolist of
equipment not guaranteeizg a performance outcome,

¯ The TIER C01VI3AENTARY focuses on examples of
th~ various ways to design and configure each Tier. In
addition, the commentary section includes discussion and
examples to aid in 7~es understandiog and uiformaJiun
on common design topology failures. A comparison
table of typical Tier attributes, availability and cost are
provided. Th6 commentary section also offers guidance
in the comprehension; design, implementation, and the
use of the Tier definitions.

Def nit .on of Terms Used n the TiER
PERFORMANCE STANDARDS and TIER
COMMENTARY Sections
¯ Computer equipment: Tbhs i~ a broad phrase encompassing

all information tectmolog~" equipment required at a data
center to perform the information processing woi’k.
It includes servers, storage; network, and all other
information technNogy componants2

¯ Redundant capacity components: The components
beyond the n~mber of capacity units required to support
the computer equipment are referred to as redundant.
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If one unit of capacity is required to support
the computer equipment, more than one trait of
capadity is iesta!Jed. Terms such as N+I or N+2 are
commordy appJJed.

¯ Useable capacity: This is the maximum amount of
~oad that can be applied to the"N" level of capacity.
T3Ticdly, the maximum amount of useable load is
less than the non-redundant capacity to al!ow for
component agihg, installation errors, and tb provide
a contingency for unexpected demands.

¯ Uacable c~pacity: TNs is the maximum amount of
load that can be applied to the "N" level of capacity.
Typical!y, the maximum amount of useable loan is
less than the non-redundant capacity to allow for
component aging, installation errors, and toprodide
a contingency for unexpected demands.

¯ Site ira°restructure: This comprises all of the site
facility that includes the central plant plus the
equipment that supports the power and cooling
the computer room. It is important to remember that
a typical data center site is composed of at least 20
major mechanical, electrical, fire protection, security
and other systems. Each has additional subsystems
and components.

¯ Fault tolerant: This means that a system can sustain
a worst case, unplanned event and not disrupt the
end user. The fanlt tplerant copenpt originated
in the IT environment, tn the site infrastructure
world, it means that the computer equipment

............................ This requires
multiple sources and multiple distribution paths .so
a failure on one source or.path does not impact the
other. This also requires use of computer equipment
that meets the lns~itute’s Fauk Tolerant Compliant
Power Specification. Computer equipment that
does not meet that specification requires additional
domponents, such as a point-of-use switch. During
site infi:astmcture maintenance activity, the risk of
disruption may be elevated.

¯ Concurrent maintainability: Originally, this was ais~
an IT terrfi. It means any worir can be performed on
a planned basis without impacting the end u~er. In
the site infrastructure world, this means that ANY
capacity component br distribution element can be
repaired, replaced, serviced, tested, etc., without
impacting the computer equipment.

TIER PERFORMANCE STANDARD

Tier I: Basic Site Infrastructure
The fundamental requtremeant
¯ ATier I basic data center has non-redundant capaaiU

components and gmgle non-redundant perth distribution
paths serving the site’s computer equipment.



The performance confirmation test(s)
¯ Any capacity component or distribution path failure

will impact the computer systems,
¯ Planned work will require most or all of the systems

to be shut down, impacting the computer systems.

The operational impact
¯ The site is susceptible to disruption from both plarmed

and unplanned activities.
¯ Thesiteinfrastmctrcremustbecompletelysbutdownon

an annual basis to safely perform necessa.,"T preventive
malntenence and repair work. Urgent situations may
require more frequent shutdowns. Failure to perform
this maintenance work increases the risk of unplanned
disruption as well as the severity of the consequential
failure.

II Operation errors or spontaneous f~ilures of site
infrastructure components will cause a data center
disruption.

Tier I1: Redundant Capacity Components
Site Infrastructure
The fundamental requirement
¯ ATier][t data center has redundent capacity componen~

and single non-rednndant distribution paths serving ~e
site’s computer equipment,

The performance confirmation test(s)
¯ Acapacitycomponeutfalluremayimpactthecomputer

equipment.
¯ A distribution path failure will cause the compute~"

equipment to shut down,

The operational impact
¯ The site is susceptible to disruption from both planned

activities and unpIanned events.
¯ Redundant UPS modules and engine generators are

required.
¯ Thesiteinfrastrac~uremustbecompletelyshutdown

on an annual basis to "safely perform preventive
maintenance and repair work. Urgent situations
may require more frequent shutd6wn~. Failure to
perform this maintenance work increases the risk
of- unplanned disruption as well as the severity of
the consequential failure.

¯ Operation errors or spontaneous failures of site
- knfrastmcture components may cause a data centex
disruption,

Tier Ill: Concurrently Maintainable Site
Infrastructtire

The fundamental requffernent
¯ A conanrrentiy malntainabie data center has redundant

capacity components and multiple distribution paths

serving the sitejs computer equipment. Generally, only
one distribution path serves the computer equipment at
any time.

The performance confirmation test
¯ Each and every capacity component and dement of

the disNbution paths can be removed from service on
a planned basis without causing any of the computer
equipment to be shut down.

The operational impact
¯ "13ae site is stiscepfible to disruption from unplanned

activities.
¯ Planned site infrastructure maintenance can be

performed by using the redundant capacity corapouents
and distribution paths to safely wurk on the remaining
equipment.

¯ In ~rder to estabIish cSnearrant maintainability of the
critical power distribution system between the UPS
and the computer equipment, Tier/I[ sites require all
computer hardware have dual power inputs as delined
by the Ins#tute’s FanIt Tolerant Power Compfiance
Specifications Version 2. This document can be found
at http:/]www, upsite.comlTUIpages/tuifaulr_spec_2-
0.htrul, Devices aneh as point-of-use switches must
be incorporated for computer equipment that does not
meet this specification.

¯ During maintenance activities, the risk of disruption
may be elevated,

¯ Operation errors or spontaneous failures .of site.
infrastructure components may cause a data center
disruption.

Tier IV: Fault Tolerant Site Infrastructure
The fundamental requirement
¯ A fault tolerant data center has r~dundant capacity

systems and multiple distribution paths simultaneously
serving the site’s computer equipment.

¯AIt IT equipment is dual powered and installed
properly to be compatible v~d th the topology of the site’s
architecture.

The performance confirmation test(s)
¯ A single worst-case failure of any capacity system,

capacity component or distribution element will not
impact the computer equipment.

¯ Each and every capaeitg component and element of
the distribution paths must he able to be removed from
service on a plan~ed basis without causing any of the
computers to be shut down.

¯ In order to establish fault tolerance and coacturent
malntalunbN~ of the critical power distribution system
ben, push the UPS and the computer equipment, Tier
sites reqnJye all computer hardware have dual power



inputs as defined by the fnstfmte’s Fault Tolerant Power
Compliance Specifications Version 2. This document
can be found at http:lAvww.upsite.com/TUIpages/
tuifanlt_spee_2-0.httal. Devices such as point-of-use
switches must be incorporated forcomputer equipment
that does net meet this specification.

¯ Complementarysyst~ms and d~stributionpathsmust
be physically separated (compartmentalized) to
prevent any single event fromimpacthag both systems
or paflas simultaneously.

The operational impact
¯ T~e site is no¢~ suscep~ble to disruption from a sNgle

~pla~ wo~t-c~e event.
~ ~e site i~ not susceptible ~o disruption ~om any

p!~ed work activities.
¯ ~e sire inff~c~ mNnmn~ ~n be peffo~ by

pat~ to safely work on ~e re~ing ~uipment.
¯ Du~ng m~ntdnance activities, ~e ~sk of disruption

may be elevated.
¯ I Operation of the ~re ala~, fire suppression, or ~e

em~gen~ power off ~PO~ feaze may eaus~ a da~a
center ~sruption.

Dete.rmining a Site’s Tier Rating for
Design Topology         ,
Determining a site’s actual Tier rating foi? design tOl~oiogy
is not a complicated process,, although it is one that is

ra~lyfldne"eorrectib~, Figure 1 graphically illustrates
the tier performance standards. For disen~sion of the
standards, see the foilowiag commentary section,

Simply put, the Tier rating for an entire site is limited
to the rating of the weakest subsystem that wil! impact
s~te operation. For example, a site with a robust Tier IV
UPS configuration combined with a Tier II skilled water
system w~ yield a Tier B site rating.

This is driven by the need to manage perception in senior
management, as well as to factually repoa ast~,~ site
capabilities. Ira site is advertised within an orga~zafion
as being fault tolerant and conanr~en!ly maintainable
(Tier F,¢), it is intolerable to shut the site down at any
time in the fut~re--regardless of what subsystem may
have requ~ the shut down.

There are no partia! or fractien~d Tier ratings. The site’s
Tier rating is not the average of the ratings for the 16
critical site infrastmctur9 subsystems. The site’s fief rating
iS the LOW~ST of t~ individual subsJ~tem ratings.

Similarly, the "Tier" cannot be imputed by using
calculated Mean Ttrae Between Failure (MTBF)
component statistical reliability to generate a predictive
ava~labi~ty and then using that number to "mateh~’
the actual measured availabillty ~sults shown later in
Figure 2~ Even if statistically valid component values
existed (and they don’t because product life cycles .are
getting shorter and shorter and no indepeuden~ industry-
wide database exists to collect failtwes), this apl~roach
fails to include people which consistently ara involved in
70% of all site failures. A calculated reliab’flity of 0~9999
which igs~es human interaction does NOT define a site
as being Tier ~ The only ~vay to determine Tier Level is to

Figure 1:
Performance Standards by Tier Level

Tier Requirement Tier1 Tier 11 Tier III Tier IV

Source :             "l System System System System + System

Syetem Component N N+I N+I Minimum of N+I
Redundancy

Distrlb~tion Paths 1 1 ! normal and 2 simultaneously active
1 atternate

Compartmentalization ~No ~No

Concurrently Maintainable No Yes

’Fault Tolerance No No ’ No
(single event)



objectively determine a site’s ability tp re~pond to planned
a~d unptarmed events.

TIER COMMENTARY

The Institute’s STANDARDS Are
Outcome Based
7he requirements used in the Insti(ute’s "!’ier Performance
Standard ~re necessarily and intentionally very broad to
allow innovation in achieving the desired level of site
infrastructure performance, or uptake. The individual
Tiers represent categories of site infrestmcture topology
that address increasingly sophisticated operating concepts,
leading to increased site iafi’aslranture availability. The
performance outcomes defining the four Tiers ef site
infrastructure are very straight forward. Recent initiatives
by several groups to replace the Insfilute’s Tier ooncepts
with component counts and checklists has lost focus that
ultimately eoants is npthme performance. Most designs
that will pass a checklist approach wil! absolutely fair a
performance requirerneu~ approach. What this means is
that there is stiti considerable "mr" to the science of optime
and how snb-systeras are integrated (or not integrated).

Tier Functionality ProgressJon
Tier I solutions acknowledge the owner/operator’s desire
for dedioated site infrastructure to suppozt IT systems.
Tier I infrastructure provides an improved environment
dompared to an office setting and includes: a dedicated ..
space for IT systems; a UPS to tilter power spikes, sags
and momentary outages; dedicated cooling equipment
that won’t get shut down at the end of normal office
hours; and an engine generator to protect IT functions
from extended power outages.

Tier ]~ solutions include redundant critical power and
eqoling capacity components to provide an increased
margin o~ sgety against IT process disruptions from
site infrastructure equipment failures. The redundant
components are typically an extraUPS modules, cooling
units, cb.J/lers, pumps, and engine generators. Loss of
the capacity component may be due malfunction or to
normal maintenance.

Owners who select Tier I and Tier E solutibns to
spppnrt current IT technology are typically seeking
a solution to short-term requirements.. Both Tier I and
Tier II ard tactical solufious~ usually dgven by first-cost
and time-to-market more so than life cycle cost and
uptime (or avaiiabillty) reqtfiremen~s. Rigorous uptime
requhements and }ann-term viaNlity nsuaJly /end to
the strategic solutions found in Tier l]I and Tier IV site

infrastructure. Tier ]II and Tier W site infmstructore
solutions have an effective life beyond the current IT
requirement, Strategic site infrastructure solutions
enable the owner to make strategic business decisions
concerning grovcth and ~eclmology, nnconstrained by
current site infreswactare topology.

Tier 13/s~,te infrastructure adds the concept of concurrent
mainten~2uce to Tier I and Tier II solutions. ConcmTent
maintenance means that any component necessary to
sopport the ITprecessing environment can be maintained
without itopant on the IT environment. The effect on the

. site infrastructure topology is that a redundant delivery
path for power and coolkug is added to the redundant
crltieal components of Tier ]/, Maintenance allows the
equipment and distribution paths to be returned to "like
neyf’ con~fion on a freqoant and regular basis. Thus, the
system wtil reliably and predictably perform as unJginalIy
intended. Moreover, the ability to concurrently allow
site infrastructure maintenance and IT operation requires
that any and every system or component that supports IT
operations mUst be able to be taken offliue for scheduled
maintenance without impact on the IT enviromnant.
This conCept extends to important subsystems such as
cent;el systems for the mechanical plant, start systems
for engine generators, EPO controls, power sources for
cooling equipment and pumps, and others.

Tier IV site infrastructure builds on Tier III,. adding
the concept of fan]t tolerance to the site infrastrocture
topology. Just like concanrent maintenance concepts,
fault tolerance extends to any and every system or
component ihat supports 1T operations. Tier 1V considers
that any one of these systems or componentS may fail or
experience an unscheduled outage at any time, Vgtfile
the Tier IV definition is limited to consideration of a
single system failure, Tier IV requires that the effect of
such a failure Js considered on other site infrastructure
sy~tams and components. For example, the loss of a
single switchboard will affect the operation of all the
equipment fed from that switchboard: UPS systems,
computer room cooling equipment, controls, etc..

The progressive nature of functionality from Tier I
through Tier II and Tier I~ to Tier IV is demonstrated
in the schematic illush’atinns found at the end of this
pa~ar. The examples show the addition of components
and distribution paths, as described above. Although
the illustrations shown are not recommended design
solutions for any particular set of requirementS, the
four electrical topologies ~e i!lustratJve of th~ Tier
classification concepts. Mechaalca] systeto functionally
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progresses through theincmasing Tiers similarly. Comistent,
across-the-board application of Tier concepts for elec~rie,~l,
mechanical, automation and other subsystems is absolutely
required for any site to satisfy the Tier standards.

Over the last few years, site infrastructure has been
occasionally described by others in the industry in terms
of fractional tiers (i.e, Tier 2.5), or incremental Tiers (Tier
gI +, or Enhanced Tier 11I, or Tier IV light). Fractional
or incremental descriptions for site irffrastmeture are
not appropriate. A site that has an extra UPS module,
but needs all the installed computer room air handlers
running to keep the UPS room temperature within limits
does not meet site redundancy requirements for Tier lI, A
switchboard that cannot be shutdown without affecting
more than the redundant number of secondary chilled
water pumps is not concurrently maintainable (Tier 12I).

IT Availability Success Is Dependent upon
Successful, Fully Integrated Operation of
All site Infrastructure Systems
The Tier classifications were created to consistently
describe the site-level infrsslructare ~eqnired to sustsin
data eemer operatien~, not the ch~’acteristica of individual
systems or sub.systemS. Data centers are dependent
upon the successful operation of over 16 separate site
infrastructure subsystems. Every subsystem and system
must be consistently deployed with the same site optima
objective to. satisfy the distinctive Tier requirements.
The most critical perspective owners and designers must
consider in making tradeoffs is what impact the decision
has on the integrated impact of the site infrastructure on
the IT environment in the computer room,

The Institute has measured the ecmai availability, qr
performance, of 16 data centers having site irff-rastmcture
topologies meeting the four ~er definitions hod has has
established availability values representative of each
classh’:icatiot3. In practice, repr~santative site availabili~,

. stated as apercentageof aannai operating time, is associated
with each of the lns~itute’s standard Tier classifications.
These empMcally detenr~ed values include sustathability
and human factorS over aperiod of up to I 0 years with uplime
measured from the perspe~ve of the IT client’s operations
in the computarmom. TNs "rea!~ world" site avaihbJfity is
s~ildngly different than the probability of system failure
that ~s often calculated using values fi’om th~ Institute of
l~ectrinal and FAectroNas Engineers (IEEE) GoId Book
for r~commended practices for reliable power systems or
guidelines from the ]EEE Orange Book for emergency
and~ standby power. A representative site imr’rsstmcmm
availability of 99.95% (about 4.4 hours of "downtime" per

year) is not equivalent to a stafisticai reliability of 0.9995 (1
in 2,000 chance of a f~ure). Similarly, as outlined earlier, a
calculated statistical reliability of 0.9995 does not indicate a
site is ’~better than Tier 1W’

The Institute defines site availability from the
perspective of a user of IT. Any site incident or event
that affects information availability as experience by
end users detracts from site infrasa’anture availability.
The site downtime clack starts running from the
moment 1T operations were first affected until they are
fu!ly restored. Thus, site downtime is not the 15 seconds
of a utility power failure, but the total time users were
down until IT .availability was restored. For Tier I and.
Tier I] topologies, downtime for site Jn.frastmqtare
m.aintenanee (which includes the time to bring IT
systems down, perform the site maintenance, and
restore IT availability) typically h as a bigger availability
impact than a UPS system failure. Based on operating
experience of monitored sites, the typical mair~tenanco
outage at Tier I and Tier II sites is 12 hours, The time for
IT to recover from a typical outage such aS momentary
power luss is 4 hours at sites of any tier.

Tier I sites typically experience two separate 12-hour,
site-wide shutdowns per year for maintenance or repair
work. In addition, on average, aeruss multiple sites
and over a number of years, Tier I sites experience 1.2              .
equipment or distribution failures each year. The annual ....... i
impact of r~aintenance and u~planne~l 0u/ages is 2g:8
hours per year, or 99.67% availabi/Jty.

Operations experience shows that, on average, Tier II
¯ sites schedulp three maintenance windows over a 2-year

petiod and have one unplanned outage each year. The
redundant components of Tier fl topology proyide sorae
maintenance opportunity leading to just one site-wide
shutdown each year, and reduce the uumber of equipment
faili~res that affect the IT operations envkonment The
annual impact of maintenance and unplanned outage~ iS
22 hours per year, Qr 99.75% availability.

Tier lII topology is concurrently maintai~able, so annual
maintenance shutdowns are not required, which allows

¯ an aggressive maintenance program improving overall
equlpmant performance. Experience in actual data
centers show that operating halter maintained systems
reduces unplanned faitutes to a 4-hour event every 2.5
),ears, or 1.6 hours ou an annual basis. Tier I~ sites
¯ demonstrate 99.98% avallabfilty.                  .
Tier IV provides robust, fault tolerant site infrastructure,
so that facility events affecting the raised floor are



. empirlcalty reducer to one 4-hour event ha a 5-year
ope~ra~ng period, or 0.8 ~s o~ ~ ~n~ b~. In dividu~
~nJpment f~uzes or ~s~tion ~ Jnte~ons ~y
sNlo~, bu~ ~e effedS of Ne events ~ stopp~ ~o~ of
~e ~ operaffons environment. ~er IV sites consistengy
demons~ate 99.99% av~labi~.

The representative availability percentages are a
characteristic of the operating experience ofmnltiplesites
within each Tier c}aasi~ca~ion. A site with a measnred
infrastructure availability of 99,90%--midwey between
Tier I[ (99.75%) and Tier rU (9%98%) ~has an operating
experience consistent with sites having Tier ~I topology,
but does not achieve the availability of TiEr III sites.
Availability does not determine the T~er’classification.
.Even more impoytanfly, infrastructure with a staflstieal
probability of failure of 0.9990 cannot be represented as
a ’Tier 2.5’ site, since the impact oE the failure on overall
availability is not represented by the likelihood of a
syatem failure.

~Indepondant of site infi’astmcture experience, IT
organizations often describe data center availat;flity
objectives a~ F~ve Nines~ or 99.999% bf upfime. This
is a redr aggressive goal, especially if compared to the
observed consequences of a ~ingle site outage, While the
site outage is ~ssumed to be promptly restored (which
requires "24 by forever" staffing), it can still require up

...... tu"4hours for ~ to recover information avaihbility and
restore end nsef fiaanfianality, even ff the 1Lkelihoed of a
data base corraption or a soever power supply fZlure are
set aside. ~ reality, facility failures often reveal previously
unknown 1T arehkentore, hardware, or software issues.

If a momentary power outage results in a 4-hbur end-
user dJsmption, how relevant is an objective of 99.999%
availability? Based on a shagle site optage of 4 hours, it will
take 45.6 years of 100% uptime to restore cumulative site
availability back to the 99.999% objective. (4 hours x 60
minutes an hour + 5.26 minutes per year = 45.6 years.)

Even a fault tolerant and concurrently maintainable Tier
IV site wi!l not satisfy an IT requirement of Five Nines
(99.999%) optirne. The best a Tier IV site hope fpr 100%
uptime for a st6ug of multiple years: Figure 2 of Typical
Tier AtV;ibutes uses 99.995% for representative Tier IV
site availability, but this assumes a site outage occurs not
more than once every 5 years. With h properly designed
Tier IV configuration, the single event exposures that
can resatit in a site fai!ure are the results of a fire alarm
or the nrAntended operation of the ~3PO feature, Only
the top 10 percent Of Tier IV sites will achieve this

level of performance. Unless human a~livity ¯issues are
continually ~d rigorously addressed, at least one failure
Js likely over 5 years.

Typi~l Tier Aitributes
Tier ~ sites havetheir roots in the mainframe environments
of the !970s. Tier IV became possible with the advent of
dual-powered computers in the 1990s. Tier ~ and Tier ]~
facilities were widespread in the 1980s; Tier ~lI is the ~ost
common site infrastructure cmTe~tty being fi’np}bmonted
although most are designed for future transparent upgrade
to Tier IV.. Most owners find it fairly difficult to upgrade
by morn than one tiar level from what they previously had.
Amsponsible approach to ~ite infrastm~tom investment is
to anderatand clearly the nvailabili .ty objectives necessary
to support the owner’s current and furore business
requirements, then to consistenfly design, build, and
operate ~e site to corffarm to those needs.

The following chart (Figure 2) depicts various attributes
commonly associated with � particular Tier cIassificatlon,
but the attributes are not requirements, of the Tier
definJfion~. For example, the presesee of a raised floor
or any part!cular floor height are not cflter~a fo~ any Tier.
(The recommended height of raised floors, when used, is
most dkecCly correlated to power density.)

Integration of IT Archite,ct. ure and
Topology.with Site Arch=tecture and
Topology Helps to Ensure Achieving
UPtime Objectives     "
There ~re many oppommi~es within the Information
TecMology architectore to reduce or minin-ize the
impacts of these unfortunate site i~frastmetore failures.

¯ These steps may include placing the redundant parts of
the IT compu~ng infrastructure in compartmentS served
by different site infrastructure systems so that a single
event cannot simultaneously afflict nil ITsystems, Another
~dtemative is focashag special effort onbusiness-critical
and misaion-eri~icai app/icaflons so they do not require 4
ho~s to restore. These operational issues can improve the
availability offered by any data center and are particularly
important in a "Pots" Nines" data center housing IT
equlpm~a~t that requires "Five Nines" availabNtyo

The four Tier Standard classii~caaons address topology,
or configt~ration, of site infrastructure, rather thma a
prescriptik,e list of components, to achieve a desired
operational outcome. For example, the saran number
of chi!lars and UPS modules can be arratfged on single
power and coolhag distibution paths resulting in n Tier It
(Redundant ComponentS) solution, or on two distdtnifion



Figure 2:
Typical Tier Attributes

Tier I Tier Tier Tier IV
Building Type Tenent Stand-alone

None 1 Shift 1+Shifts "24 by Forever"

Useable for Critical 100%N 100%N 90% N 90% N
Load

Initial Build-out Gross 20-3,0 40-50 40-60 50-80
Watts per Square Foot
[W/ft~) (typical) , .
Ultimate Gross W/ft~ 20-30 40-50 100-1501~,~ 150+~,~
(typical)¯

C!ass A Uninterrupflble No Ne Maybe
Cooling

Support Space to 20% 30% 100+%
Raised Floor Ratio

Raised Floor Height 12" 18" 30.36",~
ltypical)

qoor Loading Ibe/ft~ 85 1 o0 150 150+
(typical),
Utility Voltage (typical) 208,480 208,480 12-15 kV= 12-15 kV~

Single Points-of- Many + human None + fire and EPO
Failure error erro[ .
Adnl~a] SiteCad~ed IT 28.8 haurs " 82.0 hoers ..... 1.6 hours ’ 0.8 hours’-
Downtime (agtual field
data)

Representative Site 99.67% 99.75% 99.98% 99.99%
Availability
Typic,~ Menth~ to 3 3-6 15-20 ~5-20

’ Implement

Year first deployed . I 970 1985 1995

Oonstruofien Cost (+
30%)~,~,~.~4

Raised FJcor $220/ft~ $220/fi= $220RF $220/ff~
Useable UPS Output $10,000/kW $11,000/kW $20,000!kW. $22,000/~<W

11 O0 W/ft= maximum for ~r-coc~ing ever ~args erezs, water or ~ ~]ing me~ grater t~n 100 W~~ ~added c~t e~lud~,
2 O~at~ W~ de~ r~re g~t~ sup~ ~a~ (1 ~% at 1 ~ W/~ and up to 2 or m~ ~ at great~ densffi~), high~ ~ed
ffoo~ ~d, ~ mqu~ over [~ge areas, medium voltage se~ice entice.
3 ~clud~ I~d; u~que a~hitec~ra~ requ~emen~s, p~ and other ~e~ inter~; and abno~ cMI c~.~e ~ be sever~
million do]}~. ~su~ minimum of 15,000 fl= of rd~ed rices ~hi~ur~ plan, ~o~ buildin~ ~ power bac~on~ $~d to
achl~e uitf~fo c~ci~ wi~ i~)laflon of ad~i~aJ c~pone~ ~ sy~. M~e ~ents for ~0, Oh~cag& a~ other ~h

Q~ts ~ ba8~ on 2005 data. F~e ~ costs should be a~u~te~ UsI~gENR ind~.     ¯
See Insdt~e White Pap er e~ffle~ Do~ar8 per kW plus ~11~ ~r Squ~ Fo~t Is a ~r ~ta Cen~r C~t Model th~ DdI~ per

Sq~ Foot.he for addWonal i~o~afl~ o~ this c~t model
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paths that may result in a Tier 11I {Concurranfly
Maintainable) solution. Compare the Tier//and Tier ]II
diagrams at the end of ~bAs paper. Both topologies contain
the same N+I eapa(lty rednndaany for engine generators
and UPS modules, but the alternate distribution paths
define the Tier I!I example.

Applying the Standards
The Tier Performance Standard provides objective
criteria to consisteufly evaluate the implementation of
the selected eperarional concepts in a design or existing
site infrastructure. The standard does not direct the
specific design solution or technology the Owner or
design team most use to reach die site performance
objective. O~vners are free to choose any number of
UPS configuratigns, products, or manufactures--as
long as the result can meet the target Tler classification.
Moreover, the use of static Or rotary UPS systems,
fuel cell technologies, direct expansion cooling, or
air or water cooled chillersme left to the owner. The
Tier .Standards ha’co attained wide acceptance because
they allow the owner to include such cancems as hrst
cost, bperations complexity, and product availability
as appropriate, while still focusing on the desired
operatharml o~tcome of the completed facility.

In addition to availability, other owner requirements
must be addressed in infrastructure design. Protection
6f d~m Or ph~slcal ~sse~s is inde~nflent of the" s~te
i~ras~c~re Tier classification. The increasing power
densities of IT equipment r¢quired o~ez considerations
than ~e redundancy in the power ~d cooling systems.
Project elements like video s~eilIance and ~seons
fire suppression are frequently necessa~ to meet
an owner’s reg~ato~ or inanr~ce requirement,
completely separate from IT availabiliq obj~fives. The

¯ key understanding required for a success~l data center
operation is to differentiate between ~ier Peffo~ance
St~d~d criteria, owner fi~ ~d cost toler~c% ~d
Indns~ Best Praodces.

Consider~tinn of cost, risk tolerance, and Best Practices
clearly point to a wide]: number of site infrastructure
characteristics than Tier cIassification~ alone. Experience
with the Tier Standard s!nce its inception !ndicetes that
Sustainability characteristics become an important
factor over time. Investments in Sustalnability
characteristics account for much of the variance witch
individual Tier solutions, often leading to increased
availability. Typically, Snstainabllity characteristics
decrease the cost or risk Of completing maintenance, or

speed the recovery from site infrastructure incidents.
Less Costly and less risky maintenance means the
work is more tikely to be completed, keeping the
equipment in better condition and calibration. More
operations-centric desi~as make operations easier,
so fewer mistakes are made.

Illustrative Examples
Some examples can ill,train ~ite iaffrastraeture
characteristics that impact snstainability, while not
affecting the overatl Tier classlt]carian of the solution.

¯ A topology that can switch the power source
for a!l mechanical components so they eontk~ue
runuing when any electrical panel is shut down
el~miuntes an operations constraint to maintenance.
Procedures that require critical cooting equipment
to be shut down dating recurring electrical system
maintenance may not be allowed if another chiller
is out of service for repairs, Missed maintenance
ieads to decreased reliability,

¯ A design that monnts critical components in difficult
to reach areas or limits access space in the central
plant may increasg the time r~,xtnired to maintain
important systems. The increased time window may
eliminate the ability to schedeIe the maintenance
activity.

~, Installing en~fme generators aid switchgear inside
¯ the.faqility(withad~qt~at~acq~sSspa~e)elimiant~s

the effects 6f weather and time-of-day on sa~-e
maintenance and repair activities.

,* In order to flnpmve stab~Jty, the combined load on a
critical systamis often limited to 90% of non-~edundant
nameplate ever a sustained period of time.

¯ Compartmentalization, a Tier IV requirement,
provides benefits for Tier ]3/sites. The effects
of evacuation mqulrements for areas aff~ted by
refiSgerant leaks can be ~imitad to the number of
redundant chillers by careful Compar tmentaIization.
Chillers that are necessary to keep the completer
room cQol can continue to operate while those ~n a
separate compartment m’e s~nt dow~ to purge t~e
refrigerant.

¯ Compea’tment~’~fion of the primary and maintenance ¯
electrical disttibution paths also provides a major
advantage to a site. If an arc flssh or electrical fire
(an "anplarmed event") occurred ha a Tier ~I alto, the
site could be disrupted. However, if the maintenance
path is physicaUy separated from the normal path,
compartmentalization would perr~t the site to
rapidly mcevar on a power path through a completely
different space than where the fire occurred,



Each Industry Has a Unique Uptime
Need Driving the Site Infrastructure Tier
Level Required
After careful alignment of IT availability objectives with
siteinfrestmcmreperfonnance expectations, an informed
company may select a site r~preSenting any of the Tier
classifications. Some considerations for selecting an
appropriate site nifrastmcture Tier are:

Tier I is appropriate for firms such as
¯ Small businesses where information technology

primarily enhances internal business process
¯ Companieswhopfincipaluseofa "web-presence"is

as a passive marketing tool
¯ lrnemet-based smrtnp eompenles without quality of

service commitments

These companies typica!ly do not have an established
revenue swam or identifiable financial impact uf
disruption due to data center failure. Sometimes
companies with an established revenue steam will select
~er I topology because thcdr applicarions have a low
availability requirement, such as only during a 5.5-
day business week. Other companies may sglect T’tar
I topology if they p!an to abandon the site when the
business requkements exceed the Tier I functionality.

....... Tier.II is appropriate for firms such as          ¯
¯ Interact-based companies without serious financial

penalties for qaa/ity ofserv’me commitments
¯ Small businesses whose information technology

requirements are mostly limited to traditional normal
business hours, allowing system shntdow~ during
"off-h~urs"

¯ Commercial research and development firms, such
as software, who do not typically have "on-litte" or
"real-than" service delivery obligations

T~ese companies typically’ do not depend on real-time
delivery of products or services for a significant part of
their revenue stream, or are contractually protected
damages due to lack of system availability, Occasionally
.companies will select Tier/I thfrastmetute if they ha’~e
becomebnrdenedwithlmpectsduetonnisanceeqm’pmant
outages associated with Tier I sti~s. A large number of
instit0tional and educational organizations select Tier II-
iufi’astmcmre because them is no meaningful impact of
disruption due to data cantor failure. Some companies
have successfully used Tier lI infrastructure to pro~hde
off-sit¢ electranie vaulting for offline data.

Typical applications for Tier/~/fac~Nfies are
¯ Companies that support internal and external clients

24x7 such as service centers and help desks, but
can sehqdule short periods when limited service is
acceptable

¯ Businesses whos~ irfforrnation tecimoiogy resources
support, automated business processes, so client
impacts of system shutdowns is manageable

¯ Companies sparta/rig maltiple t~me zones with cllefit~
and employees spanning regional areas

Companies se.Jecting Tier I]! infrastructure usually bare
high-avallabihty requ/u’emeets for or/going bus~ness, or
have identified a significant cost 6f disruption due to
~ planned data center shutdown, These companies are
w~lling to accept the impact of disruption risk of an
unplatmed event. However, Tier/]I is appropriate for
companies who expect the functionality reqnirnments to
ineresse over time and do not want to abandon the data
center, Sometimes, these companies design a Tier IH site
to be upgraded to Tier I~

Tier IV is justified most often for
¯ Companies with an international market presence

delivering 24x365 services in a highly competitive
client-facing market space

¯ BusinessesbasedonE.,eommarce,markettransactions,
or financial settlement processe~ ¯

¯ Large, global companies spanning multiple time
zones where client access to applications ~nd
employee exploitation of inforrnadon technology is
a competitive advantage

Companies Who ha~e extremely high-availability
¯ requirements for ongoing ~usfuess, or for whorn
there ig a profound cost of disruption due to any data
center shutdhwn, select Tier !V sffe infrastructure.
These companies will know the cost of a disruption,
usually in terms of both actual dollar costs and impact
to market share. The cost of disruption makes the case
for investment in high availability infrastructure a clear
business advantage.
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Making the Appropriate Tier Selection
Should Be Based on Business
Requirements
Selecting
a~ila~fli~ objec~v~ naq~r~ to su~n w~-~ned

for do~ pm~d~
in da~ ~r f~ilifi~. ~e o~rs’ focus during ~ dam

app~cafi~ of
~o~mg ~c~ debat~ over ~v~ c~c~fisfic er
a~bu~

Including cft~fia .from a higher Tier classification,
or an attribute leading to increased availabi!ity, does
not increase the overall Tier classification. Moreover,
deviation from the Tier standard in any subsystem
will prevent a site from cIassification at that Tier. For
example, a UPS system patterned after a Tier IV system
within a site featuring a Tier ~I power distribution
backbone will yield a Tier II site. The most significant
deviations from the Tier Standard found in most sites
can be summ~zed ag inconsistent solutions.

Frequently, a site will have a robust fault tolerant
electrical system patterned after a Tier IV solution,
but ctilize a Tier II mecha~eal system that cannot
he naaintained without interrupth-tg computer room
0perfftions. Th~S r~snlts inthe o4~rall site
Tier ]~ rating. Most often the meehanicaI system fails
contingent maintenance criteria because of inadequate
isolation valves in the chilled water dis~bution path.

Another common oversight is the effect of shutting
down electrical panels on the roechanicaI system the
panel feeds. If more than the redozadant number of
ekillers, towers, or pumps is de-energized for electrical
maintenance, computer room cooling is hnpacted,

Occasionally, electtcal systems fail. to achieve Tier I~1 or
Tier IV criteria due to the UPS power d~stfibu~ion path.
Topologies that include statJc ~fer switches that cammt
be maintained without affecting computer room power, fa~!
the concurrent maintenance criteria. UPS confignmtions
that utilize common input or output swkchgear are almost
~lways often unmaintainable withodt conaputer mona
outages and fail the Tier 11I requirements even after
spending ninny hundreds of thousands of dollar.

Consistent ~pplicadou of standards is necessary-
to have an integrated solution for a specific data
qenter. ~t is ele~ ~a~ the IT organiza~o~ invests
heavily ~ ~e features offered by newer computer
equipment technology. O~en, as the electfie~ and
mechanical i&rastructgr~ am defined, and the
facility operations ~e e~tablished, there is a gow~g
degee of Jncon~is~ncy in the solutions inco~orated
in a site. As shown in Figure 3, each segnaent naust be
integrated to del~ver the overall dam center solution.
An incident in one segment must be met with a
si~lar i~es~ent in each of the other ze~ents finny
of the elementsin the combined solution ~e to have
ef~ct on IT avaflabi~ty. A well-executed data center
~ster plan or strategy shoed e~sisten~y ~solve th~
eari~ spectrum of IT and facility requirements.

Figure 3i
Comparing IT Solutions for Reliability, Availability, and Serviceability to Site Infrastructure
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Lifecycle Planning
It is 6~sappoinfing m obsexve h~and ~ew sites that
rece~ve~ ve~ ~ule ~ough~ d~ng
op~fions. V~v~ were lo~ced in thacc~sible places,
th~ ac~s pa~ for th~ edition of~t~e componants was
not ~ought out, or s~c~nt c~ci~ to simul~n~ously
test n~w systo~ whil~ sustai~ ~ critical load was
not provided, ~Se d~t~s co~d ~v~
for no addifion~ cost d~ng des~. T~ f~l~e Ii~ts
bo~ inves~nt v~ue ~d site p~ffo~c~
i ~ initi~ occup~c~ A morn sust~nable ~i~ will project
~e ~equkements ~d anticipate them d~ng ~e 1ififl
design ~d cons~cfian.

Sites ~hunld be designed to anticipate in,teasing powtr
requirements and tier Ievels. These sites provi~le rotate
locations for necessary site infrastructure equipment as
well as a pIanned means to commission them and then
connect thean transparently to pperation~ systems.

Institute Site Topology and
SustainabllJty Certification
The Instill�to exclasively reserves the right to determine
Tier rotating and to Certify sites ~ mee~g Tier
requkemen~ as.m~ly d~c6bed th Nis white paper,
~is c0mNehensive pro~ss involves additional
~yond ~e info~ation provided herein. ~e pm~ss
is similar to ~at used for ISO 900X ~ficafion.
ISO st~d is’set ~d m~mained b~ ~e Int~afion~
S~ndarda Or~tion who ~ins and ce~fies
i~pac~on agen¢ies in diffe~nt p~ of ~e world.
field insp~rs inspect and valida~ co&o~ to the
[SO st~d~d b~ore ce~fieation is gmnt~ for a li~d
~e period. The I~fimte has licensed C0mpute~it~
En~eefing he., a sep~a~ but rel~t~ comply,
m p~ inspeefi~ ~d v~i~fion, u~izhg
l~ti~te ~ Tier Peffo~ St~dards ~d ~e ~sd~te
comp~hens~ve database of eme~g ~dus~" problems
~d best design gacfie~, Sit~ reviewM and ~fi~
by ~e ]nz~tgte c~ ~ seen at
~e~fi~fion.h~,

Conclusion
Data center owners have the responsibility to determine
what Tier of functionality is appropriate or requibed for
their sites, As such, it is a business’decision to determine
the Tier necessary to support site availability objectives.
Part of.this decision is to balance the IT operational
practices with the facility practices that support the IT"
world. Once selected, howe~es, the desged Tier shonld
be bniformIy implemented.
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Illustrative Electrical System Topology - Tier Ii

Note: This diagram illustrates a basic Tier I1 electrical distribution concept. This
diagram shall not be interpreted to represent a standard or compliant electrical
system topology, or a solution fulfilling any particular set of requirements.

Site certification requires consistent application of Tier concepts to all 16 critical
subsystems that comprise data center site infrastructure.
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Illustrative Electrical System Topology - Tier Iil

Note: This diagram illustrates a Tier Ill electrical distribution concept. This
diagram shall not be interpreted to represent a standard or compliant electrical
system topology, or a solution fulfilling any particular set Of requirements.

Site certification requires consistent application of Tier con(iepts.to all 16 critical
¯ subsystems that compr!se data center s{te infrastructure.
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Illustrative Electrical System Topology - Tier IV

Note: This diagram illustrates a Tier IV electrical distribution concept. This
diagram shall not be interpreted to represent a standard or compl ant electrical
system topology, or a solution fulfilling any particular set of requirements,

Site certification requires consistent application of Tier concepts to all 16 critical
s~bsystems that comprise data center site infrastructure.
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Appendix B
Department of Justice

Minimum Security Standards for Federal Facilities

The following table lists a summary of the security standards for obtaining certification for ~e
various Department of Justice (DOJ) Facility Security Levels.
Legend:
Minimum Standard = M
Standard based on facility evaluation = F
Desirable = G
Ndt Applicable = NiA

Level of security

Control of facility parking G G M M M

Cbntrol of adjacent parking G G G F F

Avoid leases in which parking cannot be controlled G G G G G

Leases should provide security control for adjacent G G G
parking !
Post signs and arrange for towing unauthorized vehicles         F     F I M     M

ID system and procedures for authorized parking (placard,
decal card key, etc.) .......................... | .... i| ~ ......

Adequate lighting for parking areas . G G M

Oloeed ¢ircu t te ev s on (CC~) monitoring                   "

CC~ suweillance cameras with time lapse video             G     F     F     M    M
recording.

Pest signs advising of 24 hour video suweilianca G F     F M

Lighting with emergency power backup ’ M M ~ M M M

Physical barr~ ........................................................

....~ ~dPh;siCa~-;efi~et~withc;ncrete’andlorsteel ~ N,A I NIA J G ~ F ~ F
barriers

Legend:
Minimum standard = M Standard based on facility evaluation = F
’Desirable = G Not applicable = N/A
Sourqe: Vulnerabili~ Assessment of Federal Facilities, Depa~ment of Justice, June 28; 1995.



Level of security
Entry.S~cu_~’!ty , ....................................... ...............I_ .... II .... III ..... IV’ ..... V ~
Receiving/Shipp~ng .

Review receiving/shipping procedures (~urrent) M M M M M

Implement receiving/shipping procedures {modified) : G F M M M

Access control

Evaluate facility for security guard requirements 1 G F M M M

Intrusion detection system with central monitoring G F M M Mcapability

Upgrade to current life safety standards (fire detection, f~re M M M M M
suppression systems, etc.)

EntranceslExite ¯
N/A I G FX-ray and magnetometer at public entrances F M

Require x-ray screening of all mail/packages , N/A G F M M

Peepholes F F NfA N/A N/A

Intercom F F N/A N/A N/A

Entry control with CCTV and door stdkes G F NIA N/A N/A

High security locks M M M M M

Min!mum standard = M Standard based on facilit~ evaluation = F
Desirable = G Not applicable = N/A
Source: V~lnerabitity Assessment of Federal Facilities, E~epartment of Justice, June 28, 1995,



Level of security

Agency photo ID for all personnel displayed at a]l times N/A

Visftor control/screening system G M M M

Visitor identification accountability system N/A G F M M

M

Utilities

Prevent unauthorized access to utility areas F F M M M

Provide emergency power to critical systems (alarm
systems, radio communications, computer facitities, etc.} M M M M M

[ Oceulpant eme~g,e.ncy plans              "

Examine occupant emergency plans (’OEP) and
contingency procedures based on threats M M M M M

OEPs in pl_ace, updated annually, perfodic testing exercise M M M M M

Assign & train OEP officials (assignment based on largest
tenant in facility) M M M M

Annual tenant tra!ning M M M M

Daycare centers                ¯

Evaluate whether to locate daycere facilities in buildings N/A
with high threat activities M M M

Compare feasibility ol Ioceting daycare in fec!Jit:es outs:~e
locations N/A M M M M

Legend:
Minimum standard = M Standard based on facility evaluation = F
Desirable = G Not applicable =
Source: Vulnerability Assessment of Federal Facilities, Department of Justice, June 28, 1995.



i’~ ! Level of security

nte gence Sharing

Establish law enforcement ag~ncylsecurity liaisons M M M M M

Reviewlestablish procedure for intelJigence receipt and M M M M M
dissemination

Establish uniform security/threat nomenclature M M M M M

Conduc~annual security awareness training M M M ~ . M M

Establish standardized unarmed guard M M M M M
qualifi~ons/traini~g requirements

Establish standardized armed guard qualiflcation~ain~n~ M M M . M M
requiremen~

Co-locate agencies with similar secudty nffeds G G G G G

Do not co-locate high/low risk agencies¯ G G G G G

Administrative ~r~edure~. ...............................................

E~tablish flexible work schedule in high threaUhigh risk F    F    G G G
areas to minimize employee vulnerability to criminal ac~vi~

¯
Wo~khoui’sArrange for employee, parking in/nearbuilding after normal .... F                                             . F .    F...iF " F

Conduct background securi~J checks andtor establish M i M    M M M
cecudty control procedures for service contract personnel

Construction/Renovation .......

install mylar film on al! exterior windows (shatter protection) J       G G F M M

Review current projects for blast standards M M M M M

Review/establish uniform standards for construction M M M M. M

Review/esPablish new design standards for blast resistance F F M M " M

Establish street setback for new construction G G F M M

Legend:
Minimum standard = M Standard based on facility evaluation = F
Desirable = G NatappJJcable =
Source: Vulnerability Assessment of Federal Facilities, Department of Justice, June 28, 1995.



USDA

lm~ Attachment2 Application for Classification
As an USDA Enterprise Data Center

Insl-ruetions: Complete all sections of the application. Refer to Enterprise Class Data
Center defirdtion and appendices, issued as Attachment 1 of memorandum rifled
"Development of USDA Data Center Strategy" from David Combs; Chief Information
Officer, and Charles R. Christopherson, Jr., Chief Financial Officer.

Section One: Contact Information

Agency:

Point of Contact:
Name:
Phone Number:
~Email Address:

Alternate Point of Contact:
Name:
Phone Number:
Email Address:

Data Center Physical Address (include room number(s)):

Section Two: Site Specific Information - Physical Standards

Electrical Systems:
1. Uptime Institute Tier rafiug of your data center’s eleetrieal systems (check

one):

r7 Tier I V~ Tie~ II ~ Tier III t’-" T~r 1V
2. Backup Emergency Power Source for data center loads (in.eluding

mechanical equipment):
V7 D~esel Generator ~ LP/Natta’al Gas Generator F7 Fu~l Ce!!

V~ Other



Electrical Systems: (contin6ed)
3. Uninterrupfible Power Supply(s) for data center computing toads:
~ Single 1- Isohted Redundant F" ParallelRedundant F: D~tffanted Redundant

~ F" System + System Redundant

4. Commercial Power Feeds:
WSJngle F’Dual VDual-Diverse(~ommult~plesubstafionsorgfid~)

5, 24 Hour Service Contracts in-place for UPS, Generators and Batteries
1~ Yes    F No

6. Data Center electrical infrastructure includes a power conditioning
component to ensure fluctuations in commercial power quality are isolated from
the critical computing loads
[- Yes F- No

Mechanical Systems:
1. Uptime Institute tier rating of mechanical systems (check one):
r7 Tier I !-" Tier II     V~ Tier III F" Tier IV

2. HVAC systems provide automated climate controls and system management
~ Yes ~ No                                                   .
3. Data center has raised floor plenum
~ Yes r? No
4. Fire Suppression Systems:
F~ W~t Pipe    [" DryP~e    FGas    r- Dual Source (~e. Gas and Dry Pipe)
5. 24 Itonr Service Contracts in-place for ItVAC and Fire Suppression Systems
F~ Yes F~ No
6. Presence of alarmed water monitoring system within the data center
I- Yes F7 No
7. Water piping and!or drains installed above the data center space
~ Yes    F7 No

Physical SeeuriOy:
1. Does the candidate data center meet all standards to qualify as a Department

of Justice Level IV Facility

F Yes    ~ No
If yes, please attach the completed Department of Justice matrix.

2. Data Center meets the requirements of DM3510-01, Physical Security
¯ Standards for IT Restricted Spaces

F Yes r- No



Operational Standards
Information Security Systems:

1. Guidelines for server configuration hardening are documented and approved
by the Agency CIO

I~ Yes    r~ No

2. Monthly vninerubility Scanning is performed on all devices
tZ Yes    ~ No

3. A patch management system is in place to address vulnerabilities
~ Yes    ~ No

4, Describe the Background Investigation levels required for personnel working
in the data center. (Please list your answer by job category, such as system
administrator; network administrator, help desk, tape librarian, etc.)

Description: (use additional pages as necessary)

5. Certification and Accreditation of all data center General Support Systems
are fully approved and current

~ Yes    U No

6. Documented incident response processes and procedures are in-place and
periodically exercised

V" Yes    ~ No

Network and Telecommunications:
L The data center has an UTN node on-site
~ Yes    Fr No

2.. Firewalls are co~figured for high availability
t~ Yes :F~ No
3, All local area networks are protected by an intrusion detection system
F~ Yes    F~ No
4. Describe the telecommunications and network architecture
Description: (use additional pages as necessary)

Data Center Staff:
1. Is there a full time, dedicated data center staff to include both management

and technical, with on-duty operations and system security managers
i- Yes W No
2. ’itelpdesk is staffed 24xTx365

Yes " V~ No
3. Personnel physically monitor computing systems 24x7x365
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Yes    ~ No

Management Processes:
1. Do you have a formal project in place to align data center service delivery

with Information Technology Infrastructure Library (ITIL) processes

~ Yes    ~ No
If yes, describe the project and provide current status (use additional pages as
necessary).

2. Service !evel agreements and performance reporting metrics are documented
and in place

i~ Yes t~ No

3. Standard operating procedures for scheduling and coordinating maintenance
are documented and in place

~ Yes ~ No

4. Data Center costs and customer service have been benchmarked against
industry

V~ Yes

Disaster Recovery:
1. Disaster recovery, business continuity, and emergency response

plans/processes are documented and periodically tested
r- Yes    I- No ........... ’
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Section Three: Additional Information

Provide any additional information that will assist the data center assessment team
in the analysis or your data center. Please limit the res_ponse to 5 P~gg~’_ ..........
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