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Canine Rabies Ecology In
Southern Africa

John Bingham*

Rabies is a widespread disease in African domestic
dogs and certain wild canine populations. Canine rabies
became established in Africa during the 20th century, coin-
ciding with ecologic changes that favored its emergence in
canids. | present a conceptual and terminologic framework
for understanding rabies ecology in African canids. The
framework is underpinned by 2 distinct concepts: mainte-
nance and persistence. Maintenance encompasses the
notion of indefinite transmission of infection within a local
population and depends on an average transmission ratio
>1. Maintenance in all local populations is inherently unsta-
ble, and the disease frequently becomes extinct.
Persistence, the notion of long-term continuity, depends on
the presence of rabies in >1 local population within the
canine metapopulation at any time. The implications for
understanding rabies ecology and control are reviewed, as
are previous studies on rabies ecology in African canids.

he ecologic persistence of pathogenic viruses has been

the focus of many studies (1-4). Rabies virus, a
lyssavirus that causes a lethal neurotropic infection of
mammals, is a pathogen for which ecologic persistence
cannot be explained adequately by pathogenetic mecha-
nisms. Death of the host implies that the virus depends on
transmission to new susceptible hosts to survive. However,
epidemics, a frequent manifestation of rabies, deplete the
number of susceptible hosts, which leads to the decline or
extinction of the virus in the affected population. How,
then, does the virus persist?

In southern Africa, rabies virus affects many host
species, but rabies cycles are sustained by carnivore hosts
(5,6), particularly by canine species (family Canidae),
which are the focus of this paper, and by mongooses (fam-
ily Herpestidae) (5,7), which will not be considered here.
Domestic dogs (Canis familiaris) are hosts of rabies virus
in most of Africa; they cause most human rabies cases and
contacts that require medical intervention. In southern
Africa, jackals (C. adustus, C. mesomelas) are also hosts,

*Commonwealth Scientific and Industrial Research Organisation
(CSIRO) Australian Animal Health Laboratory, Geelong, Victoria,
Australia
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although their role has been controversial; some studies
indicate that they can support rabies cycles (8), and other
studies indicate that they cannot maintain rabies independ-
ently of the disease cycle in dogs (9-12). Although rabies
is a prominent disease of African canids, the mechanisms
and hosts responsible for sustaining it have not been clear-
ly elucidated.

I review the ecology of canine rabies in southern Africa,
particularly with the goal of resolving the controversies on
mechanisms of persistence. A conceptual and terminologic
framework to understand the long-term ecologic survival of
rabies virus in African canine hosts is proposed.

Rabies Virus Biology

Rabies virus is transmitted in saliva through the bite of
an infected animal. After gaining entry to the central nerv-
ous system by peripheral nerves, it causes encephalitis,
leading to fulminant, progressive neurologic disease, char-
acterized by excitement, muscular paralysis, impaired
responses to social and environmental signals, and other
abnormal neurologic signs. The incubation period is
unusually variable and can be long; clinical disease and
virus shedding are not seen during this period. Infection of
the salivary glands during the clinical stage leads to shed-
ding of virions in saliva (13).

Rabies virus has a broad mammalian host range.
However, in any ecologic zone, a single species, the main-
tenance host, is usually principally responsible for support-
ing the virus cycle. The virus variant of the maintenance
host is intimately adapted to the host’s physiology and bio-
chemistry to ensure effective transmission (14).
Maintenance hosts are usually extremely sensitive to their
variant but relatively resistant to rabies virus variants of
other species. In maintenance hosts, the probability is high
that the virus will establish infection, will induce the
appropriate behavioral changes, such as aggressive biting
behavior, and will prolong the clinical survival period in
which salivary virus shedding takes place; all of these fac-
tors lead to maximal virus transmission (14).

For a virus cycle to be successfully maintained, the
average transmission ratio (the average number of new
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cases caused by each infected host) must be >1. At the
beginning of an epidemic, this number is expressed math-
ematically as the basic reproductive number, Ry, which is
defined as the number of new infections generated from an
existing infection, when that infection is introduced into a
population composed entirely of susceptible hosts (3,15).
R, is usually treated as a constant that only applies at the
beginning of an epidemic, when the ratio of susceptible to
infected hosts is at a maximum. R, will not be used in this
article, as it precludes variability in space and time (16,17);
the term average transmission ratio, as defined above, will
generally be used instead.

Individuals of species other than the maintenance host
may also become infected; they are usually dead-end hosts
because of low transmission ratios, which are caused by
factors such as the failure to induce biting behavior, ineffi-
cient salivary shedding, and absence of other hosts with
which to interact. Occasionally, nonmaintenance hosts
successfully transmit the infection to conspecifics, which
may lead to the establishment of a new cycle if conditions
for continual, effective transmission to conspecifics are
favorable. The emergence of a new cycle requires some
genetic adaptation of the virus in the new host.
Lyssaviruses can probably adapt with relative ease because
their broad host range allows adaptive selection to take
place, as evidenced by the emergence of many new cycles
in the last 100 years. A mechanism to explain how such
adaptation may arise is the quasispecies concept, where the
inherently high mutation rates of RNA viruses produce
variant populations of viruses through which selection can
act (18).

Definitions and Concepts

Two working definitions will be cited. A local popula-
tion is a “set of individuals that live in the same habitat
patch and therefore interact with each other” (19). A
metapopulation is a “set of [discrete] local populations
within some larger area, where typically migration from
one local population to at least some other patches is pos-
sible” (19). The demographic trends of local populations
are asynchronous, particularly where migration between
them is relatively low. In this article, the definitions of
local population and metapopulation may apply to either
the host or the virus. To use an analogy borrowed from
ecology, the host local population may be viewed as a
resource patch for the pathogen.

Maintenance is the notion of indefinite transmission of
virus through members of a host population. (In this con-
text “indefinite” transmission does not mean “permanent”
but rather denotes an open-ended cycle that is dependent
on availability of susceptible hosts.) The average transmis-
sion ratio must be >1 for virus maintenance to be success-
ful. A maintenance host is a member of a population of
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susceptible individuals that can replicate, shed, and trans-
mit virus efficiently to conspecifics. Maintenance hosts
live in local populations, which support indefinite trans-
mission of virus independently of other local populations.

Individual local populations are unlikely to maintain
rabies continuously because of the inherently high instabil-
ity of the disease in any single local population; the disease
is normally reintroduced from other infected local popula-
tions. Persistence encompasses the concept of long-term
and continuous presence of disease within a metapopula-
tion. Successful persistence requires that virus is main-
tained in >1 local population at any time.

Many viral pathogens depend on a constant supply of
susceptible hosts because the viral infection causes either
host death or durable immunity. The unstable pattern
caused by depletion and renewal of host local populations
is a prominent feature of all carnivore rabies cycles, partic-
ularly when studied at a relatively fine geographic resolu-
tion (6,8,20-24).

Mathematical models have shown the importance of
features such as host population heterogeneity and mixing.
If a spatially heterogeneous host metapopulation experi-
ences a degree of movement between local populations, a
pathogen can persist over the long term even though it may
frequently become extinct in local populations (4,25-28).
Metapopulation heterogeneity may be in terms of density,
demographic structure, social interactions, and other char-
acteristics that influence transmission ratios.

Maintenance and persistence of rabies are affected by
population immunity, which in effect lowers the average
transmission ratio. In carnivores, population immunity
against rabies is almost exclusively caused by vaccination
rather than natural infection, which is usually fatal.

Canine Rabies in Southern Africa

In addition to the domestic dog, 3 wild canids have
been implicated as independent maintenance hosts of
rabies in southern Africa: the side-striped jackal (C. adus-
tus), the black-backed jackal (C. mesomelas), and the bat-
eared fox (Otocyon megalotis) (5,6,8,29). Rabies cases
have also been reported in other African canids, such as
African wild dogs (Lycaon pictus) (30) and Ethiopian
wolves (C. simensis) (31), but these species do not appear
to support extended virus cycles independent of other
hosts.

In Africa, dogs are intimately dependent on humans for
food and shelter (32,33), and this association means that
dog populations can be correlated, in size as well as distri-
bution, with human populations. During the 20th century,
the human population of Africa expanded enormously, and
the dog population expanded in parallel (33). Social
changes, such as urbanization, resulted in an increase in
human and dog movement. Rabies persistence would have
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been enhanced in such a dog metapopulation consisting of
more numerous local populations and greater movement of
infected dogs.

Such a prediction is borne out by historical records.
Rabies in sub-Saharan Africa is a disease of modern times;
no firm evidence exists of its occurrence before the late
19th century. The first confirmed outbreaks, in South
Africa in 1893 and Southern Rhodesia (now called
Zimbabwe) in 1902, were in domestic dogs, and their ori-
gin was traced to distant lands (5). The initial outbreaks
were temporally and spatially sporadic, and rabies appar-
ently could not become established. These outbreaks were
followed by increasingly frequent, but initially sporadic,
outbreaks, until the disease was continuously present in
national records, as can be seen in the annual reports of the
departments of animal health of various African countries
from 1892 to 1960.

Rabies in jackal species appeared in southern and east-
ern African countries after the introduction of the disease
in dogs. In Zimbabwean C. adustus populations, rabies
occurred in large, dense, moving epidemics in commercial
farming areas (8). The jackal index cases of the epidemics
were usually associated with cases in dogs, which indi-
cates that these epidemics were initiated by dog rabies
cycles; once initiated, however, the epidemics were main-
tained independent of dogs. The moving epidemics termi-
nated at the geographic limits of the C. adustus population
dominance.

Both jackal species reach high densities in commercial
farming environments. Jackal rabies occurs predominantly
in these areas, but it is virtually absent from most national
parks, despite substantial jackal populations (8).
Commercial farming practices appear to provide ecologic
conditions that are highly favorable for jackals and jackal
rabies. What these conditions are is unclear, but they may
include abundant resources, increased demographic
turnover, and the absence of competitors such as dogs and
wild scavengers.

In southern Africa, rabies in C. mesomelas and O.
megalotis predominantly occurs in the absence of domes-
tic dogs or rabies in other carnivores. Given the general
lack of associated rabies cases in other species, C.
mesomelas and O. megalotis are likely maintenance host
populations, capable of maintaining the virus cycle inde-
pendent of other species. In C. mesomelas and Otocyon
populations, the mechanisms of rabies maintenance are
poorly understood; because surveillance is scanty, discern-
ing true spatial and temporal disease patterns is difficult
(5,8,29).

Molecular epidemiology studies have indicated that, in
Zimbabwe and South Africa, rabies viruses from dogs and
jackals are phylogenetically similar and do not fall into
host-distinguishable lineages, while viruses of O. megalo-
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tis are closely related but distinct (34). In addition, viruses
all fall within the cosmopolitan lineage that includes many
other dog and wild canine virus variants from other regions
of the world (35). This finding supports the epidemiologic
observations that all present-day dog, jackal, and O. mega-
lotis rabies viruses in southern Africa stem from a single,
recently introduced virus derived from domestic dogs.
However, molecular techniques are not precise enough to
indicate which species, dogs or the 3 wildlife species,
maintains the virus cycles that are found in wildlife.
Epidemiologic evidence is required to determine this
(5,8,29).

Review of African Canine Rabies Studies

| propose that African canine rabies ecology must be
understood through the distinct concepts of maintenance
and persistence. An alternative mechanism proposed for
rabies persistence in African domestic dogs includes an
infectious healthy carrier status (10,36). One study pro-
poses this mechanism for rabies in spotted hyenas
(Crocuta crocuta, Carnivora: Hyaenidae), on the basis of
rabies virus RNA detected in saliva of healthy hyenas by
polymerase chain reaction, although virus isolation,
arguably the more important test, was unsuccessful from
these samples (37). A second mechanism by which rabies
may persist is the concept of long incubators, which carry
infection through quiescent periods to restart epidemics
when the host density has recovered. Long incubators
have been reported mainly in humans and other nonmain-
tenance species (38,39). No evidence currently shows that
carrier animals or long incubators play a role in the per-
sistence of rabies cycles in canine hosts, perhaps because
they do not occur frequently enough to be obvious.
Although they should not be ignored, these concepts are
difficult to demonstrate scientifically and even more diffi-
cult to quantify in terms of their ecologic importance for
virus persistence.

Previous studies have questioned the ability of jackals to
support rabies virus cycles (9-11). These studies have not
distinguished between the ability of species to support
pathogen cycles (i.e., maintenance) and the concept of long-
term persistence. Acknowledging this distinction would
show that local populations of canine species may maintain
epidemics independently and may be free of rabies for peri-
ods, often long periods, between epidemics. At the level of
the local population, this pattern is essentially similar in
domestic dogs, jackals, and other canids (e.g., African wild
dogs [30]). Domestic dogs may appear to support rabies
infection endemically, whereas jackals do not (11), simply
because more numerous discrete local dog populations are
within the study area than are jackal populations.

Considering rabies ecology through the concepts pre-
sented here would clarify some of the confusion created by
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these studies (9-11). For example, a study (11) that used a
mathematical model concluded that “the side-striped jack-
al population itself does not seem able to support rabies
infection endemically, i.e., without frequent reintroduction
from outside sources of infection.” While reintroductions
of infection are certainly an important feature in C. adus-
tus rabies, reintroduction is probably infrequent, given that
most C. adustus cases reported in 46 years followed 5 dog-
to-jackal initiation events (8). The contradiction is
resolved once the concepts of maintenance and persistence
are applied. Hence, C. adustus is capable of maintaining
rabies cycles independent of other species, but rabies
cycles have not been persistent.

Terms such as reservoir and endemic do not provide the
conceptual clarity necessary to understand rabies ecology
(10,11). In a study that acknowledges the complexities of
defining the term and uses canine rabies as an example,
Haydon et al. (12) state that a reservoir is a population “in
which the pathogen can be permanently maintained.”
However, this definition is problematic because the term
“permanently maintained” is ambiguous. This study
implies that dogs, but not jackals, are reservoirs because
they are permanent hosts, yet many dog populations, as
with many jackal populations, do not permanently support
rabies cycles. Such definitions fail to provide a convincing
argument that essential distinctions exist between dogs and
jackals in their ability to support rabies cycles. The study
by Haydon et al. also defines a reservoir in relation to a tar-
get population, which is “the population of concern or
interest to us” and which requires protection. Such anthro-
pocentric definitions of pathogen behavior, although hav-
ing some conceptual value for protecting human health and
interests, are unhelpful for understanding the biologic
mechanisms of pathogen emergence and persistence.

The scale at which ecologic systems are examined has
implications, since disease frequency is less stable in local
populations than in metapopulations (40). Hence, a farmer
will perceive rabies on his property as epidemic in nature,
with intense outbreaks separated by long periods of
absence, while a national epidemiologist may claim that
the disease is endemic in his country. Both observations
are correct, but observers perceive the epidemiology dif-
ferently because they view the disease frequency at differ-
ent scales. The lump analysis of national rabies case data
of Zimbabwe (10,11) led to a blending and masking of dis-
ease patterns, giving these researchers the erroneous
impression that rabies frequency in dogs was more stable
than it was in jackals.

While the transmission ratio, as influenced by host den-
sity, for example, is the only determinant of maintenance,
it is not the sole determinant of persistence. In discussing
rabies in Zimbabwean jackal populations, Rhodes et al.
(11) suggest that the “average jackal population density is
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too low to maintain the chain of infection.” However, the
dense moving epidemics, which lasted several years and
occurred in the absence of cases in other species (8), imply
that host density was not a limiting factor in jackal epi-
demics. Once again, we can resolve this apparent contra-
diction by considering these populations of jackals to be
capable of cycle maintenance but not persistence.
Transmission is efficient within local populations, but high
transmission ratios are transient. The jackal populations of
Zimbabwe and the rabies viruses they support should not
be considered metapopulations because they do not have,
as dog populations do, the spatial separation or interpopu-
lation migration that would be necessary for them to be
considered metapopulations. This absence of a metapopu-
lation structure explains the failure of rabies persistence in
jackal populations, and this absence, rather than their
inability to maintain virus, distinguishes jackals from dogs
as hosts of rabies.

Control of Rabies in Africa

Applying the metapopulation principle to canine rabies
in Africa reinforces conventional principles of control:
employing vaccination or culling in affected host popula-
tions and minimizing movement of infected hosts. For
many decades, controlling rabies in Africa, has been the
mandate of governments. Vaccination programs for dogs
generally consisted of periodic visits by a government vac-
cination team to communities, which were seen as compli-
ant recipients. While in some cases such government-
initiated control efforts arguably had some effect on reduc-
ing rabies, they did not cause any long-term trend in reduc-
ing rabies in maintenance hosts or humans. African
governments have been unable to sustain the level of
resource commitment needed to maintain effective levels
of vaccination coverage. The metapopulation principle
indicates that with increasing dog population density, size,
and movement, rabies control will require ever-increasing
resources. Traditional methods that have not worked well
in the past are likely to be even less effective in the future.
Instead, a completely different approach to controlling
rabies is needed. Perhaps this approach should be based on
community-driven initiatives, where the role of govern-
ments focuses on support activities such as surveillance,
information dissemination, and legislation. Since dogs are
an integral and dependent part of human communities,
community-driven initiatives for rabies control may be
more sustainable than those directed by governments.

Conclusions

In recent decades, the frequency of rabies has increased
in Africa. Controlling this disease will require a deeper
understanding of its biology. When interpreting rabies case
data for epidemiologic analysis, we must distinguish

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 11, No. 9, September 2005



between the concepts of maintenance (the ability of local
populations to support a disease cycle) and persistence (the
presence of >1 infected local population in a host metapop-
ulation). To clearly conceptualize the ecology of canine
rabies, we must use lucid, appropriate definitions for virus-
host interactions and epidemiologic patterns.

The ecology of many ecosystems has changed dramat-
ically in recent centuries because of the increase in human
populations, the introduction of large-scale commercial
agriculture, urbanization, loss of biodiversity within the
human biosphere, and other changes. The new ecologic
landscapes have been exploited by species that can adapt
favorably to them, including many of the prominent rabies
maintenance hosts. Rabies viruses have recently become
prominent in the African ecosystem because of transmis-
sion in mammals that have exploited ecologic changes that
have occurred in much of the continent. Such change is set
to continue into the future, and those species that can flour-
ish under the new conditions will be candidate hosts for the
maintenance of pathogens.
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Achieving Operational
Hydrologic Monitoring of
Mosquitoborne Disease

Jeffrey Shaman* and Jonathan F. Dayt

Mosquitoes and mosquitoborne disease transmission
are sensitive to hydrologic variability. If local hydrologic
conditions can be monitored or modeled at the scales at
which these conditions affect the population dynamics of
vector mosquitoes and the diseases they transmit, a means
for monitoring or modeling mosquito populations and mos-
quitoborne disease transmission may be realized. We
review how hydrologic conditions have been associated
with mosquito abundances and mosquitoborne disease
transmission and discuss the advantages of different
measures of hydrologic variability. We propose that the
useful application of any measure of hydrologic conditions
requires additional consideration of the scales for both the
hydrologic measurement and the vector control interven-
tions that will be used to mitigate an outbreak of vector-
borne disease. Our efforts to establish operational
monitoring of St. Louis encephalitis virus and West Nile
virus transmission in Florida are also reviewed.

perational systems that can accurately monitor and

predict mosquitoborne disease transmission continue
to be needed. Because mosquitoes and the pathogens they
transmit are sensitive to environmental conditions, 1
approach has been to use our ability to monitor and predict
environmental variability and our understanding of mos-
quito and mosquitoborne pathogen response to that vari-
ability to monitor and predict mosquitoborne disease
transmission. This reasoning assumes that we can monitor
and predict environmental variability over large areas at
the scale at which it affects mosquitoborne disease trans-
mission and that the relationships between environmental
variability and mosquitoborne transmission response are
clear and stationary. Here we review the recent develop-
ments of operational systems that use hydrologic variabil-
ity to monitor mosquitoborne disease transmission.

*Oregon State University, Corvallis, Oregon, USA; and tUniversity
of Florida, Vero Beach, Florida, USA
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Rainfall and Mosquitoborne Disease

Many mosquito species depend on the availability of
water. The first 3 stages of the mosquito life cycle (egg,
larvae, and pupae) are aquatic. Consequently, mosquito
abundance and the transmission of many mosquitoborne
pathogens can be affected by hydrologic variability, in par-
ticular, fluctuations in the water cycle that alter the avail-
ability of suitable aquatic habitats. To explore these effects,
researchers have long looked for associations between
rainfall variability and mosquito abundance (1-4) and
mosquitoborne disease incidence (5-12). Although using
rainfall as an explanatory hydrologic variable is conven-
ient, the physical effects of precipitation on surface condi-
tions are multiple, and the responses of different
mosquitoes and mosquitoborne pathogens to these effects
are varied. As a result, establishing statistically significant
and stationary relationships between precipitation and
mosquito abundance or mosquitoborne disease transmis-
sion is difficult.

Rainfall has 2 principal influences on the mosquito life
cycle: 1) the increased near-surface humidity associated
with rainfall enhances mosquito flight activity and host-
seeking behavior, and 2) rainfall can alter the abundance
and type of aquatic habitats available to the mosquito for
oviposition. The first influence can increase mosquito
abundance by accelerating the reproductive cycle, which
requires mating, host-seeking, and blood-feeding flights.
The second influence, however, has less certain conse-
quences. Rainfall increases the wetness of soil near the sur-
face and can expand saturated lowland areas. As a result,
the moist, humid habitats preferred by many mosquito
species for oviposition, such as swamps and floodwaters
(e.g., puddles, water-filled divots), may increase in abun-
dance. This change may favor an increase of mosquito
species abundance in these habitats. Such changes in mos-
quito species composition, abundance, and age structure
may then lead to an increase in local disease transmission.
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However, the availability of suitable mosquito habitats
is not a simple linear function of rainfall. Surface wetness
depends on a number of environmental conditions other
than precipitation, including antecedent wetness, soil type,
and rates of evapotranspiration (i.e., combined evaporation
and transpiration). Furthermore, excessive rainfall can
decimate some mosquito populations by flushing larval
habitats. Other mosquito species can benefit from drought
conditions such as when streams dry up and pools more
suitable for oviposition form in riverbeds, or when stand-
ing waters become eutrophic with increased organic con-
tent, which provides additional food for mosquito larvae.

Further complications arise when attempts are made to
associate rainfall with mosquitoborne disease incidence.
Mosquitoborne disease transmission is related most direct-
ly to the number of infected mosquitoes able to transmit
disease and not to the total number of biting mosquitoes
present in a population (13,14). As a consequence,
increased mosquito abundance does not necessarily
increase mosquitoborne disease transmission. As mosquito
abundance increases, mosquito infection rates must also
increase if disease transmission risk is to increase substan-
tially; this requires that newly emerged mosquitoes acquire
pathogens and become infective.

Monitoring Mosquito Breeding Habitats

The response of mosquito populations to changes in
precipitation and the effects of such changes on mosquito-
borne disease transmission are quite complex and variable.
However, these responses might be better elucidated if
mosquito-breeding habitat availability, the variable for
which precipitation is principally a proxy, could be moni-
tored directly.

Several studies have examined how water management
practices (e.g., irrigation, damming) affect anopheline den-
sity and malaria incidence. Surface waters on rice-cultivat-
ed land were associated with Anopheles gambiae density
in the Ivory Coast (15); anopheline densities in Thailand
were associated with rice paddy fields (16); and in Peru,
irrigation around villages and houses played a role in
determining human malaria risk (17). In Tanzania, An. ara-
biensis densities were 4 times higher in villages with rice
cultivation, but malaria exposure was lower because of
greatly decreased sporozoite rates among this mosquito
population (18). This last study again illustrates some of
the complexity underlying the relationship between mos-
quito abundance and disease transmission risk.

Although the effects of irrigation and water control are
clearly important, for many disease systems natural sur-
face water variability is likely an even greater determinant
of vector density and mosquitoborne disease transmission
rates. However, because monitoring surface water has tra-
ditionally been difficult, relatively few studies have
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explored these relationships. In Uganda, malaria incidence
among children was associated with the proximity of their
homes to swamps and streams that served as mosquito
breeding sites (19). In Sri Lanka, the abundance of the pri-
mary malaria vector, An. culicifacies, has been linked to
the drying of riverbeds (20,21).

Because ground observations of surface water preva-
lence are time-consuming and difficult to carry out over
large areas, an attractive alternative has been to use remote
sensing measurements of land surface wetness. Many such
top-down studies have associated the abundance of vectors
or vectorborne disease incidence by using satellite imaging
(22-28). Such investigations have generally used vegeta-
tion classification or the Normalized Differential
Vegetation Index (NDVI), which measures vegetation
greenness, as proxies for soil moisture and land surface
wetness.

A more recent approach has been to simulate land sur-
face wetness conditions by using a hydrology model. Such
models can represent the hydrologic cycle at the land-
atmosphere interface and track the movement of water and
energy between the soil, vegetation, and atmosphere. By
accounting for soil type, vegetation type, topography,
evapotranspiration rates, and precipitation, one may con-
tinuously simulate surface pooling in space and time.

In some sense, the use of a hydrology model is a
hybridization of bottom-up (ground observation) and top-
down (satellite imaging) approaches and can be developed
in conjunction with both through data assimilation. This
approach has several advantages: 1) it models the actual
aquatic environment used by the mosquitoes, not a filtered
proxy; 2) it offers continuous real-time prediction of
hydrologic conditions, that is unconstrained by orbital pat-
terns, cloud cover, or vegetation; 3) it resolves the where-
abouts of the potential breeding habitats at a very fine scale
(areas as small as 10-m cells); and 4) hydrologic models
are readily coupled to global climate models, allowing
additional medium- and long-range forecast of hydrologic
conditions.

Several studies have employed such models. Patz et al.
(29) used a water balance model to hindcast weekly soil
moisture levels in the Lake Victoria basin. These soil mois-
ture levels were then associated with local human biting
rates and entomologic inoculation rates. Shaman et al. (30)
used a more detailed hydrology model to predict flood and
swamp water mosquito abundances in New Jersey.
Mosquito species were found to respond differently to
changing local wetness conditions, and these differences
were consistent with known breeding behavior and habitat
preferences. For example, swamp and flood water mosqui-
to abundance increased during wet conditions, while mos-
quitoes that preferred eutrophic breeding habitats increased
during dry periods. Thus, hydrologic variability was able to
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differentially predict mosquito species abundances. In a
separate study in Florida, amplification and transmission of
St. Louis encephalitis virus (SLEV) were associated with
changing modeled land-surface wetness conditions (31).

Developing Early Warning Systems

Irrespective of the hydrologic variable measured (e.g.,
measured rainfall, water management, or irrigation effects;
satellite measurements of land-surface wetness; or mod-
eled hydrologic conditions), if the variable is associated
with mosquitoborne disease transmission in a stationary
and robust manner, it may be used to monitor that disease.
A few such monitoring systems have recently been devel-
oped in which climatic conditions (monthly rainfall and
temperature) appropriate for mosquitoborne disease trans-
mission are used to develop risk maps of the geographic
distribution of the disease. In Africa this risk assessment
has been applied on a large scale and used to develop maps
of malaria risk and distribution (32,33). Where precipita-
tion is found to precede malaria transmission and the data
are readily available, these maps could be used as part of a
malaria early warning system. Such maps are an important
step toward achieving operational monitoring and fore-
casting of malaria transmission.

Issues of Scale

Before hydrologic factors are used to monitor and fore-
cast mosquitoborne disease transmission, the scales at
which the disease system responds to hydrologic variabil-
ity, as well as the scales at which hydrologic variability can
be monitored, must be considered. For instance, empirical
findings may demonstrate that a particular disease vector
responds to local variations in precipitation (i.e., hydrolog-
ic changes in its immediate environment). To monitor this
vector population, one would like to keep informed of
local rates of rainfall, preferably over the entire geograph-
ic range of the vector. However, in the tropics, precipita-
tion rates can differ greatly between locations just a few
kilometers apart, but meteorologic stations are much more
sparsely distributed. The mismatch between the scales at
which a disease vector responds to hydrologic variability
and the scales at which hydrologic variability can actually
be monitored limits operational application of such empir-
ical findings and underscores the need to develop systems
that monitor and forecast hydrologic variability at scales
corresponding to disease system ecologies.

Operational monitoring and forecasting of any vector-
borne disease also requires consideration of how informa-
tion is to be used. Empirical relationships derived from
either microenvironment- or macroenvironment-level
scales must be relevant at the scales at which vector con-
trol interventions are applied. For example, modeling and
mapping of individual mosquito oviposition sites (e.g.,
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herbivore hoof prints) may prove too detailed, heteroge-
neous, and computationally expensive to be of practical
use as an aid for vector control efforts. However, if the
flooding and drying patterns of such hoof prints are highly
covariable over a large spatial scale, for example, several
square kilometers, then modeling flooding and drying at
these sites might prove feasible. That is, rather than
attempt to monitor and control oviposition sites individu-
ally, the herbivore hoof prints would instead be monitored
collectively on a larger spatial scale. This information
could then be used to help make vector-control interven-
tion decisions at that larger spatial scale by focusing the
application of larvicide to selected areas wet enough to
support many hoof print pools. This approach would
reduce unneeded control efforts in regions too dry to sup-
port such pools.

Similarly, seasonal climate model predictions may lack
the temporal and spatial resolution needed to discern local
disease transmission patterns. Resources may be wasted if
control efforts are blanketed over a large region of which
only small portions are “hot zones” of vector and disease
activity. Yet if stable relationships exist between grid-scale
and subgrid scale variability, useful information for inter-
vention might be gleaned from such models. For instance,
climate models often have a resolution (i.e., grid scale) of
2.5° x 2.5° about 75,000 km2. This is a very large area
over which to adopt a single vector-control intervention
strategy. Clearly, variable levels of vector and disease
activity will exist within such an area. Local understanding
of subgrid scale (i.e., scales <75,000 km?) variability and
how it relates to grid-scale variability is needed to focus
control efforts. This understanding could be as simple as
knowing that during drought the rivers within a given 2.5°
x 2.5° area pool and serve as mosquito-breeding sites and
that control efforts should be focused in the pools that form
along these rivers.

Thus, the issue of scale has to be considered from both
scientific and operational vantages. Not only must empiri-
cal relationships between mosquitoborne disease systems
and hydrology be robust, they must also be capable of
being monitored and used with vectorborne disease inter-
vention programs. Monitoring hydrologic variability must
be possible both at the scale at which it affects mosquitoes
and mosquitoborne disease transmission as well as at a
scale at which interventions can feasibly and effectively be
applied. Such considerations, of course, are inextricably
linked to an understanding of the biology and ecology of
vectorborne disease systems.

Beginning Operational Application: Florida

We now present an example from our own efforts to
establish, real-time operational hydrologic monitoring of
West Nile virus (WNV) in Florida. We begin with the
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scientific basis for this system then describe operational
application of the system in 2004. Further development of
the monitoring system is then discussed, and issues of
scale are considered.

Since its appearance in New York City in 1999, WNV
has spread to every state in the continental United States
and has emerged as an important infectious disease threat
to the general public. WNV was first detected in Florida in
2001; since then human cases of WNV illness have
occurred sporadically throughout the state. WNV is close-
ly related to SLEV. Both WNV and SLEV are maintained
in the environment through enzootic transmission between
avian amplifying hosts and vector mosquitoes (34). In a
series of articles, we have demonstrated that a specific
sequence of hydrologic conditions, spring drought fol-
lowed by continued summer rainfall, is critical for the
amplification and transmission of both SLEV and WNV in
south Florida (31,35-38). Amplification involves a cas-
cade of enzootic virus transmission between vector mos-
quitoes and wild avian hosts and results in a rapid increase
in the number of infected and infective vector mosquitoes.
Drought enhances amplification by restricting vector mos-
quito activity to selected habitats in south Florida, specifi-
cally densely vegetated hammocks where mosquitoes rest
and wild birds nest and roost. Increased contact between
vector mosquitoes and avian amplification hosts in these
hammocks facilitates early season viral amplification by
forcing the interaction of mosquitoes and birds.

When drought-induced, early season viral amplification
in the initial transmission foci is followed by high amounts
of summer rainfall that increases near surface humidity
levels and the availability of oviposition sites, infective
mosquitoes are able to disperse and initiate secondary
transmission foci away from the original amplification
site. This dispersal and secondary amplification in urban
and suburban habitats dramatically increase the number of
infective mosquitoes in the environment and place them
into greater contact with humans during the late summer
months, when WNV and SLEV epidemics typically occur
in south Florida. In addition, the mosquito population can
increase dramatically in response to the increased water
resources. Because of the increased viremic rate among the
wild bird population, these newly emergent mosquitoes are
themselves more likely to acquire infection.

Our analyses cited above demonstrate that high trans-
mission rates of SLEV and WNV to humans are more like-
ly to occur after a spring drought that is followed by
continuous summer rainfall. Public health and vector con-
trol personnel are greatly concerned about the likelihood of
a major WNV epidemic in Florida. A widespread spring
drought followed by continued summer wetting, con-
ducive for epidemic transmission, last occurred in Florida
in 1990. During that year, 226 human cases of SLE were
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reported throughout the southern half of the state. Since
the first appearance of WNV in Florida during 2001, the
hydrologic pattern of spring drought followed by summer
wetting has not occurred. Because of the similarity of
SLEV and WNV transmission cycles (38), such a hydro-
logic pattern will likely result in a major WNV epidemic in
the human population of south Florida.

To combat this threat, during 2004 we established real-
time monitoring of hydrologic conditions in south Florida.
Simulations using the topographically based hydrology
(TBH) model (39,40) were made with National Climate
Data Center meteorologic data from 49 station sites in
south Florida through the end of 2003 (see [38] for further
details). These simulations were then extended in real
time during 2004 by using real-time, hourly data of land
surface meteorologic conditions distributed at 0.125° res-
olution available from the National Oceanic and
Atmospheric Administration (NOAA) through its Global
Energy and Water Cycle Experiment (GEWEX)
Continental-Scale International Project Land Data
Assimilation System (LDAS) Project. Using these data
and the TBH model, we produced maps of land-surface
wetness conditions (Figure 1). These maps were made
available to personnel at the Florida Medical
Entomological Laboratory, as well public health and mos-
quito control officials throughout Florida. These data
were used to evaluate ongoing WNYV transmission and the
threat of virus transmission to humans. The risk for
human infection in Florida was reported in a series of risk
maps that were published at http:/eis.ifas.ufl.edu and
updated as changing conditions warranted. The land sur-
face wetness maps were especially helpful in evaluating
WNV transmission in Miami, where sporadic human
WNV disease cases were reported from June through
September 2004.

During 2004, Florida did experience intense, wide-
spread drought; however, the drought persisted through
much of the summer. Exceedingly dry conditions existed
throughout most of south Florida during late June, July,
and early August (Figure 1). This severe drought prevent-
ed the infectious mosquito population, which had devel-
oped during amplification in May and early June, from
dispersing and initiating secondary transmission and
amplification foci. This situation resulted in limited WNV
transmission to humans in south Florida, where cases were
reported in Hillshorough (3 cases), Brevard (4 cases),
Broward (3 cases), and Dade (21 cases) Counties. Only
with the arrival of Hurricanes Charley and Frances in mid-
August and early September (Figures 2 and 3) did land sur-
face conditions in south Florida become considerably
wetter. This occurrence, however, was too late to allow the
dispersal of infective mosquitoes and the establishment of
secondary amplification and transmission foci in time to
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Figure 1. Map of early summer 2004 hydrologic conditions as modeled with the topographically based hydrology model at 49 sites
throughout south Florida. Daily averaged conditions are shown for June 15, June 30, July 15, and July 30, 2004. Red colors are drier
soil conditions, supporting less surface pooling; blue colors are wetter.

produce infected mosquitoes on a level that would result in
epidemic transmission of WNV.

Future Prospects and Issues of Scale in Florida
In 2005, we plan to turn operation of this real-time
monitoring over to personnel at the Florida Medical
Entomological Laboratory. Sustained real-time use of this
information will require continual evaluation of TBH
model performance, as well as the empiric relationship
between modeled land surface wetness conditions and
WNV transmission. Our analyses of WNV and SLEV
transmission over the last 25 years in south Florida indi-
cate that this empiric relationship is robust and stationary.
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The spring maps of hydrologic conditions indicate where
drought is occurring and WNV amplification is most like-
ly to occur. The summer maps demonstrate where mosqui-
to dispersal and the establishment of secondary
transmission foci are likely to occur. The late summer
maps indicate where the risk for WNV transmission to
humans is greatest in south Florida.

A geographically large-scale WNV epidemic is of pri-
mary concern to public health workers in Florida. Large-
scale hydrologic events are easily monitored by using
records from the current network of meteorologic stations
to model land-surface wetness. However, a denser net-
work of stations may be necessary to comprehensively
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Figure 2. Map of hydrologic conditions during the landfall of Hurricane Charley (August 13) as modeled with the topographically based
hydrology model at 49 sites throughout south Florida. Daily averaged conditions are shown for August 13, 15, 17, and 19, 2004. Red
colors are drier soil conditions, supporting less surface pooling; blue colors are wetter.
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Figure 3. Map of hydrologic conditions during the landfall of Hurricane Frances (September 4) as modeled with the topographically based
hydrology model at 49 sites throughout south Florida. Daily averaged conditions are shown for September 4-7, 2004. Red colors are
drier soil conditions, supporting less surface pooling; blue colors are wetter.

monitor and predict small-scale focal and sporadic WNV
transmission in south Florida. To first order, hydrologic
conditions in subtropical Florida covary at the spatial
scales at which storms organize. With the exception of
irrigation, precipitation is the sole source of water to near-
surface soils. Because much of the rainfall in Florida is
convective, land-surface wetness can vary over short spa-
tial scales (<10 km). The network of meteorologic stations
in south Florida is too sparse to detect this small-scale
variability. In the future, we plan to use Doppler radar
measurements of rainfall and GEWEX LDAS data to run
the TBH model at 0.125° resolution throughout south
Florida. Such higher resolution monitoring of drought
conditions will enable more comprehensive depiction of
the small-scale hydrologic variability associated with
focal and sporadic WNV amplification and transmission
and may enable such events to be detected. Interventions,
such as public health warnings or more intense mosquito
control efforts, could then be effected at this scale (0.125°
resolution).

In addition to monitoring hydrologic conditions, quan-
titative maps of WNV transmission risk can be construct-
ed at a scale that is not presently available. Risk maps are
generated by combining the empirical relationships
derived for the dependence of WNV transmission to sen-
tinel chickens and humans on TBH-modeled wetness con-
ditions in south Florida (38) with the real-time
TBH-model-simulated hydrologic conditions. These pre-
dictions provide likelihoods of future WNV transmission
to sentinel chickens and to humans. As such, these fore-
casts do not provide all-or-none predictions, which are
right or wrong. Rather, the information allows vector-
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control experts and public health officials to examine shifts
in the likelihood of WNV transmission in both space and
time. A cost-benefit analysis might show that a small
increase in the likelihood of WNV transmission in an area
warrants radical changes in local vector-control efforts.
Such an analysis could determine the optimal allocation of
public health monies in response to these probabilities.
Further investigation of such issues is needed for scientists
and public health officials to determine fully the utility and
limitations of hydrologic predictions.

Our hope is that an operational WNV and SLEV moni-
toring system will anticipate the next large arbovirus epi-
demic in Florida. Results will be even better if timely
vector control measures are initiated in response to the
real-time modeled hydrologic conditions and avert an epi-
demic. Whether vector control efforts can mitigate a major
WN epidemic remains to be seen; however, vector-control
efforts at the front end of an epidemic, during amplifica-
tion, are far more valuable than control efforts attempted
after the epidemic has peaked. The key will be to focus the
intervention accurately in space and time to the scale of the
problem.
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Variant Creutzfeldt-Jdakob Disease
Death, United States

Ermias D. Belay,* James J. Sejvar,* Wun-Ju Shieh,* Steven T. Wiersma,t Wen-Quan Zou,t
Pierluigi Gambetti,t Stephen Hunter,* Ryan A. Maddox,* Landis Crockett,T Sherif R. Zaki,*
and Lawrence B. Schonberger*

The only variant Creutzfeldt-Jakob disease (vCJD)
patient identified in the United States died in 2004, and the
diagnosis was confirmed by analysis of autopsy tissue. The
patient likely acquired the disease while growing up in Great
Britain before immigrating to the United States in 1992.
Additional vCJD patients continue to be identified outside
the United Kingdom, including 2 more patients in Ireland,
and 1 patient each in Japan, Portugal, Saudi Arabia, Spain
and the Netherlands. The reports of bloodborne transmis-
sion of vCJD in 2 patients, 1 of whom was heterozygous for
methionine and valine at polymorphic codon 129, add to the
uncertainty about the future of the vCJD outbreak.

Variant Creutzfeldt-Jakob disease (vCJD) was first
reported in 1996 in the United Kingdom and has been
causally linked to eating cattle products contaminated with
the bovine spongiform encephalopathy (BSE) agent (1-3).
Both vCJD and BSE are rapidly progressive neurodegen-
erative disorders classified as transmissible spongiform
encephalopathies (TSESs) or prion diseases. TSEs are char-
acterized by 1) incubation periods measured in years, 2)
presence in the brain of an unconventional agent called a
prion, 3) absence of inflammatory reaction, and 4) a neu-
ropathologic feature consisting typically of spongiform
lesions, astrogliosis, and neuronal loss. vCJD is distin-
guished from the more common TSE in humans, sporadic
CJD, by the younger median age (28 years and 68 years,
respectively) of the patients and by its clinical and neu-
ropathologic manifestations.

In 2002, the likely occurrence of vCJD was reported in
a 22-year-old woman living in Florida and represented the
first detection of the disease in North America (4). In this

*Centers for Disease Control and Prevention, Atlanta, Georgia,
USA,; tFlorida Department of Health, Tallahassee, Florida, USA;
and $Case Western Reserve University, Cleveland, Ohio, USA
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report, we describe this patient’s illness and provide an
update on the epidemiologic features of the ongoing vCJD
outbreak worldwide, including recent reports of blood-
borne transmission of vCJD.

Case Report

In early November 2001, the patient in Florida was
evaluated for depression and memory loss that adversely
affected her work performance and may have contributed
to a traffic ticket she received for failure to yield the right
of way at a traffic sign. In December 2001, the patient
developed involuntary movements, gait disturbances, dif-
ficulty dressing, and incontinence. The following month,
she was taken to a local emergency department; a comput-
ed tomographic scan of her brain showed no abnormalities,
a diagnosis of panic attack was made, and antianxiety
medications were prescribed.

In late January 2002, the patient was transported to the
United Kingdom, where her mother resided. During the
ensuing 3 months, the patient’s motor and cognitive
deficits worsened, which caused falls resulting in minor
injuries; she had difficulty taking care of herself, remem-
bering her home telephone number, and making accurate
mathematical calculations. She also experienced confu-
sion, hallucination, dysarthria, bradykinesia, and spastici-
ty. An electroencephalogram evaluation showed no
abnormalities, but a brain magnetic resonance imaging
(MRI) study showed the characteristic signal abnormali-
ties in the pulvinar and metathalamic regions suggestive of
vCJD. Western blot and immunohistochemical analyses of
tonsillar biopsy tissue demonstrated the presence of pro-
tease-resistant prion protein, which supported the diagno-
sis of vCJD. By September 2002, the patient was
bedridden. An experimental treatment with quinacrine was
given to the patient for 3 months, but she showed little
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improvement. She remained in a state of akinetic mutism
and died in June 2004, =32 months after illness onset.

The patient was born in Great Britain in 1979 and
immigrated to the United States with her family in 1992.
She had no history of surgery or receipt of blood or blood
products, and she was never a blood donor. Consistent with
findings for vCJD patients in the United Kingdom associ-
ated with potential foodborne exposure, this patient was
homozygous for methionine at polymorphic codon 129 of
the prion protein gene. A full autopsy was performed, and
neuropathologic examination of brain tissue showed the
presence of florid plaques and severe cortical atrophy
(Figure 1). Immunohistochemical staining for the prion
protein showed numerous plaquelike formations along
with a synaptic staining pattern similar to that previously
described in other vCJD patients (Figure 2).

This patient is the only US resident with a confirmed
diagnosis of vCJD. She was likely exposed to BSE while
growing up in the United Kingdom from 1980 to 1992,
which suggests an incubation period of 9-21 years (Table).
The illness duration in this patient (=32 months) was much
longer than the median illness duration for patients in the
United Kingdom with vCJD (14 months, range 6-40
months).

Updates on vCJD

As of early August 2005, 157 vCJD patients were
reported from the United Kingdom: 13 have been reported
from France, 3 from Ireland, and 1 each from Canada,
Italy, Japan, Portugal, Spain, the Netherlands, and the
United States (Figure 3). Similar to the vCJD patient from
the United States, 1 patient from Ireland and the patients
from Canada and Japan were likely exposed to the BSE
agent during their residence in the United Kingdom.
Preliminary information indicates that the Japanese patient
spent only =24 days in the United Kingdom. In addition,
the US National Prion Disease Pathology Surveillance
Center confirmed a vCJD diagnosis by analyzing a brain
biopsy sample from a 33-year-old Saudi man admitted to a
hospital in Saudi Arabia. Although detailed information on
this patient was not available, he may have visited the
United Kingdom, if at all, only for several days. Thus, the
patient likely contracted the disease in Saudi Arabia after
eating BSE-contaminated cattle products imported from
the United Kingdom.

Certain characteristics distinguishing vCJD from clas-
sic CJD raised early concerns about possible secondary
bloodborne spread of vCJID, especially in light of the lack
of experience with this newly emerged disease. Of specif-
ic concern was the detection of the agent in lymphoid tis-
sues and the possibility of prionemia as the agent spreads
from the gut to the brain. In 1997, to monitor for the pos-
sible bloodborne transmission of vCJD, researchers in the
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Figure 1. Histopathologic changes in frontal cerebral cortex of the
patient who died of variant Creutzfeldt-Jakob disease in the United
States. Marked astroglial reaction is shown, occasionally with rel-
atively large florid plaques surrounded by vacuoles (arrow in inset)
(hematoxylin and eosin stain, original magnification x40).

United Kingdom began investigating recipients of blood
components obtained from donors who subsequently died
of vCJD (5). As of February 2004, 48 recipients were iden-
tified, including 18 who had survived for >4 years after
transfusion. Two of these 18 recipients had evidence of
bloodborne transmission of vCJD. One of the 2 recipients
was 62 years of age and had received 5 units of erythro-
cytes in 1996 (5). One of these units was traced to a 24-
year-old donor in whom vCJD developed >3 years after
the blood was donated. In 2002 (6.5 years after the trans-
fusion), vCJD developed in the recipient, who died 13
months after illness onset. An autopsy confirmed the diag-
nosis of vCJD.

-CL‘ >

Figure 2. Immunohistochemical staining of cerebellar tissue of the
patient who died of variant Creutzfeldt-Jakob disease in the United
States. Stained amyloid plagques are shown with surrounding
deposits of abnormal prion protein (immunoalkaline phosphatase
stain, naphthol fast red substrate with light hematoxylin counter-
stain; original magnification x158).
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Table. Estimated range of incubation periods for variant Creutzfeldt-Jakob disease cases with presumed route and year of exposure*

Presumed route of exposure and country of residencet

Period of potential BSE/

Estimated range of

vCJD exposure incubation period (y)

Foodborne
Canada
Ireland
Japant
United Kingdom (Leicestershire, England)
United States
Bloodborne
United Kingdom
United Kingdom§

1987-1990 11-14
1989-1995 5-10
1989 12
1980-1985 10-16
1980-1992 9-21
1996 6.5
1999 >5

*BSE/vCJD, bovine spongiform encephalopathy/variant Creutzfeldt-Jakob disease.
tEstimated range of incubation periods are based on a single vCJD case except for Leicestershire, England, where the Leicestershire Health Authority

reported the estimated incubation period for a cluster of 5 vCJD cases.
FPatient was reported to have stayed in the United Kingdom ~24 days.

§Patient with presumed bloodborne transmission died of a nonneurologic disease. The presence of the vCJD agent was detected in the spleen and
cervical lymph node; the patient was heterozygous for methionine and valine at the polymorphic codon 129 of the prion protein gene.

The second patient potentially linked with bloodborne
transmission of vCJD was an elderly person who received
a unit of erythrocytes in 1999. vCJD developed in the
donor of the unit 18 months after blood was donated (6).
The recipient died of a ruptured aortic aneurysm 5 years
after the transfusion. Tests of the patient’s spleen and cer-
vical lymph node detected protease-resistant prion protein
with a Western blot mobility pattern and glycoform ratio
similar to those seen in other vCJD patients. These results
and the absence of neurologic symptoms and brain patho-
logic findings indicated that this patient had a subclinical
vCJD infection. Prion protein gene sequencing showed
heterozygosity for methionine and valine at codon 129,
which indicated that persons not homozygous for methio-
nine (>50% of the population) can be infected by the vCJD
agent.

In the United States, the risk of bloodborne transmis-
sion of vCJD is low because of the absence of indigenous
vCJD and the geographic-based donor deferral policy
instituted by the Food and Drug Administration in 1999.
This policy excludes from donating blood in the United
States persons who resided in or had extended visits to the
United Kingdom or other European countries during peri-
ods of greatest concern for BSE exposure (7).

The exact incubation period for foodborne vCJD is
unknown. However, a range of possible incubation periods
was estimated for 4 vCJD patients who likely acquired the
disease during their residence in the United Kingdom and
for 5 vCJD patients reported as part of a cluster in
Leicestershire, England (Table). The median of the esti-
mated range of incubation periods for these 9 vCJD
patients was 13 years. The incubation period for the vCJD
patient linked to bloodborne transmission was shorter (6.5
years). This finding could be the result of direct transmis-
sion of the agent into the bloodstream and adaptation of the
agent to the human population, thus reducing or eliminat-
ing the species barrier (Table).

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 11, No. 9, September 2005

Conclusions

Patients with vCJD can be distinguished from patients
with the more common sporadic CJD by their younger
median age at death (28 years and 68 years, respectively),
predominantly psychiatric manifestations at illness onset,
delayed appearance of frank neurologic signs, absence of
a diagnostic electroencephalographic pattern, presence of
the pulvinar sign on MRI, and a longer median illness
duration (<6 and 14 months, respectively) (3,8). Almost
all vCJD patients have died before 55 years of age, com-
pared with only =10% of sporadic CJD patients. The most
striking early neurologic manifestation in some vCJD
patients was painful sensory symptoms (dysesthesia or
paresthesia). Other neurologic signs, such as chorea, dys-
tonia, and myoclonus, commonly develop late in the
course of vCJD. An MRI result with symmetrically
increased signal intensity in the pulvinar region relative to
the signal intensity in other deep and cortical gray mater
areas has been reported in >75% of vCJD patients. The
presence of this MRI feature, known as pulvinar sign, may
suggest a vCJID diagnosis in the appropriate clinical con-
text. A prominent, early involvement of lymphoid tissues
has enabled a reasonably accurate premortem diagnosis of
vCJD, using tonsillar biopsy. However, a more definitive

20 H
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35
W Outside the United Kingdom

301 @ United Kingdom
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Figure 3. Number of deceased variant Creutzfeldt-Jakob disease
patients worldwide (150 from the United Kingdom and 15 outside
the United Kingdom) by year of death, June 2005.
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diagnosis of vCIJD may require testing autopsy brain
tissues.

In June 2005, the US Department of Agriculture con-
firmed BSE in an =12-year-old cow born and raised in
Texas. This is the first time an indigenous BSE case was
detected in the United States. A previous BSE-positive
cow identified in Washington State was imported from
Canada (3) where, to date, 4 additional BSE cases have
been identified. The identification of BSE in North
America and the likelihood of bloodborne transmission of
vCJID underscore the need to continue surveillance to mon-
itor the occurrence of vCJID in the United States (3). The
case-patient described in this report illustrates the need for
physicians to remain vigilant for the possibility of vCJD in
patients with the signs and symptoms described.
Physicians should report suspected vCJD cases to local
and state health departments. Because the clinical manifes-
tation of vCJD can overlap that of sporadic CJD, brain
autopsies should be sought in all suspected cases to estab-
lish the diagnosis and to help monitor the occurrence of
vCJD and other potentially emerging forms of CJD. Free
state-of-the art prion disease diagnostic testing is available
from the National Prion Disease Pathology Surveillance
Center (http://www.cjdsurveillance.com), which was
established to facilitate autopsy performance and testing
(8). Physicians are encouraged to use the services of the
surveillance center to evaluate neuropathologic changes in
their patients with suspected or clinically diagnosed prion
disease.
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Potential Impact of Antiviral Drug
Use during Influenza Pandemic

Raymond Gani,* Helen Hughes,* Douglas Fleming,t Thomas Griffin,* Jolyon Medlock,*
and Steve Leach*

The recent spread of highly pathogenic strains of avian
influenza has highlighted the threat posed by pandemic
influenza. In the early phases of a pandemic, the only treat-
ment available would be neuraminidase inhibitors, which
many countries are considering stockpiling for pandemic
use. We estimate the effect on hospitalization rates of using
different antiviral stockpile sizes to treat infection. We esti-
mate that stockpiles that cover 20%—25% of the population
would be sufficient to treat most of the clinical cases and
could lead to 50% to 77% reductions in hospitalizations.
Substantial reductions in hospitalization could be achieved
with smaller antiviral stockpiles if drugs are reserved for
persons at high risk.

Recent outbreaks of highly pathogenic avian influenza
in poultry in East Asia (H5N1), Canada (H7N3), and
the Netherlands (H7N7), and their subsequent transmis-
sion to humans, have intensified concern over the emer-
gence of a novel strain of influenza with pandemic
potential. Three influenza pandemics occurred during the
20th century, with varying degrees of severity; outcomes
ranged from the high levels of illness and death observed
during the 1918 Spanish flu pandemic (estimates of deaths
range from 20 to 100 million [1]) to the much lower levels
observed during the pandemics of 1957 and 1968 (=1 mil-
lion deaths each [2]). While recognizing that the character-
istics of future influenza pandemics are difficult to predict,
the World Health Organization (WHO) has recommended
that nations prepare pandemic contingency plans (3).
Several have been drafted, and some have been published
(4-7), although all are subject to continuous refinement.
Surveillance, on both a local and global scale, will enable
policy makers and practitioners to act during the early
phases of a pandemic. However, the likely rapid global
spread of a pandemic strain will limit the time available to

*Health Protection Agency, Salisbury, Wiltshire, United Kingdom;
and tRoyal College of General Practitioners, Harborne,
Birmingham, United Kingdom
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implement appropriate mitigating strategies, and preemp-
tive contingency planning is needed.

A number of intervention strategies can reduce the
impact of influenza pandemics. During interpandemic
years, influenza vaccination is used to reduce deaths and
disease. However, vaccine is unlikely to be available in
time or in sufficient quantities for use during a pandemic
(8,9). Other, nontherapeutic, disease control options may
be used, such as those used during the outbreak of severe
acute respiratory syndrome (10).

However, 2 groups of antiviral drugs are available for
the treatment and prophylaxis of influenza. These are the
adamantanes (amantadine and rimantadine) and the neu-
raminidase inhibitors (oseltamivir and zanamivir). The
adamantanes may be effective against pandemic strains,
but concern exists about adverse reactions and the devel-
opment of antiviral resistance. Resistance to amantadine
has been demonstrated in a number of avian H5 strains
(11) and its use for treatment of influenza is not recom-
mended (12).

The neuraminidase inhibitors (NIs) reduce the period of
symptomatic illness from both influenza A and B viruses
(13) and both are recommended for use in the United
Kingdom for treatment of at-risk adults who are able to
begin treatment within 48 hours of onset of symptoms.
Oseltamivir is also recommended for the treatment of at-
risk children >12 months of age (12). The development of
antiviral resistance has been reported for Nls, particularly
related to oseltamivir use in children (14), although current
evidence suggests that resistant strains are pathogenically
weakened (15). The use of Nls for treatment of pandemic
influenza remains an option since they may improve indi-
vidual disease outcomes and the effect of the disease in the
population.

An influenza pandemic is likely to increase demands on
healthcare providers, especially in hospitals. Except in
Japan, current levels of NI use are low. Any strategy
involving NI use would require stockpiles of these drugs.
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The potential use of antiviral agents for prophylaxis has
been investigated elsewhere and may be of greatest use in
the earliest phases of a pandemic to retard the spread of the
virus (16,17). Earlier pandemic influenza modeling studies
have also focused on the economic effect of vaccination
(18) and the use of NI prophylaxis for disease control (19).
We assessed the potential effect of using Nls for treatment
on the estimated number of influenza-related hospitaliza-
tions likely to occur during a pandemic. Unlike in previous
studies (20), we have also taken into account the reduction
in infectivity that antiviral treatment may have on commu-
nity transmission.

Methods

Our models focused on using Nls to treat different age
and risk groups and the potential effects treatment might
have on influenza hospitalizations. These effects have been
quantified by using the mathematical model described in
the online Appendix (available from http://www.cdc.gov/
ncdod/EID/vol11n009/04-1344 app.htm). The length of
the latent, noninfectious period was assumed to be 2 days
(19), and the infectious period was assumed to be 4 days
(19,21). Hospitalization rates for the baseline scenario
were calculated by using data from interpandemic influen-
za and are given for different and age risk groups (Table 1).

To be effective, NI treatment must be administered
within 48 hours of symptom onset. The efficacy of NI
treatment appears to prevent 50% of hospitalizations, mir-
roring efficacy rates against developing complications; this
efficacy rate is approximately the same for oseltamivir and
zanamivir (13). Symptoms were also reduced by =1.5
days; treatment was assumed to produce the same decrease
in the infectious period.

The population was stratified as for seasonal influenza;
persons were considered to be either at high risk for severe
outcome or at low risk (22). The at-risk group included
those with chronic respiratory disease, chronic heart dis-
ease, chronic renal failure, diabetes mellitus, and immuno-
suppression; this group also included all persons living in
long-term care facilities, such as nursing homes (23), and
all those >65 years of age (24).

Demographic data used in the model were based on
age-specific distribution of the UK population (Office for
National Statistics, http://www.statistics.gov.uk). The
model was used to simulate a number of scenarios, on the
basis of contingency plans and previous pandemics, to
investigate the effect of targeting NIs to different age and
risk groups on the expected number of hospitalizations
during a pandemic.

Results

The baseline scenario for this study was that advocat-
ed by WHO (3) and was also used previously by Meltzer

1356

Table 1. Hospitalization rates for clinical patients for different age
and risk groups based on data from interpandemic years

Hospitalization rates per 100,000

Age, y High risk Low risk
<4 3,562 509
5-14 274 39
15-64 873 125
65-74 4,235 605
>75 8,797 1,257

et al. (18). This scenario assumes a clinical attack rate, in
the absence of interventions, of 25% of the population,
which occurs during a single wave. Assuming that half of
infections are nonclinical or asymptomatic (i.e., a sero-
logic attack rate across the population of 50%) (25), a
value for the basic reproduction number, R, of 1.39 can
be calculated. When these parameters are used in the
model in the online Appendix, the effect of different-sized
antiviral stockpiles on the overall clinical attack rate can
be estimated.

The outputs from the first set of simulations are shown
in Figure 1. The baseline scenario is shown alongside a
range of other clinical attack rates (20%—-40%) (i.e., vary-
ing R, from 1.28 to 2.0) in the absence of interventions.
For these scenarios, antiviral treatment is assumed to be
possible within 48 hours of onset for all symptomatic
patients until the stockpile is exhausted, with the exception
of those <1 year of age, who are not treated at any stage
(treatment for this age group is contraindicated [12]). The
points on the curves in Figure 1, where the gradients
change from vertical to horizontal, indicate the points at
which the stockpile is sufficient to treat all patients;
increasing the stockpile size would produce no additional

b Clinical altack rale: ——20% ——25% — 30% ——35% =——40%
40,000
——
g 26,000 Je—
gw.mu- -‘-“—-___
& 25000 o
g
3 20,000
3 15,000 -
3 10,000
é 5,000
(1] T T
0 5,000 10,000 15,000 20000 25000

Stockpiled antivirals per 100,000 population

Figure 1. Estimated impact of different sizes of antiviral stockpiles
on the number of clinical cases at the end of the pandemic.
Depicted are clinical attack rates before interventions of 20%,
25%, 30%, 35%, and 40%, with corresponding values for the basic
reproduction number (R;) of 1.28, 1.39, 1.53, 1.72, and 2.0
respectively. The precipitous decreases observed with the 20%
and 25% attack rates result at the points at which the stockpile
becomes large enough to last long enough to prevent a recrudes-
cence of the epidemic by suppressing the effective reproduction
number.
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benefit and would therefore result in a surplus of antiviral
treatments.

For the baseline scenario, a stockpile large enough to
treat 12% of the population (i.e., a 12% stockpile) would
be sufficient to treat all patients, even if the clinical attack
rate in the absence of treatment is 25%. This difference is
due to a reduction in the effective reproduction number of
the disease, R,, caused by shortening the infectious period
of those treated by 1.5 days. Across the different attack
rates, stockpiles sufficient to treat <1% of the population
are unlikely to result in major changes to disease dynam-
ics. Outputs are most sensitive to the clinical attack rate
when the reduction in the infection period caused by treat-
ment is sufficient to bring R, <1. When R, is <1, the num-
ber of secondary cases produced by each person is <1, and
incidence, therefore, decreases. The value of R, can be cal-
culated as

R, =R,S

where S is the proportion of the population susceptible.
With treatment, this equation can be rewritten as

I
R, =R,SA--+) ¢
€ 0 ( IpiZI)

where |, is the decrease in the infectious period due to
treatment, |, the infectious period, and c; the proportion of
infections in each of the different population subgroups, i,
that are treated. For the scenarios in Figure 1, I, = 1.5 days,
I, = 4.0 days and c; = 0.5 for all groups except those <1
year of age, who only constitute 1.1% of the population.
Therefore, the term within the brackets for this scenario
can be calculated as 0.81. At the start of the pandemic, S is
assumed to be 1; therefore, if R, is <1.23, the outbreak can
be controlled by treating all patients. For pandemics in
which R, is >1.23, depletion of susceptible persons
through infection is also required before R, decreases to
<1, which is equivalent to S = (0.81R,) — 1.

The effect of different treatment strategies on hospital-
ization rates was generated from the baseline scenario:
treating all patients, only at-risk groups, only children and
the elderly (1-14 and >65 years of age), and only the
working population (15-64 years of age). These scenarios
were of potential interest to public health planners; outputs
are shown in Figure 2. Given a large enough stockpile, the
best option to minimize hospitalizations would be to treat
all patients; for this scenario, a 12% antiviral coverage
would reduce hospitalizations by up to 77%. An alternative
strategy of treating the whole working population reduces
the hospitalization rate by up to 40% but requires a similar
antiviral stockpile size, and treating the working popula-
tion consistently fails to reduce the number of hospitaliza-
tions below the number that would be expected if everyone
were treated, regardless of stockpile size. This increase is
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Figure 2. Estimated number of hospitalizations per 100,000 popu-
lation when different antiviral treatment strategies are applied.
Baseline scenario is when the clinical attack rate in the absence of
interventions is 25% of the population.

because the hospitalization rate for the working population
is less than the average in the population and also because
treating a smaller proportion of the population has less
effect on the overall transmission rate. For stockpile sizes
only large enough to treat <5% of the population, the best
strategy would be to treat at-risk groups; this strategy is
also best for stockpile sizes up to 7%, with hospitalizations
at this level reduced by up to 45%. For stockpile sizes from
7% to 10%, the best strategy is to treat children and the
elderly (reducing hospitalizations by up to 48%) and for
stockpile sizes >10%, to treat everyone.

The optimum treatment strategy is therefore dependent
on treating those at highest risk for hospitalization. The
simulations for the baseline scenario were based on a uni-
form age-specific attack rate and on age- and risk-specific
hospitalization rates from interpandemic years because of
the uncertainty over the precise characteristics of a future
pandemic. Since the age-specific clinical attack rate has
varied between pandemics, we repeated the analysis
above, as far as possible, using the age-specific attack rates
from previous pandemics (26-28) (Table 2) for compari-
son with the baseline scenario.

The 1957 UK pandemic began with imported cases in
July 1957; deaths peaked in November 1957, with a
reported overall clinical attack rate of 31% (26). The pro-
portion of infections resulting in clinical illness was calcu-
lated from a small serologic survey of general
practitioners; only 46% of the general practitioners sur-
veyed with a positive antibody titer actually had symptoms
(26). The serologic attack rate was calculated as 67%,
which would require R, = 1.65. The epidemic curve that
this figure would generate is shown in Figure 3A, with the
curve scaled to fit the 1957 epidemic curve for deaths (26).
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Table 2. Reported age-specific clinical attack rates (%) for different scenarios

Attack rates by age class, y

Scenario <4 5-14 15-64 >65
Baseline (uniform attack rates) 25 25 25 25
1957 (26) 26 42 22 10
1968 (27) 16 11 49 24
1918 1st wave (28) 16 32 43 9

1918 2nd wave (28) 27 31 29 14
1918 3rd wave (28) 24 22 29 24

The only additional change from the baseline scenario is
the 1957 hospitalization rate, which was reported to be
188/100,000 population (26). Using the age-specific attack
rates for 1957 (Table 2) in the model, we scaled hospital-
ization rates to achieve an overall hospitalization rate of
188/100,000 (Table 3).

The results (Figure 3B) show that a 20%—25% antiviral
stockpile would be sufficient to treat all patients during the
first wave, a figure that is larger than that seen for the base-
line scenario, as both the clinical and serologic clinical
attack rates were higher. However, qualitatively, the results
are similar in spite of the differences in attack rates
between different age groups. With a stockpile as large as
20%-25%, an estimated reduction in hospitalizations of
~67% could be expected. As in the baseline scenario,
effective targeting of smaller stockpiles to at-risk groups
can also be used to produce large reductions in hospitaliza-
tion rates. For stockpiles <11%, the best strategy is to treat
those at risk, which results in a reduction of 36%. For
stockpiles sizes from 11% to 17%, the best strategy is to
treat the young and elderly, which results in a 39% reduc-
tion. The highest reduction from treating the working pop-
ulation is 31% and remains a suboptimal strategy for any
stockpile size.

The implications of different treatment strategies on the
hospitalization rates with a 10% stockpile are shown in
Figure 3C. Strategies with larger proportions of the 10%
stockpile had the greatest effect on the epidemic, steadily
delaying, but not diminishing, the peak of hospitalizations.
Treating only the working population results in a 15%
decrease in hospitalizations, treating all patients results in
a 22% decrease, and treating children and the elderly a
32% reduction. With each of these strategies, the antiviral
stockpile is exhausted before the end of the pandemic,
whereas the fourth strategy of treating at-risk groups
reduces hospitalizations by 36% and only requires a 5%
stockpile. Therefore, treating those at risk is the most effi-
cient strategy, but further targeting may be considered to
avoid surplus treatments.

The 1968 pandemic was characterized by 2 waves, the
first relatively small, occurring from February to April
1969; the larger wave occurred from November 1969 to
January 1970 (27). We predominately considered the sec-
ond wave. A confounding factor is that a proportion of the
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population would have been immune because of the first
wave. Weighting age-specific clinical attack rates (Table 1)
by age-group sizes from census data, we calculated the
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Figure 3. A), Output from the model fitted to the first wave of the
1957 pandemic scaled to fit observations from the 1957 pandem-
ic (26). B), Estimated hospitalization rates from a simulated pan-
demic with available parameters from the 1957 pandemic, as
influenced by stockpile size and treatment strategy. C), Impact of
treatment strategy on the time course of hospitalizations when the
stockpile size is fixed at 10% of the population, the stockpile is
fixed at 25% of the population and all clinical cases are treated,
and when no treatment is administered.
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Table 3. Parameters required for scenario specific simulations

Antiviral Drug Use during Influenza Pandemic

Baseline 1957 1968 1918 1st wave 1918 2nd wave 1918 3rd wave
Overall hospitalization rate per 138* 1887t 144t - - -
100,000 population
Overall clinical attack rate, % 25% 31t 21t 58 9%§ 48
Overall serologic attack rate, % 501 671 658§ 798 61§ 698§
% immune at start of wave o1 o1 151 o1 o1 o1
Ro 1.39% 1.65% 2.2t 2.001 1.55% 1.70%
Case-fatality rate, % - - - 0.701 3.25% 270t

*Derived from model simulations.
TReported values.

FCalculated directly from data.
§Calculated by fitting the model to data.
YJAssumed values.

overall clinical attack rates for the first and second waves
to be 6% and 21%, respectively (27; Office for National
Statistics [http://www.statistics.gov.uk]). The serologic
attack rate was derived by fitting the model to the data for
the second wave from the Royal College of General
Practitioners (provided by Douglas Fleming; http://www.
rcgp.org.uk); we assumed a similar proportion of asympto-
matic cases in both waves. The fit of the model to the data
is shown in Figure 4A, from which is derived a 15% resid-
ual immunity from the first wave and a 65% serologic
attack rate for the second wave, which produces an effec-
tive reproduction number of 1.85 for the second wave. The
overall hospitalization rate for the second wave was report-
ed as 144 per 100,000 (29), and using the age-specific
attack rates for 1968 in Table 2, we adjusted the values in
Table 1 to fit this value.

The size of the stockpile required to treat all patients is
=~18% (which is relatively small compared to the 1957 pan-
demic because of the lower clinical attack rate), which
leads to fewer patients being treated and less reduction in
overall transmission. If all persons whose infections result-
ed in clinical illness (i.e., patients) were treated, the hospi-
talization rate would drop by =56% (Figure 4B). For the
1968 pandemic, the effects of the different antiviral target-
ing strategies were different than in the previous scenarios
as a result of the different age-specific attack rates, which
are shifted more towards the working population (Table 2).
Thus, relatively small stockpiles are required to treat either
the at-risk group or the young and elderly group (=3% for
each group), since most patients are in the working popu-
lation and neither of these 2 groups. For stockpiles of up to
12%, treating the at-risk group is marginally better than
treating the young and the elderly (37% reduction in hos-
pitalization as opposed to 32%), and for stockpiles >12%,
treating all clinical patients would be the best strategy.

The effects of the different treatment strategies with a
10% stockpile are shown in Figure 4C. Hospitalizations
would drop by =29% if all patients were treated and by
16% if the working population were treated; both treat-
ment strategies would lead to the stockpiles’ being
exhausted. As above, treating those at risk would reduce
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hospitalizations by 37%, whereas treating only children
and the elderly would reduce hospitalizations by 32% and
only require a 3% stockpile per group. Of these 4 strate-
gies, treating the at-risk groups is the most efficient, but
given surplus stockpile, further extension of the groups to
be targeted may be considered.

The characteristics for the 1918 pandemic differ sub-
stantially from the other 2 in that 3 distinct waves occurred;
the age-specific attack rates were highest for those in their
teens, 20s, and 30s; and the mortality rates were higher (2).
In addition, age-specific attack rates and mortality rates
differed for each of the 3 waves (28). Modeling based on
the 1918 pandemic was therefore considerably less
straightforward than for the previous 2 pandemics, and an
approach was taken to fit the transmission model to each of
the 3 waves, separately. No cross-immunity was assumed
between different waves since studies suggested only weak
effects; indeed, some studies suggested greater susceptibil-
ity in the third wave if a person had had influenza in the
first pandemic wave (28). Clinical attack rates were calcu-
lated from reported weekly mortality data and clinical
case-fatality rates (28). Serologic attack rates were then fit-
ted separately to each of the curves (Figure 5), from which
values of R, = 2.0, 1.55, and 1.7 were derived from each of
the respective waves. The estimate for the second wave is
lower than other estimates of =3 (30) derived from US
cities and is probably because our estimates were derived
from data from throughout England and Wales, thereby
incorporating spatial heterogeneity.

Since hospitalization rates were not available for any of
the 3 waves, we considered the effect of antiviral treatment
on death. The potential efficacy of antiviral treatments in
preventing death between waves may have differed, but it
was assumed to provide 50% protection against death.
This estimate was based on the assumption that 50% pro-
tection from the more serious outcomes of influenza can be
translated to equivalent protection from death (20).

A pandemic with the characteristics of that in 1918
would, without antiviral treatment, produce an estimated
number of deaths equivalent to =0.5% of the population
across all 3 waves. However, a 20% stockpile sufficient to
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treat all patients across the 3 waves would result in =53%
reduction in deaths. With a smaller stockpile of 10%, the
reduction in deaths was only 17% because the stockpile
becomes exhausted during the second wave, before most
of the deaths occur (Figure 6).

Discussion
The baseline scenario with an overall clinical attack
rate of 25%, as currently advised by WHO (3), is roughly
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Figure 4. A), Output from the model fitted to the second wave of the
1968 pandemic scaled to fit observations from general practitioners
(GPs) from the 1968 pandemic (29). B), Estimated hospitalization
rates from a simulated pandemic with available parameters from
the 1968 pandemic as influenced by stockpile size and treatment
strategy. C), Impact of treatment strategy on the time course of hos-
pitalizations when the stockpile size is fixed at 10% of the popula-
tion, the stockpile is fixed at 25% of the population and all clinical
cases are treated, and when no treatment is administered.
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Figure 5. Clinical cases per week estimated by using the clinical
case-fatality rates and weekly mortality statistics for the 1918 pan-
demic and by fitting the basic reproduction number (RO) to data
from each of the waves by using the transmission model (28).

in accordance with data from previous pandemics. The
general conclusion from our study is that antiviral treat-
ments for 20% to 25% of the population are likely to be
sufficient to treat all patients for pandemics with character-
istics that have been observed to date. The size of the
stockpile required will depend on the clinical attack rate of
the pandemic and the R, value.

However, with smaller stockpile sizes, substantial
reductions in hospitalizations can be achieved through tar-
geting. For the smallest stockpiles, the best strategy was to
treat conventional influenza at-risk groups. Treating the
young and elderly is only slightly less effective. Treating
the working population may have benefits beyond reduc-
ing hospitalizations, such as reducing illness-related
absenteeism, but it consistently fails to be the best strategy
for reducing hospitalizations. For large stockpiles, treating
all patients is consistently the best strategy in reducing
hospitalization and transmission. When all patients are
treated, the marginal effect of treatment on reduced trans-
mission increases with the number of patients treated, until
all patients have been treated.

Further studies regarding the effects of antiviral treat-
ments would improve the robustness of the parameter esti-
mates. In particular, better estimates on the efficacy of NI
treatment against hospitalization and death rates for differ-
ent age and risk groups and estimates on the reduction in
the infectious period are required. Also, the issue of antivi-
ral resistance needs to be resolved since it could compro-
mise NI effectiveness.

The scenarios above assume that clinical patients were
treated within 48 hours of onset of symptoms; however, in
reality, some cases will be diagnosed or reported too late,
and other patients will be administered drugs mistakenly.
To maximize the benefits of antiviral treatment, patients
should be strongly encouraged to seek treatment and treat-
ment should be supported by sound clinical judgment and
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Figure 6. Estimated number of deaths from the 3 waves of the
1918 pandemic when there is no treatment, a 20% antiviral stock-
pile, and a 10% antiviral stockpile.

diagnostic capability. If high levels of treatment are not
achievable, disproportionately higher hospitalization rates
than those calculated here would ensue. In addition, iden-
tifying groups with higher transmission rates for targeting
treatment would result in greater reductions in transmis-
sion than reported here.

Assessments will need to be recalculated in the earliest
phases of a pandemic with real-time data to confirm or
update the assumptions used and ensure that the model
parameters are appropriate. Therefore, were a pandemic to
occur, intensive analysis of its dynamics would be required
at its start.
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Fluoroquinolone-resistant
Escherichia coli, Indonesia

Kuntaman Kuntaman,** Endang Sri Lestari, ! Juliétte A. Severin,f! Irma M. Kershof,f
Ni Made Mertaniasih,* Marijam Purwanta,* Usman Hadi,* James R. Johnson,§ Alex van Belkum,t
and Henri A. Verbrught, on behalf of the Antimicrobial Resistance in Indonesia,
Prevalence and Prevention Study Group?

In a recent, population-based survey of 3,996 persons
in Indonesia, fluoroquinolone (FQ)-resistant Escherichia coli
was prevalent in the fecal flora of 6% of patients at hospital
admission and 23% of patients at discharge, but not among
healthy relatives or patients visiting primary healthcare cen-
ters (2%). Molecular typing showed extensive genetic diver-
sity with only limited clonality among isolates. This finding
suggests that independent selection of resistant mutants
occurs frequently. FQ-resistant isolates exhibited a higher
rate of spontaneous mutation, but sparser virulence profiles,
than FQ-susceptible isolates from the same population. The
resistant isolates belonged predominantly to phylogenetic
groups A (57%) and B1 (22%) but also to the moderately vir-
ulent group D (20%). Hypervirulent strains from the B2 clus-
ter were underrepresented (1%). Because FQ-resistant E.
coli can cause disease, especially nosocomial infections in
immunocompromised patients, spread of such strains must
be stopped.

scherichia coli is a common constituent of the gas-

trointestinal flora of most vertebrates, including
humans, and may be isolated from a variety of environ-
mental sources. While most strains are nonpathogenic, cer-
tain ones can cause a variety of intestinal and
extraintestinal infections. Pathogenicity is largely deter-
mined by gene-encoding virulence factors (VFs), such as
adhesins, toxins, and polysaccharide surface coatings (1).
Phylogenetic analysis showed that most E. coli strains fall
into 4 main phylogenetic groups, designated A, B1, B2,
and D (2). E. coli strains that cause extraintestinal infec-
tions derive predominantly from group B2 and, to a lesser
extent, group D. Strains of groups A and B1 represent most

*Airlangga University, Surabaya, Indonesia; ftDiponegoro
University, Semarang, Indonesia; fErasmus Medical Center,
Rotterdam, the Netherlands; and §Minneapolis Veterans Affairs
Medical Center, Minneapolis, Minnesota, USA
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commensal strains and are largely devoid of virulence
determinants (3). Although strains harboring a robust
extraintestinal VF repertoire cluster predominantly in
groups B2 and D, isolates within each phylogenetic group
can be further classified as extraintestinal pathogenic E.
coli (EXPEC) or non-EXPEC depending on whether specif-
ic virulence traits are present (4,5).

The fluoroquinolones (FQs) are potent antimicrobial
agents used for the treatment and prophylaxis of infections
caused by gram-negative bacteria, including E. coli. FQ-
resistant E. coli has been reported increasingly during the
last decade in both the hospital environment and the com-
munity, which may ultimately limit the utility of these
broad-spectrum agents (6-8). Moreover, FQ-resistant E.
coli strains often show resistance to other drugs, such as
ampicillin, tetracycline, chloramphenicol, trimethoprim-
sulfamethoxazole, and gentamicin (7,9). Recent reports
have suggested that clinical FQ-resistant E. coli actually
tends to be less virulent than susceptible isolates. FQ-
resistant E. coli from hospitalized Dutch patients derived
predominantly from the low-virulence phylogenetic
groups A and B1. None of the 13 invasive isolates derived
from phylogenetic group B2 (10). In addition, evidence
suggests that clinical FQ-resistant E. coli isolates from
humans in lowa were associated with a shift toward non-
B2 phylogenetic groups and to a lower overall virulence

1The first 3 authors contributed equally to this manuscript.
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Rahardjo, Hari Parathon, Kuntaman Kuntaman, Ni Made
Mertaniasih, Nun Zairina, Endang Isbandiati, Mariyatul Qibtiyah,
Marijam Purwanta, Usman Hadi, Ariawan Soejoenoes, Budi
Riyanto, Hendro Wahyono, Musrichan Adhisaputro, Bambang
Triwara, Endang Sri Lestari, Bambang Wibowo, Muchlis AU Sofro,
Helmia Farida, Peterhans van den Broek, Offra Duerink, Henri
Verbrugh, Inge Gyssens, and Monique Keuters.
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genotype (4). FQ resistance may also be associated with
strains that intrinsically have a higher overall mutation
rate, since the resistance to FQs in E. coli involves the
accumulation of multiple spontaneously occurring point
mutations in several genes (9,11). These associations,
however, may depend on the strains’ geographic or clinical
origin.

In our study, we investigated these putative associations
in a well-defined collection of isolates from Indonesia. A
population-based survey of =4,000 people in 2 cities on the
island of Java (Surabaya and Semarang) was initiated in
2000 by the Antimicrobial Resistance in Indonesia,
Prevalence and Prevention study group to investigate the
level of carriage of resistant microorganisms. FQ-resistant
E. coli was prevalent in the fecal flora of 6% of patients at
hospital admission and 23% of patients at discharge but
not among healthy relatives or patients visiting primary
healthcare centers (2% in both groups) (ES Lestari, unpub.
data). In our study, we analyzed these FQ-resistant E. coli
isolates to elucidate their molecular epidemiology and vir-
ulence. To define clonal relatedness, we performed enter-
obacterial repetitive intergenic consensus (ERIC)
polymerase chain reactions (PCR). The phylogenetic back-
ground and virulence profile of these isolates were deter-
mined by PCR methods and compared with similar data
for FQ-susceptible E. coli isolated from the same popula-
tion. Finally, we examined the link between FQ resistance
and the intrinsic mutation rate.

Materials and Methods

Strains

The study group program surveillance was initiated to
determine the prevalence of antimicrobial resistance in
Indonesia. Four different groups of persons in Surabaya
and Semarang were studied for carriage of resistant
microorganisms in their stools. The 4 groups were patients
on the day of admission to the hospital (group 1), patients
on the day of discharge after >5 days of hospitalization
(group 2), patients visiting a primary healthcare center
(group 3), and healthy relatives or household members of
group 1 patients (group 4). In groups 1 and 2, rectal swabs
were taken from patients in the internal medicine, surgery,
gynecology/obstetrics, or pediatrics departments. The
specimens were collected from July to October 2001 in
Surabaya and from January to May 2002 in Semarang.
Further details on the methods of culturing will be pub-
lished elsewhere. A total of 5,535 E. coli isolates from
3,284 patients were cultured. Antimicrobial susceptibility
testing was performed for 1 isolate per patient. The overall
by-isolate prevalence of resistance to ciprofloxacin as
determined by disk diffusion was 8%. The prevalence of
resistance was highest among patients on the day of dis-
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charge (18% in Surabaya and 27% in Semarang) and low-
est among patients visiting primary healthcare centers and
among family members of patients admitted to the hospi-
tal (2% in both groups). The prevalence of FQ-resistant E.
coli among patients who were tested on the day of admis-
sion was 8% in Surabaya and 4% in Semarang. \We studied
196 FQ-resistant isolates in more detail. Seventy-five
(38%) of these were from Surabaya (19, 48, 4, and 4 iso-
lates from stated population groups 1, 2, 3, and 4, respec-
tively) and 121 (62%) from Semarang (13, 92, 11, and 5,
respectively). The FQ-resistant isolates were recovered
from patients from all 4 hospital departments in both cities.
In Semarang, 43% of these isolates were from surgery
departments and 41% were from internal medicine depart-
ments. In Surabaya, 43% of the isolates were from the
internal medicine department. All 196 ciprofloxacin-resist-
ant E. coli and 200 ciprofloxacin-susceptible E. coli (20
randomly chosen isolates from groups 1, 2, and 3 and 40
from group 4, from each city) were confirmed by Vitek 2
(bioMérieux, Marcy-I‘Etoile, France) according to the
manufacturer’s instructions and included in the molecular
analyses.

DNA Isolation

Bacterial DNA was isolated by using the MagNA Pure
LC with the MagNA Pure LC DNA Isolation Kit 1l for
bacteria and fungi (standard protocol; Roche Molecular
Biochemicals, Mannheim, Germany). DNA concentration
was assessed spectophotometrically. Samples were frozen
at —20°C until used.

Bacterial Typing by ERIC-PCR

ERIC-PCR was conducted with primers ERIC-1R and
ERIC-2 as described previously (8,12,13). The amplifica-
tion products were subjected to electrophoresis in a 1%
agarose gel and were stained with ethidium bromide (50
pg/mL). The ERIC-PCRs were performed by 1 technician
within 1 month. Profiles were visually analyzed by 2
microbiologists. Single-band differences in profiles among
strains led to the definition of separate genotypes.
Ambiguous isolates were retested and analyzed by 2 other
microbiologists.

Phylogenetic Analysis and Virulence Typing

Isolates were assigned to 1 of 4 main E. coli phyloge-
netic groups (A, B1, B2, and D) according to an estab-
lished triplex PCR assay, in which the 4 phylogenetic
groups yield distinct combinations of 3 possible PCR
products, chuA (heme transport), yjaA (unknown function
gene from E. coli K-12 genome), and TSPE4.C2 (anony-
mous fragment identified by subtractive hybridization)
(2,14). All isolates were screened for 5 EXPEC-defining
virulence markers, papA/papC, sfa/focDE, afa/draBC,
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kpsM 11, and iutA. Based on previous statistical analyses of
similar data, from collections within which each isolate’s
EXPEC status could be inferred based on ecologic source
or experimental virulence, isolates were classified as
EXPEC if positive for >2 of these 5 defining virulence
markers (4). All isolates were also screened for hlyD
(hemolysin), another EXPEC-associated VVF. Subsequently,
all isolates that satisfied molecular criteria for EXPEC were
screened for 32 additional virulence markerst. These viru-
lence genes were detected by a combination of multiplex
PCR and dot-blot hybridization with primers specific for
internal or flanking sequences and probes generated and
labeled with these primers; this method was previously
validated by using dot-blot hybridization with defined con-
trol strains (15). A VF score was calculated for each strain
as the sum of all VF genes for which the strain tested pos-
itive. In all of these PCR assays, the identity of the PCR
products was deduced by comparing their size to molecu-
lar size standards in ethidium bromide—stained agarose
gels. Appropriate positive and negative controls were
included in each run.

Mutation Rate Analysis

The mutation rate was determined for 20 randomly
selected isolates from phylogenetic group A (10 FQ-sus-
ceptible and 10 FQ-resistant) by monitoring the isolates’
capacity to generate mutations conferring resistance to
rifampin, as described previously (9,16). Forty independ-
ent cultures of each of the 20 strains were set up in Luria
broth. After overnight incubation, equal concentrations of
cultures were suspended in 0.85% NaCl. The suspensions
were spread on Luria agar plates containing 100 pug/mL
rifampin and incubated overnight. For each strain, the pro-
portion of cultures giving no resistant mutants was used to
calculate the mutation rate per cell per generation accord-
ing to the fluctuation test of Luria and Delbriick. To avoid
confounding by variation in phylogenetic background,
only phylogenetic group A isolates were investigated. For
comparisons of results, we used the relative mutation rate,

1EXPEC: papEF (P fimbrial tip pilins); papG (P adhesin); papG
alleles |, Il, and lIl; sfaS (S fimbriae); focG (F1C fimbriae); iha
(putative adhesin-siderophore); bmak (M fimbriae); gafD (G fimbri-
ae); F17a (F17a fimbriae); clpG (CS31A adhesin); afaE8 (afimbri-
al adhesin VIII); fimH (type 1 fimbriae); cnfl (cytotoxic necrotizing
factor); cdtB (cytolethal distending toxin); ireA (siderophore recep-
tor); sat (secreted autotransporter toxin); astA (S-like enterotoxin);
iroN (siderophore receptor); fyuA (yersiniabactin receptor); kpsM
II, K1, and K2 (kpsM Il variants; group 2 capsule); kpsM IlI (group
3 capsule); rfc (O4 lipopolysaccharide synthesis); cvaC (colicin V);
traT (serum-resistance associated outer membrane protein); ibeA
(invasion of brain endothelium); ompT (outer membrane protease
T); iss (increased serum survival); usp (uropathogenic specific
protein); malX (marker for pathogenicity-associated island from
strain CFT073); and H7 fliC variant (flagellin).
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which was defined as the rate relative to the rate for E. coli
strain Nul4 (5 x 10-° per cell per generation) (9).

Statistical Analysis

All data were analyzed by using the statistic software
packages SPSS version 10.0 (SPSS, Chicago, IL, USA)
and Epilnfo version 5.00 (Centers for Disease Control and
Prevention, Atlanta, GA, USA). Chi-square or Fisher exact
tests (2-tailed) were used when appropriate for compar-
isons of proportions. Comparisons involving VF scores
and relative mutation rates were analyzed by using the
Mann-Whitney U test. The criterion for statistical signifi-
cance was a p value <0.05.

Results

Spread of FQ-resistant E. coli

Genetic heterogeneity among the 196 FQ-resistant E.
coli was assessed by ERIC-PCR. We documented 158 dif-
ferent patterns, designated types 1-158, which indicated a
genetically diverse collection of strains. Twenty pairs of
isolates with identical profiles were identified, and 9 dis-
tinct multiple-isolate clones were represented by isolates
from 3 patients each. The limited number of shared geno-
types was mainly recovered from group 2 patients, i.e.,
patients at the time of discharge from the hospital, 49 (73%)
of 67 isolates. Among the total number of 140 isolates from
group 2, we identified 119 different ERIC-PCR profiles.

Type 37 occurred in 3 patients from the internal medi-
cine department in Surabaya; all 3 patients were present
within this department on the same day. The finding of this
unique isolated cluster can be explained by patient-to-
patient transmission or a nonpatient-associated environ-
mental source. This explanation was not further examined
in this study. Type 90 was isolated from 2 patients on the
day they were discharged from the internal medicine
department in Semarang. Samples were collected on con-
secutive days. An isolate with an identical ERIC-PCR pat-
tern was found in the same period in the same hospital in a
pediatric patient at discharge. No further obvious cluster-
ing in time and place was observed among isolates from
the 9 multiple-strain clusters.

Phylogenetic Analysis

PCR-based phylotyping showed that the 200 FQ-sus-
ceptible isolates were predominantly from phylogenetic
groups A (52%) and B1 (30%) (Table 1). The 196 FQ-
resistant isolates also mainly derived from phylogenetic
groups A (57%) and B1 (22%), but some derived from the
moderately virulent phylogenetic group D (20%).
Hypervirulent strains from the B2 cluster were underrepre-
sented (1%). Eighteen (67%) of the 27 isolates from the 9
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Table 1. Distribution of phylogenetic groups and virulence factors®

Group or factor All isolates (n = 396) FQ-susceptible (n = 200) FQ-resistant (n = 196) p values
A 215 (54) 103 (52) 112 (57) NS
B1 102 (26) 59 (30) 43 (22) NS
B2 17 (4) 15 (8) 2(1) 0.001
D 62 (16) 23(12) 39 (20) 0.02
papA 28 (7) 27 (14) 1(1) <0.001
papC 29 (7) 28 (14) 1(1) <0.001
sfa/focDE 8(2) 8(4) 0 0.007
afa/draBC 11 (3) 11 (6) 0 0.001
iutA 131 (33) 61 (31) 70 (36) NS
hlyD 20 (5) 20(10) 0 <0.001
kpsM 11 56 (14) 54 (27) 2 <0.001
EXPEC 44 (11) 40 (20) 4(2) <0.001

*FQ, fluoroquinolone; ExPEC, extraintestinal pathogenic Escherichia coli; NS, not significant. Screening for ExXPEC was performed for 199 FQ-susceptible

and 195 FQ-resistant isolates. Data are no. (%) of isolates.

distinct clones that were represented by 3 isolates each
belonged to group A.

Table 1 shows that the resistant isolates were signifi-
cantly depleted for phylogenetic group B2 and enriched for
group D, when compared with the susceptible isolates.
These shifts in phylogenetic distribution were significant
both overall and specifically in Semarang, whereas a sim-
ilar but nonsignificant trend was observed in Surabaya.

The phylogenetic distribution of all 396 isolates among
the 2 cities was highly similar (data not shown).
Comparisons of the distributions among the 4 population
groups showed that group D isolates were more often
obtained from patients sampled on the day of discharge
than from other population groups (37 [21%] of the 180
group 2 isolates belonged to group D versus 25 [12%] of
the 216 nongroup 2 isolates, p = 0.01). Stratification
showed, however, that this association was due to the
excess prevalence of FQ-resistant group D isolates among
the group 2 patients. Furthermore, B2 isolates were signif-
icantly more prevalent in group 3, patients visiting public
healthcare centers (7 [13%] of the 55 group 3 isolates
belonged to group B2 versus 10 [3%] of the 341 nongroup
3 isolates, p = 0.004).

Virulence Typing

All E. coli isolates were tested for a set of virulence fac-
tors to allow an inference as to their pathogenic potential.
The overall prevalence of the 5 defining EXPEC VFs

ranged from 2% (sfa/focDE) to 33% (iutA) (Table 1). The
FQ-resistant isolates were significantly depleted for papA,
papC, sfa/focDE, afa/draBC, hlyD, and kpsM 1l (Table 1),
when compared with the susceptible isolates. Accordingly,
40 (20%) FQ-susceptible E. coli isolates, but only 4 (2%)
FQ-resistant isolates (2%), were classified as EXPEC, as
they exhibited >2 of the 5 key EXPEC VFs (p<0.001).
Thus, FQ resistance was associated with reduced inferred
virulence. All FQ-resistant E. coli isolates from the 9 dis-
tinct clones that were represented by 3 patients each were
found to be non-ExPEC.

The distribution of the 6 screening VFs was also ana-
lyzed in relation to the 4 phylogenetic groups (Table 2).
Each VF was broadly distributed, occurring in >3 phyloge-
netic groups. However, papA, papC, kpsM II, hlyD, and
sfa/focDE were all significantly associated with phyloge-
netic group B2. Accordingly, 53% of the phylogenetic
group B2 isolates qualified as EXPEC versus 9% of the
non-B2 isolates (p<0.001) (Tables 2 and 3).

The 44 EXPEC isolates were studied in more detail
(Table 3). The EXPEC isolates derived mainly from phylo-
genetic groups A (36%) and B1 (32%), with the 4 FQ-
resistant EXPEC isolates belonging to groups A (n = 2) and
D (n = 2). Many (36%) EXPEC isolates originated from
patients on the day of discharge. Both of the FQ-resistant
EXPEC isolates from group 2 were from patients in the sur-
gical ward in Semarang. Again, no evidence for clonality
was seen. The 4 resistant EXPEC isolates exhibited sparse

Table 2. Distribution of virulence factors

Phylogenetic group, n (%)

Virulence factor All isolates (n = 394) A (n=215) B1(n=101) B2(n=17) D(n=61)
papA 28 (7) 7 (3) 11 (11) 8 (47)* 2(3)
papC 29 (7) 8 (4) 11 (11) 8 (47)* 2(3)
iutA 131 (33) 66 (31) 32(32) 8 (47) 25 (41)
kpsM 1| 56 (14) 19 (9) 23 (23) 11 (65)* 3(5)
hlyD 20 (5) 8 (4) 7 () 5 (29)* 0
sfa/focDE 8(2) 2(1) 4 (4) 2(12)* 0
afa/draBC 11 (3) 6 (3) 2(2) 1(6) 2(3)
*p<0.05.
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Table 3. Distribution of phylogenetic groups and virulence factors®

Fluoroquinolone-resistant Escherichia coli

Prevalence of associated characteristic, n (%)

Characteristic All isolates (n = 44) FQ-susceptible (n = 40) FQ-resistant (n = 4) p values
Group A 16 (36) 14 (35) 2 (50) NS
Group B1 14 (32) 14 (35) 0 NS
Group B2 9(21) 9(23) 0 NS
Group D 5(11) 3(8) 2 (50) NS
Surabaya 23 (52) 22 (55) 1(25) NS
Semarang 21 (48) 18 (45) 3(75) NS
Admission 13 (30) 12 (30) 1(25) NS
Discharge 16 (36) 14 (35) 2 (50) NS
PHC 10 (23) 9(23) 1(25) NS
Relatives 5(11) 5(13) 0 NS
iha 25 (58) 25 (64) 0 0.025
sat 25 (58) 25 (64) 0 0.025
fyuA 35(81) 35 (90) 0 0.001
ibeA 3(7) 1(3) 2 (50) 0.019
malX 26 (60) 26 (67) 0 0.019

*FQ, fluoroquinolone; NS, not significant; PHC, primary healthcare center. Extended virulence typing was performed for 39 FQ-susceptible isolates and 4
FQ-resistant isolates. Only those virulence factors are shown for which the comparison of FQ-resistant extraintestinal pathogenic Escherichia coli

(ExPEC) to FQ-susceptible ExPEC was significant.

VF profiles when compared with the susceptible EXPEC
isolates. These isolates lacked classic EXPEC VFs such as
focG, hlyD, and cnfl. Four other VFs, iha, sat, fyuA, and
malX, were more prevalent among susceptible, rather than
resistant, EXPEC isolates. Only ibeA was more prevalent
among the resistant isolates. The VF iutA was detected in
all FQ-resistant EXPEC isolates and in 27 (68%) of the 40
FQ-sensitive isolates. This difference was not significant.
Aggregate VF scores were lower among FQ-resistant
EXPEC isolates (median 6, range 4-8) than among the 40
FQ-susceptible EXPEC isolates (median 10, range 3-16, p
=0.024).

Mutation Rate

The link between mutation rate and resistance to FQs
was studied, as the rate of mutation accumulation might be
a factor in the development of FQ resistance. The 10 FQ-
susceptible isolates had relative mutation rates of <0.52
(median rate 0.32, range 0.03-0.52), whereas the 10 FQ-
resistant E. coli exhibited relative mutation rates of >0.55
(median rate 0.97, range 0.55-4.58) (p<0.001) (Figure).

Discussion

In this study, we investigated the epidemiology and vir-
ulence characteristics of FQ-resistant E. coli collected dur-
ing a large, population-based survey of =4,000 people in 2
cities in Indonesia (Surabaya and Semarang). The overall
prevalence of resistance to ciprofloxacin was 8%, but in
the fecal flora of patients at time of discharge from the hos-
pital the prevalence was 23%.

Dissemination of FQ-resistant E. coli and Mutation Rate
Three possible explanations for the high prevalence of
FQ-resistant E. coli among patients that had been hospital-
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ized for >5 days must be considered: transferable resist-
ance, clonal spread, and mutation-based selection of resist-
ance fostered by the use of antimicrobial agents.
Transferable plasmid-mediated quinolone resistance has
been described recently in E. coli from China (17). Wang
et al. found that 6 (8%) of 78 ciprofloxacin-resistant E. coli
strains from a hospital in Shanghai contained gnr.
However, from the present study we cannot draw any con-
clusion about the contribution of this mechanism in
Indonesia. As for clonal spread, molecular typing showed
extensive genetic diversity among FQ-resistant isolates in
Indonesia. We identified a few distinct multiple-isolate
clones in the hospital environment. Although all these
clonal strains were shown to be non-ExPEC, they may still
pose a health threat, especially to immunocompromised

5m

44

Relative mutation rate

—

FQSEC

FQREC
Figure. Box plot of relative mutation rate of 10 fluoroquinolone

(FQ)-resistant (FQREC) and 10 FQ-sensitive (FQSEC)
Escherichia coli.
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patients in hospital settings. Nosocomial outbreaks of
infections caused by disseminating FQ-resistant clones
have already been described (8). However, in our study,
limited clonality among isolates was found, which sug-
gests that other factors contribute more to the high preva-
lence of FQ-resistant E. coli among hospitalized patients.
To determine whether mutation-based resistance fos-
tered by selection pressure contributed to the prevalence of
FQ-resistant E. coli in Indonesia, we performed a mutation
rate analysis of selected isolates. We found a strong corre-
lation between resistance and an elevated mutation rate.
This finding agrees with a recent report from Komp
Lindgren et al., in which high mutation rates of E. coli
strains from urinary tract infections were strongly associat-
ed with FQ resistance (9). To demonstrate that this muta-
tion-based resistance was selected for by the use of FQs, we
must know the consumption figures of the quinolones. In
other reports, evidence suggests that the use (and misuse) of
ciprofloxacin in human and animal medicine may predis-
pose to an increase in infections with resistant E. coli (8).
As information on the use of FQs in Indonesia is currently
not available, we cannot draw any conclusions on a poten-
tial link between antimicrobial drug use, selection pressure,
and mutation-based resistance. Thus, based on the large
clonal diversity of the FQ-resistant E. coli and the resistant
isolates that have a slightly elevated mutation rate relative
to FQ-sensitive isolates, independent emergence of new
resistant mutants likely occurs regularly in this setting.

Phylogenetic Typing and Virulence Profiling

Phylogenetic typing and virulence profiling were per-
formed to investigate whether a potential clinical hazard
was associated with the presence of these isolates. Our
data on the distribution of phylogenetic groups among the
396 E. coli isolates are consistent with those of most other
studies. In an examination of human commensal E. coli
strains, the frequencies of B2 strains were found to be 1
(2%) of 55 in Mali, 6 (11%) of 56 in France, and 11 (19%)
of 57 in Croatia (18). In our study, 4% of the isolates over-
all were of B2 origin. However, the results from a report
by Zhang et al. do not agree with our data (19). B2 strains
accounted for 42 (48%) of 88 commensal rectal strains
from healthy college-aged women in Michigan. Likewise,
Sannes et al. noted a high prevalence of group B2 among
rectal isolates from hospitalized, elderly, male veterans in
Minnesota (20). Differences may be due to geographic
variation, differences in host population characteristics, or
differences in strain characteristics such as antimicrobial
resistance.

We did not observe a significant shift toward low-viru-
lence phylogenetic groups for resistant isolates, as was
reported by Johnson et al. (10). However, we confirmed
that the isolates were notably depleted for phylogenetic

1368

group B2 and enriched for group D. We also confirmed
that FQ-resistant E. coli exhibited sparser virulence pro-
files. The most prevalent VF was iutA, which was detected
in 36% of the resistant isolates; however, this VF is less
common in virulent group B2 strains (1). Accordingly,
only 2% of the resistant isolates were found to be EXPEC.
These 4 isolates also lacked the VFs iha, sat, fyuA, and
malX as compared to the FQ-susceptible EXPEC. Whether
EXPEC strains cause infection in humans depends on sev-
eral other factors, including susceptibility of the host.
Therefore, that many (36%) of the 44 EXPEC isolates were
from group 2 patients who had been hospitalized for >5
days is of concern. When patients become colonized with
FQ-resistant EXPEC strains in the hospital, they presum-
ably will have an increased risk of acquiring a nosocomial
infection and, when discharged with such a strain, also for
community-acquired infection; in such case, an optimal
therapy will be more difficult to select. Of note, a relation-
ship has recently been shown to exist between
ciprofloxacin-resistance in E. coli and the production of
extended-spectrum B-lactamases, which would further
limit therapeutic options (21).

Our observations provide insight into the epidemiology
and virulence characteristics of FQ-resistant E. coli from
stools of patients and healthy participants in Indonesia.
The high prevalence of FQ-resistant E. coli in the hospital
environment seems to be primarily due to a combination of
limited clonal spread and the spontaneous emergence of
resistant strains, possibly fostered by selection pressure.
Transferable resistance, however, cannot be ruled out as an
additional explanation in the present study and will be the
subject of future investigations. Although the resistant iso-
lates mainly belong to phylogenetic groups A and B1 and
show a low virulence profile, similar strains have caused
disease in humans (3,10). The data support the need to
implement strict infection control measures in hospitals
and to promote and monitor the prudent use of antimicro-
bial drugs. Continued surveillance of the changes of resist-
ance patterns and virulence profiles of clinical and
nonclinical E. coli isolates is warranted.
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Dead Crow Density and West Nile
Virus Monitoring, New York

Millicent Eidson,* Kate Schmit,* Yoichiro Hagiwara,* Madhu Anand,* P. Bryon Backenson,*
Ivan Gotham,* and Laura Kramer*

New York State used the health commerce system to
monitor the number of West Nile virus (WNV) human dis-
ease cases and the density of dead crows. In each year
from 2001 to 2003 and for the 3 years combined, persons
living in New York counties (excluding New York City) with
elevated weekly dead crow densities (above a threshold
value of 0.1 dead crows per square mile) had higher risk
(2.0-8.6 times) for disease caused by WNV within the next
2 weeks than residents of counties reporting fewer dead
crows per square mile. This type of index can offer a real-
time, relatively inexpensive window into viral activity in time
for prevention and control. Changes in reporting, bird pop-
ulations, and immunity may require that thresholds other
than 0.1 be used in later years or in other areas.

ontrolling West Nile virus (WNV) and other vector-

borne pathogens requires identifying areas of risk as
early as possible. Ideally, risk indices should be relatively
inexpensive and easy to implement, should provide timely
and accurate forecasts of risk, and should not trigger
expensive or controversial control measures when the
actual risk is low. WNV infections in >200 species of birds
(1) and associated bird deaths have been reported from
multiple locations in the Western Hemisphere (2-8).
Studies indicate that dead crow (Corvus spp.) reports have
a number of advantages, before or without laboratory con-
firmation (9-16): 1) crows appear to be extremely sensi-
tive to WNV infection and have a high case-fatality rate
(6,17), which makes WNV transmission to crows relative-
ly easy to detect; 2) crows are widely distributed, large,
and generally easy to recognize; 3) crows have high mean
viremia levels (17) and a high reservoir competence index
(1), which indicates that they are a good source of virus for
mosquito infections and local disease amplification; and 4)
no resources or time are required for bird or sample collec-
tion, processing, and testing.

*New York State Department of Health, Albany, New York, USA
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Analyses of data from the northeastern United States in
2000 and 2001 found that counties with high dead crow
densities (DCD, dead crows per square mile) early in the
season were significantly more likely to have a case of
WNYV disease in a human (18). In New York in 2000, the
number of human disease cases by county was more
strongly associated (r = 0.92) with DCD than with the
number of WNV-positive birds or with the number of
sightings of all bird species (19). In addition, weekly DCD
increased several weeks before the onset of cases in
humans (19,20). In New York counties with no human
cases, DCD never exceeded 0.1. In counties with 1 or 2
cases of human disease, DCD exceeded 0.1 before human
case onset and reached 1.4. In Richmond County (Staten
Island), with 10 human cases, DCD exceeded 1.5 before
disease onset in humans and peaked at 7. This article eval-
uates New York’s real-time use since 2000 of the weekly,
county-level DCD index as an indicator of human WNV
disease risk, with a signal level of 0.1.

Methods

The New York State Department of Health (NYSDOH)
developed a Web-based secure health commerce system
that supports all of its information interchange with public
health and healthcare communities (21). In the spring of
2000, NYSDOH implemented a statewide, integrated
WNV surveillance system on health commerce in response
to the 1999 emergence of WNV. The system includes real-
time surveillance components for humans, mammals,
birds, and vectors and allows local health departments, the
state dead bird hotline, and laboratories to enter and
retrieve surveillance data in real time for disease tracking
(22). Although sightings of dead birds of any species are
reported by private citizens and agencies, dead crow sight-
ings are emphasized in automated summary tables and
charts based on their utility in previous studies. Because
New York City developed its own WNV surveillance
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system to monitor dead bird reports, New York City data
have not been included in this follow-up study. By using
real-time surveillance data, system users can press a button
to immediately generate a DCD calculation and graph for
each county in the state for a specific period of interest. For
this study, the weekly DCD was graphed for each county
during a season to monitor trends over time, and human
cases were added when they met the 2001 Centers for
Disease Control and Prevention (CDC) case definitions for
a confirmed or probable case (23).

According to CDC case definitions, New York (exclud-
ing New York City) had 6 (1 excluded from study) con-
firmed or probable human cases of WNV disease in 2001,
53 (3 excluded) in 2002, and 40 (3 excluded) in 2003.
Reasons for case exclusion were occupational exposure
(2001), infection by blood-transfusion (2002), date of
onset after dead bird surveillance had abated (2002, 2003),
intrauterine transmission (2002), and travel outside of New
York at likely time of infection (2 cases in 2003). The 92
human cases included in the study were widely distributed
in New York except for the sparsely populated north-cen-
tral region (Figure 1).

The Cochran-Mantel-Haenszel (CMH) option of the
“freq” procedure in SAS (SAS System for Windows V8,
SAS Institute, Cary, NC, USA) was used to calculate point
and interval estimates of WNV disease risk, depending on
DCD >0.1 in a person’s county of residence. Data from
each week with onset of a human case were included in the
analysis (8/19-9/22 in 2001, 7/28-10/5 in 2002, and
8/3-9/27 in 2003). For each week, a table was constructed
comparing the week’s human cases per population in coun-
ties with a “signal” of DCD >0.1 and the human cases per
population in counties with no signal. For example, 9
patients had disease onset in week 35 of 2003; 8 of the
patients resided in counties with DCD >0.1 in the previous
2 weeks and 1 of whom did not (Table 1). (Note that in
other weeks the total population in the 2 categories is dif-
ferent, depending on which counties had high DCD in the
previous 2 weeks.)

The CMH chi-square statistic was used to compare the
incidence (risk) of WNV disease in the DCD signal areas
with the incidence in the non-DCD signal areas over all the
weeks of this study. As implemented by SAS (24), this pro-
cedure pools data across strata (in this case, across weeks),
determines a p value for the difference in incidence
between the 2 exposure categories, and estimates a single
relative risk for the exposed versus the unexposed popula-

Dead Crow Density and West Nile Virus Monitoring

Human WNV infections
] 2002 only
2003 only
W 2002 and 2003
W 2001, 2002, and 2003

13, Warmen

14. Wayne

15. Wesichester
16. Yates

1. Broome 7. Nassau

2. Cattaraugus  B. Onondaga
3. Clinton 9. Orleans

4. Dulchess 10. Schenectady
5. Erie 11. Schuyler

&. Monroe 12. Suffolk « MNew York City

Figure 1. New York counties with laboratory-confirmed cases of
human West Nile virus disease, 2001-2003.

tion across all weeks (including those weeks when fewer
cases resulted in risk estimates that would not be consid-
ered meaningful).

In New York’s dead crow surveillance system, an
increase in a county’s crow death reports assumes an
increase in the number of infected mosquitoes able to
transmit virus to both crows and humans. Since the time
between WNV exposure (mosquito bite) and human dis-
ease onset is 2-14 days (25), we assumed that <2 weeks
could pass between the exposure of interest (high DCD in
the county of residence) and disease onset. For this reason,
CMH-pooled risk estimates were calculated separately for
3 exposure periods, defined as the county having a density
signal 2 weeks before the onset week of the human case, 1
or 2 weeks before the onset week of the human case, or in
the onset week of the human case or 1-2 weeks before.

Results

For the 2 Long Island counties with human cases of
WNYV disease in 2001, weekly DCD >0.1 were seen more
than 1 month before onset of human cases (Figure 2). DCD
increased before the first WNV-positive bird was reported
(1-3 weeks after it was found). However, the highest peaks
in weekly DCD occurred after viral activity was confirmed
and may have been influenced by increased interest in
reporting dead crows after the media had reported WNV in
the area. For other New York counties, weekly DCD
remained lower (<0.1), and no human cases were detected.

Table 1. Example of 2x2 table constructed for chi-square analyses in this study*

Week 35, 2003

Counties with DCD >0.1 in past 2 wks

Counties with DCD <0.1 in past 2 wks

No. cases with disease onset during week
Total population

8 1
4,422,461

6,545,718

*Data for each week with human West Nile virus disease cases in 2001-2003 were pooled to calculate risk for disease occurring within 2 weeks of
elevated dead crow density (DCD) in county relative to risk in counties without elevated DCD in the past 2 weeks.
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Figure 2. Dead crow densities (DCD, dead crows per square mile)
and number of cases of human West Nile virus (WNV) disease, by
week, 2001. Horizontal dashed line indicates DCD = 0.1. F, date
that the first bird with confirmed WNV infection was found; R, date
that the laboratory result of the first bird with WNV infection was
reported.

In 2002, Long Island (Nassau and Suffolk counties) had
the most human cases (Figure 3). However, almost as
many human cases were reported for Erie and Broome
counties further north. Eight other counties reported 1-4
cases. In general, DCD >0.1 occurred several weeks before
the onset week of the first human case in most counties,
with the peak density around the period of the human case
onset, except in sparsely populated rural counties (Clinton,
Orleans, Wayne, and Yates), which reported 1 human case
each. Suffolk County is notable for its relatively lower
weekly DCD. Two counties had DCD >0.1 without human
cases. The first WNV-positive bird of the season was typi-
cally reported 1-4 weeks after the bird was found. Sharp
increases in DCD immediately after the report of the first
WNV-positive bird were not generally noted in 2002.

A similar pattern was seen in 2003, with Long Island
(Nassau and Suffolk counties) again leading the number of
human cases (Figure 4). All 3 counties with >1 human case
had DCD >0.1 in the week of, or the weeks before, the first
human case onset. A similar pattern was seen for Monroe
County with 1 human case. Onondaga County, with 1
human case, had a weekly DCD >0.1 after the human case
onset. The DCD approached 0.1 in Dutchess County 2
weeks before the week of the human case onset. The DCD
remained low in the sparsely populated counties
(Cattaraugus, Schuyler, Warren, and Yates) with 1 human
case. Two counties had DCD >0.1 without human cases. In
2003, laboratory confirmation of viral activity in a dead
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bird was available 1-2 weeks after the bird was found.
DCD increases after those reports were observed for some,
but not all, counties.

For each year and for the 3 years combined, the CMH
pooled estimate of risk for WNV disease among residents of
counties with DCD >0.1 was >2 times the risk among resi-
dents of counties with DCD <0.1 (Table 2). Relative risks
were highest in 2001; residents of counties with elevated
DCD had 7.6-8.6 times the risk of contracting WNV dis-
ease than residents of counties with lower DCD. Relative
risks were lower in 2002 (2.0-2.3) but increased in 2003
(5.3-6.5). During the 3-year period, residents of counties
with elevated DCD had 3.4-3.8 times the risk of contract-
ing WNV disease within the next 2 weeks than residents of
counties reporting fewer dead crows per square mile.

Discussion

As in 2000 (19,20), increases in weekly number of dead
crows per square mile were found in most New York coun-
ties several weeks before onset of human cases in 2001
through 2003. Persons in counties with DCD >0.1 were
notably more likely (2-9 times) to contract WNV disease
in the next several weeks. Applying this signal statewide
(including New York City) over all 4 years (2000-2003),
we found that 148 (91%) of 163 human patients resided in
counties with this signal during or before the week of ill-
ness onset. This result supports findings of increased DCD
in association with human WNV cases in other areas
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Figure 3. Dead crow densities (DCD, dead crows per square mile)
and number of cases of human West Nile virus (WNV) disease, by
week, 2002. Horizontal dashed line indicates DCD = 0.1. F, date
that the first bird with confirmed WNV infection was found; R, date
that the laboratory result of the first bird with WNV infection was
reported. A complete version of this figure, with data for other
counties with human WNV disease, is available online at
http://www.cdc.gov/ncidod/EID/vol11no09/04-0712-G3.htm
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Figure 4. Dead crow densities (DCD, dead crows per square mile)
and number of cases of human West Nile virus (WNV) disease, by
week, 2003. Horizontal dashed line indicates DCD = 0.1. F, date
that the first bird with confirmed WNV infection was found; R, date
that the laboratory result of the first bird with WNV infection was
reported. A complete version of this figure, with data for other
counties with human WNV disease, is available online at
http://www.cdc.gov/ncidod/EID/vol11no09/04-0712-G4.htm

(12,15,18). The specific level of the signal (>0.1 dead
crows per square mile per week) may not be applicable in
all counties or in New York in the future, if reporting
changes, crow populations are reduced, or crows become
more resistant to infection.

For counties with >1 patient, the density index rarely
failed to forecast the increased risk. Suffolk County in
2002 was a notable exception. If continuous WNV activi-
ty led to immunity in crows, this type of signal would be
less effective. However, to date the case-fatality rate is still
believed to be high, since few crows are found alive with
antibody to indicate immunity (6,17). Alternatively, if
large-scale death from WNV decreases the crow popula-
tion, fewer crow deaths would be seen and reported. Data
indicate a large die-off of crows in Suffolk County: 5,788
in 2000 and 2,953 in 2001. In 2002, dead crow reports
dropped to 883 and were at 939 for 2003.

Dead Crow Density and West Nile Virus Monitoring

Weekly county-level DCD was less useful at forecasting
the occasional single human case in less-populated coun-
ties. Rural areas have fewer persons to report dead crows
and fewer persons to become infected with WNV, even
when infected mosquitoes and birds are in the area. In any
area, including those with few crows, monitoring all dead
bird sightings would provide more reports to use for possi-
ble WNV tracking, and these sightings should be studied in
areas with few crow reports. The value of having more
reports may be offset by the lower case-fatality rate in other
species. However, even in Florida, where dead birds from
the dove family (order Columbiformes) were reported more
frequently than dead corvids, the number of dead crow
reports, adjusted for human population, was higher in focal
areas of WNV transmission, and crow deaths peaked at the
same time or before some (but not all) human cases (13).

On rare occasions, the weekly DCD signal provided a
false indication of increased risk in a county without
human cases. NYSDOH emphasizes reporting and pre-
venting neurologic cases; milder cases of disease such as
West Nile fever could have occurred undetected in those
counties. A previous study found a pattern of decreasing
DCD after mosquito control (19), which indicates that con-
trol activities could have reduced the risk, or that differ-
ences in mosquito species and their host preferences may
have existed. In developing risk indicators that can be
relied upon for determining prevention and control actions,
occasional false signals may not be a problem if the conse-
quence is increased surveillance and education. If signals
trigger resource-intensive control programs, however,
false-positive signals may be more problematic.

An important issue is how to maintain the public’s
interest in reporting if bird testing is reduced or stopped
after the virus is confirmed in an area. If dead crows are
unreported, because people are either not in the area to find
them or not interested in reporting them, DCD will be less
useful for monitoring risk. A disadvantage of the county-
level approach presented in these analyses is that it does
not allow identification within a county of the higher-risk
areas. Geographic information system approaches to iden-
tify geographic clustering of dead crow or dead bird
reports, with or without laboratory confirmation, can help
locate areas of risk (14,15,26,27). Such studies are under-
way in New York (28,29), but they are more resource

Table 2. Risk for West Nile virus disease in counties with elevated dead crow density (DCD) in the 2 weeks before disease onset*

Counties with elevated DCD¥ 2001 RR (95% CI)

2002 RR (95% Cl)

2003 RR (95% Cl) 2001-2003 RR (95% CI)

2 weeks before onset 8.6 (1.8-41.8) 2.2 (1.1-4.6) 5.4 (2.1-14) 3.5 (2.0-6.0)
1 or 2 weeks before onset 7.9 (2.9-19.1) 2.3 (1.1-4.8) 6.5 (2.6-16.3) 3.8 (2.2-6.6)
0, 1, or 2 weeks before onset 7.6 (1.6-36.8) 2.0 (0.95-4.4) 5.3 (2.2-12.8) 3.4 (1.9-5.9)

*Versus residents of counties without elevated DCD in the previous 2 weeks; risk is calculated for exposure to elevated DCD only 2 weeks before, 1 or 2
weeks before, and during the same week or 1 or 2 weeks before week of onset. SAS provides risk estimates by 2 methods; because zero values occur in
2x2 tables for some weeks, we report results by the adjusted logit method, which uses a 0.5 correction for zero-value cells. RR, relative risk; CI,

confidence interval.
+Weekly DCD >0.1.
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intensive, and thus more difficult to institute in real time,
than the county-level density index.

With the number of human WNV cases increasing to
nearly 10,000 in the United States in 2003 (30), the need
for surveillance tools to determine when to use costly pre-
vention and control measures has increased. The rapid
spread of emerging diseases, such as WNV disease, and
the potential use of disease agents for bioterrorism have
shown the need to develop real-time surveillance tools,
especially for detecting disease activity before laboratory-
confirmed cases are reported.

Examples of real-time tools include syndromic surveil-
lance systems (31), most of which rely on indicators other
than laboratory-confirmed cases. Although surveillance
systems that use laboratory-confirmed cases will continue
to have a critical role, a more rapid index of viral activity,
such as New York’s DCD index, may be useful in some sit-
uations. Even if increases in DCD provide an early warn-
ing of increasing viral activity and risk to humans, more
research is required for systems that function well to share
this information in real time, securely and confidentially,
with appropriate public health partners who can adjust sur-
veillance and control procedures (32-34).
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Dengue Virus Type 3, Brazil, 2002
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During the summer of 2002, Rio de Janeiro had a large
epidemic of dengue fever; 288,245 cases were reported. A
subset of 1,831 dengue hemorrhagic fever cases occurred.
In this study, performed in the first half of 2002, samples
from 1,559 patients with suspected cases of dengue infec-
tion were analyzed. From this total, 1,497 were obtained
from patients with nonfatal cases, and 62 were obtained
from patients with fatal cases. By the use of different meth-
ods, 831 (53.3%) cases, including 40 fatal cases, were con-
firmed as dengue infection. When virus identification was
successful, dengue virus type 3 (DENV-3) was obtained in
99% of cases. Neurologic involvement was shown in 1
patient with encephalitis, confirmed by the detection of
DENV-3 RNA in the cerebrospinal fluid. This explosive epi-
demic of DENV-3 was the most severe dengue epidemic
reported in Brazil since dengue viruses were introduced in
1986.

Many factors were responsible for the resurgence of
epidemic dengue fever (DF) and dengue hemorrhag-
ic fever (DHF) in the final years of the 20th century.
Demographic and societal changes such as population
growth, urbanization, and modern transportation con-
tributed greatly to the increased incidence and geographic
spread of dengue activity (1). The prevalence of the dis-
ease is highest in tropical areas of Asia and the Americas,
with =50-100 million cases of DF and 250,000-500,000
cases of DHF occurring annually worldwide (1-3).

The current epidemiologic situation in Latin America
resembles that in Southeast Asia some years ago, with the
cocirculation of multiple serotypes in many countries and
an increased number of DF and DHF cases. During 2002,

*Instituto Oswaldo Cruz, Rio de Janeiro, Brasil; tFaculdade de
Medicina de Mato Grosso do Sul, Campo Grande, Brazil;
fInstituto de Pesquisa Clinica Evandro Chagas, Rio de Janeiro,
Brazil; 8Centro de Referencia de Dengue, Campos dos
Goytacazes, Brazil; {Secretaria Municipal de Saude do Rio de
Janeiro, Rio de Janeiro, Brazil; and #Secretaria de Saude do
Estado do Rio de Janeiro, Rio de Janeiro, Brazil
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Latin American countries reported >1 million cases of DF
with >17,000 cases of DHF including 225 deaths (2).

In Brazil, the introduction of dengue virus type 1
(DENV-1) and dengue virus type 2 (DENV-2) in the state
of Rio de Janeiro in 1986 and 1990, respectively, resulted
in the subsequent spread of these serotypes throughout the
country (4). The reintroduction of dengue virus type 3
(DENV-3) in the American continent in 1994 (5) and its
rapid spread to the Caribbean Islands in subsequent years
(6) resulted in intensified virologic surveillance in the
State of Rio de Janeiro, as a response to an imminent threat
of DENV-3 epidemics in Brazil. DENV-3 was first isolat-
ed in December 2000 in the municipality of Nova lguacu,
metropolitan region, from a patient with classic DF (7) and
initiated a period of cocirculation of DENV-1, DENV-2,
and DENV-3 in the state (8). In January 2002, a sudden
increase in the number of dengue cases occurred in suscep-
tible populations that had only experienced DENV-1 and
DENV-2 epidemics. In the first half of the year, the state
reported 288,245 dengue cases, including 1,831 DHF
cases and 91 deaths. The metropolitan region including
Rio de Janeiro city and surrounding counties reported
246,803 cases and 83 deaths. The number of DHF cases
exceeded the total number of cases reported in Brazil from
1986 to the time of the epidemic, and the annual incidence
of dengue infection in 2002 in the state reached 1,735 per
100,000 inhabitants (9). We describe laboratory and clini-
cal findings from 1,559 patients, including 62 who died
during the largest and most severe epidemic that has
occurred in Rio de Janeiro since DENV became endemic
in the country in 1986.

Materials and Methods

Study Population

The 1,559 case-patients included in this study had acute
febrile illness with >2 of the following manifestations:
headache, retrobulbar pain, myalgia, arthralgia, rash, and
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hemorrhagic manifestations. A total of 1,497 cases were in
outpatients from different healthcare centers, and the
remaining 62 were suspected dengue fatal cases in patients
hospitalized in private and public hospitals in the metro-
politan area of Rio de Janeiro city. The age range (1-73
years) was quite evenly distributed; 10.5% were 1-10
years of age, and 16.9%-19.9% of all patients were in each
10-year age group.

Laboratory Methods

Acute-phase serum specimens, cerebrospinal fluid
(CSF), and fresh tissues were stored at —70°C and conva-
lescent-phase serum specimens at —20°C until tested.
Dengue infections were confirmed by virus isolation or
viral RNA detection by reverse-transcriptase polymerase
chain reaction (RT-PCR), by immunoglobulin (Ig) M
and/or 1gG seroconversion, or by the demonstration of
DENV antigen in formalized fixed autopsy tissues by
immunohistochemical tests.

Virus Isolation

Virus isolation was performed for all serum samples
obtained until day 7 after the onset of disease (n = 927), by
infection of clinical specimens into clone C6/36 of Aedes
albopictus cells. The virus isolates were typed by the indi-
rect fluorescent antibody test with serotype-specific mon-
oclonal antibodies (10).

RNA Extraction and RT-PCR

RT-PCR (11) was performed as a rapid molecular tool
to detect and type DENV only in acute-phase sera and
fresh tissues from patients who died, hospitalized patients,
and outpatients whose disease severity was characterized
by thrombocytopenia, hemorrhagic manifestations, or both
(n = 282). Viral RNA was extracted from clinical samples
(sera, CSF, and tissue) with QlAamp Viral RNA Mini Kits
(Qiagen, Inc., Valencia, CA, USA) according to the manu-
facturer’s protocol.

Serology

Dengue IgM-capture enzyme-linked immunosorbent
assay (ELISA) (PanBio, Brisbane, Australia) was per-
formed according to the manufacturers’ instructions in sera
obtained after day 5 after onset of disease and in all sera
from patients who died (n = 1,060). An in-house IgM anti-
gen capture ELISA (MAC-ELISA) (12) was also per-
formed to confirm dengue infection in sera from patients
who died.

IgG-ELISA was performed, as previously described
(13), in serum samples available from patients with fatal
outcomes (n = 37) and in paired serum samples from
patients with fatal cases (n = 88). According to the 1gG-
ELISA criteria, the immune response is defined as primary
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when acute-phase serum samples obtained before day 5 of
illness have 1gG antibody titers <1:160 and convalescent-
phase sera have titers <1:40,960. Infections are considered
secondary when IgG titers are >1:160 in the acute-phase
serum and >1:163,840 in convalescent-phase samples.

Immunohistochemical Procedure

Sections of formalin-fixed, paraffin-embedded tissues
were processed by using the streptavidin-biotin method,
according to the manufacturer’s protocol (Kit LSAB,
DAKO, Carpinteria, CA, USA). Monoclonal antibodies
for DENV-1, -2, and -3 were provided by the Centers for
Disease Control and Prevention.

Results

Laboratory Findings

DENV was isolated from 237 (25.6%) of 927 acute-
phase serum specimens injected into C6/36 cells and iden-
tified as DENV-3 (n = 234), DENV-1 (n = 2), and DENV-2
(n =1). Of the 927 serum samples, 282 were submitted for
virus isolation and RT-PCR. RT-PCR identified 129
(45.7%) of 282 cases as DENV-3. Thus, the overall results
obtained with both methods showed that 321 (99.1%) of
324 viruses identified were DENV-3. A total of 171 sam-
ples were submitted for both MAC-ELISA and either virus
isolation or RT-PCR. When MAC-ELISA results were
added to the diagnostic algorithms, case confirmation
reached 53.3% (831/1,559) (Table 1).

Dengue infection was confirmed in 40 (64.5%) of 62
patients who died. In 21 of these cases, infection was con-
firmed by at least 2 methods employed as follows: 2 cases
by virus isolation and RT-PCR; 9 cases by MAC-ELISA and
RT-PCR; 6 cases by RT-PCR and immunohistochemistry; 2
cases by MAC-ELISA and immunohistochemistry; 1 case
by virus isolation, RT-PCR, and immunohistochemistry;
and 1 case by virus isolation, MAC-ELISA, and RT-PCR.

The male: female ratio was 1:1.08 in DENV-3 patients
and 1:1.6 when only fatal cases were considered. The age
range of patients who died was 7-65 years. A total of 103
clinical samples (serum or fresh tissues samples of liver,
spleen, lung, kidney, and brain) were available from the 62
patients with fatal outcome. In these samples, we were able
to detect viral RNA, by using RT-PCR, in 33 (32.0%) of
103 specimens. DENV-3 RNA was identified from the
CSF of 1 patient (Table 2). Of the 99 clinical specimens
injected into C6/36 cells, DENV-3 was recovered from 6
specimens; a total of 24 fatal cases were confirmed as
DENV-3 infection by using both methods (Table 2).

Immunohistochemical procedures detected DENV anti-
gen in 48% of specimens from patients with fatal cases,
mainly in hepatocytes. Among all the tissues analyzed, the
liver was the site where DENV was most frequently
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Table 1. Monthly distribution of suspected dengue cases investigated January—July, 2002, State of Rio de Janeiro*

Virus isolation RT-PCR MAC-ELISA IgG-ELISA Confirmed Deaths
positive/ positive/ Serotype positive/ positive/ cases/studied positive/
Month studied (%) studied (%) detected studied (%) studied (%) cases (%) studied (%)
January 114/360 47/93 2 DENV-1; 203/373 61/67 308/525 6/8
1 DENV-2;
135 DENV-3
February 61/315 49/89 103 DENV-3 212/356 29/41 279/504 15/20
March 55/173 28/69 72 DENV-3 123/220 15/29 187/375 15/23
April 3/45 5/18 7 DENV-3 38/71 3/8 49/97 4/8
May 2/22 0/7 2 DENV-3 4/26 ND 6/38 071
June 2/6 0/6 2 DENV-3 0/9 0/2 2/11 0/2
July 0/6 ND 0 0/5 071 0/9 0
Total 237/927 (25.6) 129/282 (45.7) 2 DENV-1, 580/1,060 (54.7) 108/148 (73.0) 831/1,559 (53.3) 40/62 (64.5)
1 DENV-2;
321 DENV-3

*RT-PCR, reverse transcriptase—polymerase chain reaction; MAC-ELISA, immunoglobulin M antigen capture enzyme-linked immunosorbent assay; 1gG,

immunoglobulin G; DENV, dengue virus; ND, not done.

recovered by using RT-PCR, virus isolation, and immuno-
histochemistry (Table 3). The pattern of immunoreactivity
in all tissues showed cytoplasmic granular positivity.

The histopathologic findings in patients with confirmed
fatal cases showed that the liver was the most affected
organ, with macro- and microvacuolization and discrete
lymphocytic infiltration of the periportal space. Focal
necrosis, swelling of hepatocytes, and colestasis were fre-
quently observed. Edema and congestion were the pre-
dominant findings in the brain. Microhemorrhagic foci
were also present; however, a marked inflammatory reac-
tion was not observed. Meningeal congestion was fre-
quent. Intraalveolar hemorrhaging was seen in the lungs,
associated with the inflammatory infiltration of lympho-
cytes. In the spleen, congestion of the paracortical zone
was the most frequent finding.

IgG-ELISA was performed on 37 serum specimens
available from patients who died to characterize the
immune response, 20 (54.1%) cases were classified as pri-
mary infection, 9 (24.3%) cases as secondary, and 8
(21.6%) cases as inconclusive. In 88 nonfatal cases of con-
firmed DENV-3 infection, 49 (55.7%) were classified as
primary infection and 39 (44.3%) as secondary infection.

Clinical Findings

When stratified analysis was conducted on data from
the 297 DENV-3 patients who died (131 male and 166
female), confirmed by RT-PCR, virus isolation, or both,
the following signs and symptoms were noted: fever
(100.0%), headache (96.3%), myalgia (80.8%), prostration
(71.4%), nausea/vomiting (70.0%), retroorbital pain
(58.9%), and arthralgia (54.9%). Hypotension (8.8%) and
abdominal pain (1.7%) were also observed in some
patients with severe cases. Neurologic signs were observed
in 1.3%, and hepatic involvement was demonstrated by the
number of patients with jaundice (5.4%). Trombo-
cytopenia was noted in 6.1% of patients. The hemorrhagic
manifestations in 297 of these patients were metrorrhagia
(13.3%), epistaxis (3.7%), melena (5.1%), hematuria
(4.0%), hematemesis (2.7%), bleeding gums (1.3%),
hemoptysis (0.7%), and ecchymosis (1.0%).

Discussion

During 2002, a total of 771,551 dengue cases were
reported in Brazil, mainly in the southeastern and north-
eastern regions. That number corresponded to 80% of
reported dengue cases in the Americas (http://www.
paho.org; 21 Nov 2002).

Table 2. Investigation of suspected fatal dengue cases according to available clinical samples*

RT-PCR Virus isolation Confirmed
positive/ positive/ Serotype MAC-ELISA Immunohistochemistry ~ cases/studied
Clinical specimen studied (%) studied (%) detected positive/studied positive/studied cases (%)
Serum 15/42 4/38 15 DENV-3 18/42 ND 26/42 (61.9)
CSF 1/2 0/2 1 DENV-3 0/2 ND 1/2
Fresh tissues 17/59 2/59 17 DENV-3 ND ND 17/59(28.8)
Formalin-fixed ND ND 0 0 23/48 23/48 (47.9)
and paraffin
embedded tissues
Total 33/103 (32.0) 6/99 (6.0) 33 DENV-3 18/44 (40.9) 23/48 (47.9) 40/627 (64.5)

*RT-PCR, reverse transcriptase—polymerase chain reaction; MAC-ELISA, immunoglobulin M antigen capture enzyme-linked immunosorbent assay;
DENV, dengue virus; IgG, immunoglobulin G; ND, not done; CSF cerebrospinal fluid.

tTotal of confirmed fatal cases by any method/total of fatal cases studied.

1378

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 11, No. 9, September 2005



Dengue Virus Type 3, Brazil, 2002

Table 3. Dengue virus detection according to tissues samples analyzed from patients with laboratory-confirmed fatal cases*

Tissues sample RT-PCR positive/studied

Virus isolation positive/studied

Immunohistochemistry positive/studied

Liver 777
Lung 4/4
Brain 3/3
Kidney 2/2
Spleen 11

2/6 15/23
0/4 2/10
0/3 217
02 0
0N 4/11

*RT-PCR, reverse transcriptase—polymerase chain reaction.

The State of Rio de Janeiro, with a total population of
14,391,282 inhabitants, is located in an area of 43,696,054
kmz2 on the coast of the southeast region of Brazil. Most of
the population (11,094,994) inhabit the greater metropoli-
tan region of the state, including the capital Rio de Janeiro
and another 18 surrounding municipalities. This region
caused 308,125 (87.5%) of 351,959 DENV-1 and DENV-
2 cases reported in the state in the last 15 years (9).

The introduction of DENV-3 into Rio de Janeiro in 2000
placed the region at high risk for a new epidemic due to this
serotype, since the introduction of a new serotype into a
susceptible population with high mosquito densities may
produce a large epidemic after a lag period (14). Indeed, 1
year after the DENV-3 introduction, this serotype was
responsible for the most severe epidemic in the state’s his-
tory in terms of the highest number of reported cases, the
severity of clinical manifestations, and the number of con-
firmed deaths. In this DENV-3 epidemic, the number of
DHF/dengue shock syndrome (DSS) cases (1,831) and
deaths (91) exceeded the total number of DHF/DSS cases
(1,621) and deaths (76) in the entire country from 1986 to
2001 (15). The occurrence of 3 confirmed deaths in chil-
dren <15 years of age could represent a change in the epi-
demiologic scenario, since DHF/DSS cases in Brazil have
been observed almost exclusively in adults (16).

When we analyzed the clinical data on patients with
nonfatal cases, the frequency of fever, headache, and myal-
gias was similar to those observed during the DENV-1 epi-
demic in 1986 to 1987 (17); however, prostration,
hemorrhagic manifestations, and hypotension were
observed more often in the more recent DENV-3 epidem-
ic. Furthermore, prostration caused by DENV-3 infection
was previously described as a cause for hospital admission
during an epidemic in Queensland, Australia (18). Mild
and severe forms of the disease were also reported during
DENV-3 epidemics in New Caledonia and Tahiti, respec-
tively (19,20).

An increase in unusual manifestations was observed
during this epidemic, characterized by the incidence of cen-
tral nervous system (CNS) involvement and hepatitis.
Although CNS involvement has been previously reported
during dengue epidemics, including those in Brazil (21,22),
it increased during this epidemic, when many patients
reported dizziness. In 1 fatal case, this involvement was
confirmed by detecting DENV-3 RNA in CSF. Neurologic
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disorders associated with dengue cases have been referred
to as dengue encephalopathy, attributed to immunopatho-
logic responses and not to CNS infection. However, isolat-
ing DENV-3 and detecting DENV-2 by using RT-PCR from
CSF provide evidence that DENV has neurovirulent prop-
erties and can cause encephalitis in both primary and sec-
ondary infections (23). Moreover, the breakdown of the
blood-brain barrier has been previously demonstrated in
fatal dengue cases (24). Data about transaminase levels
from dengue patients were not available; however, the
impact of DENV infection on liver functions could be
demonstrated by patients with jaundice. Alterations in lev-
els of aspartate aminotransferase and alanine aminotrans-
ferase were observed in 63.4% and 45% of dengue patients
in a study performed during a DENV-3 outbreak in the city
of Campos de Goytacazes in the same year (25). Transient
derangement of liver functions has been previously demon-
strated in dengue patients and in DHF patients with or with-
out hepatomegaly (26,27). In this study, hepatomegaly was
reported only in patients who died. A low rate of
hepatomegaly due to dengue infection was previously
reported in Manila; 1% of patients with confirmed cases
had this sign. These levels are considerably lower than the
levels observed in Bangkok (80%-90%) and Jakarta (49%)
(26). A study on clinical differences observed in patients
with dengue caused by DENV-3 showed that they had 3.06
times more risk for abdominal pain than patients with
DENV-1 and 6.07 times more risk for shock than patients
infected with DENV-2 (28).

A retrospective study of the patients who died (29) in
this epidemic showed that warning signs occurred in
88.1% of patients on hospital admission: hypotension
(59.5%), abdominal pain (35.7%), and preshock (35.7%).
During hospitalization, the proportion with hypotension
reached 75.6% and with shock, 61%. The World Health
Organization criteria for DHF were fullfilled by 35.5% of
the hospitalized patients. Death due to shock occurred in
57.8% of patients, cardiac failure in 17.8%, and massive
pulmonary hemorrhage and meningoencephalitis in 2
cases (29).

Liver tissue was the most important tissue for virus
detection by using virus isolation, RT-PCR, or immunohis-
tochemistry. Recently, the liver was recognized as a major
target organ in the pathogenesis of DENV infection; the
active replication in hepatocytes (30,31) could explain
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these findings. The virologic confirmation of cases in 24
patients who died was similar to that described in
Indonesia (32).

The increased mortality rate has already been related to
the general phenomenon of increased dengue incidence
and severity. The reintroduction of DENV-3 in Puerto Rico
and Queensland did not result in death (14,18); however,
in Jakarta the DENV-3 fatality rate was nearly 3 times
higher than the fatality rate observed for the other
serotypes (33).

In this study, the disease severity and the occurrence of
deaths resulting from primary infections could be partially
explained by the virulence of the DENV-3 strain. Analysis
of the partial nucleotide sequence of the genome showed
that Brazilian DENV-3 belongs to genotype Il (Sri
Lanka/India), similar to the strains currently circulating on
the American continent (34). Previous studies have shown
that this genotype caused DHF epidemics in Sri Lanka and
India and was associated with DHF cases in Mexico (35).
Fatal cases resulting from dengue primary infections were
described before DENV-3 was introduced in Brazil (36),
although the largest number of DHF/DSS cases occurring
in the state were due to secondary DENV-2 infections
(Southeast Asia-Jamaican genotype) (16). These findings
showed that some DENV strains can be more virulent than
others and that antibody-dependent enhancement alone
does not explain all cases of severe disease (33,37-39).
Genotyping studies performed in Sri Lanka and French
Polynesia showed that viral strains in themselves are an
important risk factor for DHF/DSS (20,40).

The scenario of dengue in Brazil indicates that more
emphasis should be placed on efforts to control the vector.
An active epidemiologic surveillance laboratory should be
supported, and a clearer understanding of the epidemiolog-
ic characteristics of dengue transmission is required.

Acknowledgments

We are grateful to D.J. Gubler for his critical review of the
manuscript and for providing monoclonal antibodies for DENV-
1, -2, and -3; to the staff of the Instituto de Pesquisa Clinica
Evandro Chagas (IPEC)-FIOCRUZ; and to the municipal health
secretaries for providing blood samples.

This work was supported by grants from the Conselho
Nacional de Desenvolvimento Cientifico e Tecnolégico (CNPq
501564/2003-9), PAPES III-FIOCRUZ and FAPERJ (E-
26/152.490/2002).

Dr Nogueira is head of the Flavivirus Laboratory and is an
affilliated researcher with the Department of Virology of the
Oswaldo Cruz Institute—FIOCRUZ. She has been working with
dengue viruses for the past 18 years, contributing to the knowl-
edge and surveillance of these viruses in Brazil since their intro-
duction.

1380

References

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Rosen L. Comments on the epidemiology, pathogenesis and control
of dengue. Med Trop (Mars). 1999;59:495-8.

Gubler DJ. Epidemic dengue/dengue hemorrhagic fever as a public
health, social and economic problem in the 21st century. Trends
Microbiol. 2002;10:100-3.

. Guzman MG, Kouri G. Dengue and dengue hemorrhagic fever in the

Americas: lessons and challenges. J Clin Virol. 2003;27:1-13.

. Nogueira RMR, Miagostovich MP, Schatzmayr HG. Dengue virus in

Brazil. Dengue Bull. 2002;26:1-10.

. Centers for Disease Control and Prevention. Dengue 3 in Central

America. Dengue surveillance summary. San Juan, Puerto Rico: The
Centers; 1995. p. 1-3.

. Pinheiro FP, Corber SJ. Global situation of dengue and dengue hem-

orrhagic fever and its emergence in the Americas. World Health
Organ Stat Q. 1997;50:161-9.

. Nogueira RMR, Miagostovich MP, Filippis AMB, Pereira MAS,

Schatzmayr HG. Dengue type 3 in Rio de Janeiro, Brazil. Mem Inst
Oswaldo Cruz. 2001;96:925-6.

. De Simone TS, Nogueira RMR, Araljo ESM, Guimaraes FR, Santos

FB, Schatzmayr HG, et al. Dengue viruses surveillance: the introduc-
tion of Den-3 virus in Brazil. Trans R Soc Trop Med Hyg. 2004;98:
553-62.

. Secretaria de Estado de Salde do Rio de Janeiro (SES/RJ). Quadro

demonstrativo de casos notificados de dengue no estado do Rio de
Janeiro de 1986-2002. Rio de Janeiro, Brasil: Government of the
State of Rio de Janeiro; 2002.

Gubler DJ, Kuno G, Sather GE, Velez M, Oliver A. Use of mosquito
cell cultures and specific monoclonal antibodies in surveillance for
dengue viruses. Am J Trop Med Hyg. 1984;33:158-65.

Lanciotti RS, Calisher CH, Gubler DJ, Chang GJ, Vorndam V. Rapid
detection and typing of dengue viruses from clinical samples by using
reverse transcriptase-polymerase chain reaction. J Clin Microbiol.
1992;30:545-51.

Kuno G, Gomez |, Gubler D J. Detecting artificial anti-dengue IgM
immune complexes using an enzyme-linked immunosorbent assay.
Am J Trop Med Hyg. 1987;36:153-9.

Miagostovich MP, Vorndam V, Araljo ESM, Santos FB, Schatzmayr
HG, Nogueira RMR. Evaluation of 1gG enzyme-linked immunosor-
bent assay for dengue diagnosis. J Clin Virol. 1999;14:183-9.
Rigau-Perez JG, Ayala-Lépez A, Garcia-Rivera EJ, Hudson SM,
Vorndam V, Reiter P, et al. The reappearence of dengue-3 and subse-
quent dengue-4 and dengue-1 epidemic in Puerto Rico in 1998. Am J
Trop Med Hyg. 2002;67:355-62.

Barbosa da Silva J Jr, Siqueira JB Jr, Coelho GE, Vilarinhos PT,
Pimenta Janior FG Jr. Dengue in Brazil: current situation and preven-
tion and control activities. Epidemiol Bull. 2002;23:1-6.

Zagne SMO, Alves VGF, Nogueira RMR, Miagostovich MP, Lampe
E, Tavares W. Dengue haemorrhagic fever in the State of Rio de
Janeiro, Brazil: a study of 56 confirmed cases. Trans R Soc Trop Med
Hyg. 1994;88:677-9.

Schatzmayr HG, Nogueira RMR, Travassos da Rosa APA. An out-
break of dengue virus at Rio de Janeiro—1986. Mem Inst Oswaldo
Cruz. 1986;81:245-6.

Hanna JN, Ritchie SA, Phillips DA, Serafin IL, Hills SL, Van der
Hurk AF, et al. An epidemic of dengue 3 in far north Queensland,
1997-1999. Med J Aust. 2001;174:178-82.

Laille M, Deubel V, Sainte-Maire F. Demonstration of concurrent
dengue 1 and dengue 3 infection in 6 patients by the polymerase
chain reaction. J Med Virol. 1991;34:51-4.

Chungue E, Deubel V, Cassar O, Laille M, Martin PM. Molecular
epidemiology of dengue 3 viruses and genetic relatedness among
dengue 3 strains isolated from patients with mild or severe form of
dengue fever in French Polynesia. J Gen Virol. 1993;74:2765-70.

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 11, No. 9, September 2005



21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Nogueira RMR, Filippis AMB, Coelho JMO, Sequeira PC,
Schatzmayr HG, Paiva FG, et al. Dengue virus in central nervous sys-
tem (CNS) in Brazil. Southeast Asian J Trop Med Public Health.
2002;33:68-71.

Leao RN, Oikawa T, Rosa ES, Yamaki JT, Rodrigues SG,
Vasconcelos HB, et al. Isolation of dengue 2 virus from a patient with
central nervous system involvement (transverse myelitis). Rev Soc
Bras Med Trop. 2002;35:401-4.

Lum LC, Lam SK, Choy YS, George R, Harun F. Dengue encephali-
tis—a true entity? Am J Trop Med Hyg. 1996;54:256-9.
Miagostovich MP, Ramos RG, Nicol AF, Nogueira RMR, Cuzzi-
Maya T, Oliveira AV, et al. Retrospective study on dengue fatal cases.
Clin Neuropathol. 1997;16:204-8.

Souza LJ, Alves JG, Nogueira RMR, Neto CG, Bastos DA, Siqueira
EWS, et al. Aminotransferase changes and acute hepatitis in patients
with dengue fever: analysis of 1585 cases. Braz J Infect Dis.
2004;8:156-63.

Wahid SF, Sanusi S, Zawawi MM, Ali RA. A comparison of the pat-
tern of liver involvement in dengue hemorrhagic fever with classic
dengue fever. Southeast Asian J Trop Med Public Health.
2000;31:259-63.

Eram S, Setyabudi Y, Sadono T, Sutrisno DS, Gubler DJ, Sarozo JS.
Epidemic dengue hemorrhagic fever in rural Indonesia. Il Clinical
studies. Am J Trop Med 1979;28:711-6.

Passos MNP, Santos LMJG, Pereira MRR, Casali CG, Fortes BPMD,
Valencia LIO, et al. Diferencas clinicas observadas em pacientes com
dengue causadas por diferentes sorotipos na epidemia de 2001/2002,
ocorrida no municipio de Rio de Janeiro. Rev Soc Bras Med Trop.
2004;37:293-5.

Azevedo MB, Kneipp MB, Baran M, Nicolai CCA, Caldas DR,
Fernandes SR, et al. O previsivel e o prevenivel: Mortes por dengue
na epidemia carioca. Revista Salde em Foco. Informe
Epidemioldgico em Saude Coletiva. 2002;24:65-79.

Couvelard A, Marianneau P, Bedel C, Drouet MT, Vachon F, Henin
D, et al. Report of a fatal case of dengue infection with hepatitis:
demonstration of dengue antigens in hepatocytes and liver apoptosis.
Hum Pathol. 1999;30:1106-10.

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 11, No. 9, September 2005

3L

32.

33.

34.

35.

36.

37.

38.

39.

40.

Dengue Virus Type 3, Brazil, 2002

Lin YL, Liu CC, Lei HY, Yeh TM, Lin YS, Chen RM, et al. Infection
of five human liver cell lines by dengue-2 virus. J Med Virol.
2000;60:425-31.

Sumarmo, Wulur H, Jahja E, Gubler DJ, Suharyono W, Sorensen K.
Clinical observations on virologically confirmed fatal dengue infec-
tions in Jakarta, Indonesia. Bull World Health Organ.
1983;61:693-701.

Gubler DJ, Suharyono W, Lubis I, Eram S, Sulianti Saroso J.
Epidemic dengue hemorrhagic fever in rural Indonesia. I. Virological
and epidemiological studies. Am J Trop Med Hyg. 1979;28:701-10.
Miagostovich MP, Santos FB, De Simone TS, Costa EV, Filippis
AMB, Schatzmayr HG, et al. Genetic characterization of dengue virus
type 3 isolates in the State of Rio de Janeiro, 2001. Braz J Med Biol
Res. 2002;35:869-72.

Brisefio B, Gémez H, Argott E, Montesano R, Vazques AL, Madrigal
R, et al. Potential risk for dengue hemorrhagic fever: the isolation of
dengue serotype 3 in Mexico. Emerg Infect Dis. 1996;2:133-5.
Nogueira RMR, Schatzmayr HG, Cunha RV, Zagne SMO, Gomes FP,
Miagostovich MP. Dengue fatal cases in primary infections in Brazil.
Trans R Soc Trop Med Hyg. 1999;93:418.

Gubler DJ. Dengue and dengue hemorrhagic fever. Clin Microbiol
Rev. 1998;11:480-6.

Rosen L. The emperor’s new clothes revisited, or reflections on the
pathogenesis of dengue hemorrhagic fever. Am J Trop Med Hyg.
1977;26:337-43.

Halstead SB. Dengue haemorrhagic fever—a public health problem
and a field for research. Bull World Health Organ. 1980;58:1-21.
Messer WB, Vitarana UT, Sivananthan K, Elvtigala J, Preethimala
LD, Ramesh R, et al. Epidemiology of dengue in Sri Lanka before
and after the emergence of epidemic dengue hemorrhagic fever . Am
J Trop Med Hyg. 2002;66:765.

Address for correspondence: Rita Maria Ribeiro Nogueira, Laboratério

de

Flavivirus Departamento de Virologia, Instituto Oswaldo Cruz,

FIOCRUZ, Avenida Brasil 4365, Pavilhdo Cardoso Fontes 21040-190,
Rio de Janeiro, Brazil; fax: 55-21-2598-4373; email: rita@ioc.fiocruz.br

The Public Health Image Library (PHIL)

The Public Health Image Library (PHIL), Centers for Disease Control and
Prevention, contains thousands of public health-related images, including
high-resolution (print quality) photographs, illustrations, and videos.

PHIL collections illustrate current events and articles, supply visual content
for health promotion brochures, document the effects of disease, and
enhance instructional media.

PHIL Images, accessible to PC and Macintosh users, are in the public
domain and available without charge.

Visit PHIL at http://phil.cdc.gov/phil.

1381



RESEARCH

Trypanosomiasis Control,
Democratic Republic of
Congo, 1993-2003

Pascal Lutumba,*t Jo Robays,t Constantin Miaka mia Bilenge,* Victor Kande Betu Ku Mesu,*
Didier Molisho, Johan Declercq,§8 Wim Van der Veken,8 Filip Meheus,{ Jean Jannin #
and Marleen Boelaertt

In the Democratic Republic of Congo (DRC), human
African trypanosomiasis (HAT) reached unprecedented lev-
els in the 1990s. To assess recent trends and evaluate con-
trol efforts, we analyzed epidemiologic and financial data
collected by all agencies involved in HAT control in DRC
from 1993 to 2003. Funds allocated to control populations,
as well as to the population screened, doubled from 1993
to 1997 and from 1998 to 2003. The number of cases
detected decreased from 26,000 new cases per year in
1998 to 11,000 in 2003. Our analysis shows that HAT con-
trol in DRC is almost completely dependent on internation-
al aid and that sudden withdrawal of such aid in 1990 had
a long-lasting effect. Since 1998, control efforts intensified
because of renewed donor interest, including a public-pri-
vate partnership, and this effort led to a major reduction in
HAT incidence. To avoid reemergence of this disease, such
efforts should be sustained.

H uman African trypanosomiasis (HAT), or sleeping
sickness, is a vectorborne disease caused by the para-
site Trypanosoma brucei. East African HAT is caused by T.
b. rhodesiense and West African HAT, the subject of this
article, by T. b. gambiense. The latter species causes a
slowly progressing fatal disease with few specific symp-
toms or none in its initial stage (1). The only proven effec-
tive way to control T.b. gambiense HAT is mass population
screening and treatment of those infected. Well conducted
campaigns reduce the human parasite reservoir and there-
fore HAT incidence (2).

*Programme National de Lutte contre la Trypanosomiase
Humaine Africaine, Kinshasa, Democratic Republic of Congo;
TInstitute of Tropical Medicine, Antwerp, Belgium; $Fonds Médical
Tropical, Kinshasa, Democratic Republic of Congo; §Coopération
Technique Belge, Kinshasa, Democratic Republic of Congo;
finstitute of Development Policy and Management, Antwerp,
Belgium; and #World Health Organization, Geneva, Switzerland
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Substantial observational evidence from Sudan (3),
Uganda (4), Equatorial Guinea (5), and the Bandundu
region in former Zaire (6) has shown that intensive screen-
and-treat programs effectively reduce HAT incidence. So
far, no evidence has shown that adding vector control to
active case finding is effective, and vector-control efforts
are limited (5). HAT is one of the so-called neglected dis-
eases that afflict the developing world; the term indicates
the lack of drug research and development for these condi-
tions (7). In the field of HAT, the situation was so bleak by
1998 that production of sleeping sickness drugs was no
longer guaranteed. A public-private partnership was estab-
lished in 2001 between the World Health Organization
(WHO) and Sanofi-Aventis (Paris, France), the main phar-
maceutical manufacturer of anti-HAT drugs. Sanofi-
Aventis donated the 3 most used anti-HAT drugs (DFMO
[difluoromethylornithine], melarsoprol, and pentamidine)
for 5 years and also offered funding for disease control and
innovative research. Bayer AG (Leverkusen, Germany)
has donated a 5-year supply of suramin, another anti-HAT
drug. These donations were welcomed by HAT control
programs, which used to spend up to 46% of their annual
budgets on the purchase of drugs (S. Van Nieuwenhove et
al., unpub. data).

The sustainability of HAT control has been a recurrent
concern, as exemplified by the postcolonial history of
sleeping sickness control in the Democratic Republic of
Congo (DRC). By 1960, the year of DRC’s independence,
HAT was almost completely eliminated, but by 1976,
many new cases were diagnosed. HAT control received
substantial international aid during the 1980s, which
amounted to >90% of DRC’s HAT budget. However, this
international support was suddenly withdrawn after the
massacre of students at the Lubumbashi University in May
1990 (8). Inevitably, sleeping sickness returned to DRC in
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full measure. In 1994, donors again allocated financial sup-
port for HAT control as humanitarian emergency aid and
channeled its implementation through nongovernmental
organizations. However, by 1997, the epidemiologic situa-
tion seemed little better than in the 1930s (9,10) and
showed a rising trend that was cause for concern.
Moreover, the HAT problem in DRC was no longer restrict-
ed to remote rural districts: urban areas such as Kinshasa
were reporting cases (11). In 1998, Belgian bilateral aid for
HAT resumed under a 5-year support program, and full
screening and treatment programs were restarted. Several
authors ascribe the reemergence of HAT in DRC primarily
to the interruption of bilateral and multilateral aid that
occurred after 1990 (12-14). The drastic reduction in spe-
cific control activities at a time when the epidemic was
spreading, in the context of overall collapse of the
Congolese health infrastructure, most likely contributed to
the exponential rise in HAT cases after 1990. We examined
the recent trends of HAT in DRC and evaluated the effects
and sustainability of the control program.

Methods

Context

DRC has a surface area of 2.345.000 km2 and =60 mil-
lion inhabitants, for a density of 25 inhabitants/kmz2,
Administratively, DRC is subdivided into 11 provinces,
and HAT is endemic in 9 of them (Programme National de
Lutte contre la Trypanosomiase Humaine Africaine
[PNLTHA], unpub. data). Since 1990, the country has
been devastated by political turmoil and civil war
(1996-1997 and 1998-2003). The health status of the pop-
ulation has deteriorated because of progressive breakdown
of health infrastructures, disease outbreaks, and the
reemergence of endemic diseases such as tuberculosis and
HAT. The emergence of HIV/AIDS has added to this cata-
log of health disasters.

HAT control in DRC is organized by a national pro-
gram, PNLTHA. This program divides HAT-endemic areas
into 7 regions, each under the responsibility of a regional
coordinator (Figure 1). These regions do not coincide with
the administrative divisions (provinces).

The main control strategy of PNLTHA is to actively
screen the population at risk by specialized mobile teams
(15), who refer patients with confirmed cases to regular
health services and specialized centers for treatment.
Screening was based on the palpation of cervical glands
until 1996, when a serologic screening test (card agglutina-
tion test for trypanosomiasis [CATT]) was added to the
algorithm (16). Each mobile team screens =40,000 per-
sons/year. A considerable amount of passive case finding
takes place as well, for example, when the regular health
service staff diagnose HAT in a patient who arrives for a
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Figure 1. Disease-endemic regions (indicated by shaded areas) in
the Democratic Republic of Congo, as managed by human African
trypanosomiasis program.

consultation. PNLTHA’s control strategies also include
vector control.

Data Sources

We used the PNLTHA epidemiologic surveillance data-
base that included all HAT cases detected by mobile teams
and regular health services since 1926. For 1993-2003, we
examined the monthly reports compiled by the regional
PNLTHA coordinators, with the exception of those from
Maniema-Katanga and the Province Orientale because
they were incomplete and fragmentary as a consequence of
the ongoing war.

We distinguish 2 discrete periods for the analysis of
international aid. From 1993 to 1997, only humanitarian
aid budgets were allocated to HAT control, typically last-
ing for a maximum of 6 months. Because of the political
turmoil at that time in DRC, international aid for HAT was
given as “indirect aid,” i.e., donors would give cash grants
to 3 nongovernmental organizations (NGOs)—Fonds
Médical Tropical (FOMETRO), Medische Missie
Samenwerking (MEMISA), and Médecins sans Frontieres
(MSF)—and rely on them for implementation. MEMISA
and MSF would supplement this indirect aid with funds
they had privately raised. Between 1998 and 2003, the
Congolese government again benefitted from long-term
international aid programs, and the Belgian Technical
Cooperation (BTC) launched its own technical assistance
program for HAT control. The same NGOs continued to
play a major role in implementation, as well as partly fund-
ing, these control activities. For the period under study,
WHO funds were donated directly to PNLTHA, while
those from the European Union were given to FOMETRO.

We obtained financial data on budgets and expenditure
for HAT control directly from the various donor agencies
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and cross-checked data with all the implementing agencies
(PNLTHA, the 3 NGOs, and the BTC engaged in HAT
control in DRC during the period under study) (Table 1).
Only funds allocated to HAT control were incorporated in
our study; we excluded funds earmarked for research. To
avoid duplication, we categorized financial resources by
donating and not by implementing agency. Over the entire
study period, the Congolese government only allocated
funds for personnel costs, and those were included in our
computations at an average salary of US$12.50 per month
per person. All international aid was donated in cash
directly to the NGOs or BTC.

Expenditure in Belgian francs was converted into US
dollars, according to the exchange rate that applied at time
of expenditure. Expenditure in euros was converted at a
fixed rate of 40.3399 Belgian francs = 1 euro. The
exchange rate between the US dollar and euro was the aver-
age exchange rate per year based on Federal Reserve
Statistical Release (available at http://www.federalreserve.
gov/releases/H10/Hist/). All current dollars were converted
to constant 1998 dollars by using the US Office of Labor
Consumer price Index. All data were stored and analyzed in
an Excel database (Microsoft Corp., Redmond, WA, USA).

Definitions

PNLTHA defines a new HAT patient as a person whose
condition has, for the first time, been diagnosed by para-
sitologic examination as sleeping sickness. Relapse cases
are thus not included in this study. The HAT detection rate
is the number of newly detected cases, expressed as a pro-
portion of the screened population. We distinguish the
active detection rate (ADR), in which data are collected
through active case finding, from the overall detection rate,
which also includes cases detected at health facilities. The
coverage rate of the population is the proportion of the

population tested (through active or passive case finding)
divided by the population at risk for HAT. The participa-
tion rate applies only to active case finding and is defined
as the number of persons screened by the mobile teams
divided by the target population. The proportion of treated
patients is the number of persons who received HAT treat-
ment divided by the number of persons detected with HAT.

Evaluation Method

We structured our evaluation of the HAT control pro-
gram in the form of input, process, output, and outcome
analyses (17) and according to the method of Bouchet et
al. (18) (Table 2). Input represents the human and financial
resources invested in the program. Drug availability, meas-
ured as the number of occasions that the stock ran out dur-
ing the period under study, was also considered as an input.
Process indicators are not reported in this study because
they are relevant only to the daily management of the pro-
gram. Program output was measured through an analysis
of coverage of the population at risk, the participation rate
in screening, the number of detected HAT cases, the pro-
portion of patients with detected HAT patients who
received treatment, and the proportion of patients with
treated cases that have been followed-up correctly. We
report the annual HAT detection rate, both nationally and
for each region, as indicators of program outcome.

Results

Outcome

Figure 2 represents the evolution in the annual number
of newly detected HAT cases in DRC from 1926 to 2003.
Between 1960 and 1989, the figure shows an increasing
trend with 2 small peaks in 1970 and 1986. This trend was
interrupted in 1990 and 1991, which coincides with the

Table 1. Financial resources converted to constant 1998 US$ and their origin during the first (1993-1997) and the second period

(1998-2003)*t

1993-1997 1998-2003
Type of donor Us$ Percentage Us$ Percentage

Belgian government Bilateral 4,508,774 69.2 14,566,002 871
European union Bilateral 1,337,946 20.5 656,367 3.9
Congolese government NA 270,611 4.2 329,441 2.0
WHO Multilateral 0.0 527,698 3.2
Pain pour le Mondej} NGO 70,430 11 68,411 0.4
MSF} NGO 0.0 104,233 0.6
MEMISAL NGO 70,965 1.1 462,906 2.8
AFRICAZL NGO 0.0 6,440 0.1
Caritas—Germanyi NGO 254,506 3.9 0 0.0
Total 6,513,232 100.0 16,721,496 100.0
Total per year 1,302,646 2,786,916

*NA., not applicable; NGO, nongovernmental organization; WHO, World Health Organization; MSF, Médecins Sans Frontiéres Belgique; MEMISA,
Medische Missie Samenwerking; AFRICA, Association des Femmes pour les Rencontres Intellectuelles et Culturelles en Afrique.

tSanofi-Aventis/Bayer in-kind drug donation not included; see text.

FThe amounts mentioned for NGOs are limited to the “own funds,” i.e., funds that they had privately raised and spent on sleeping sickness control.
Several NGOs were implementing HAT control activities with funds provided by the bilateral or multilateral donors.
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Table 2. Indicators for evaluating population screening for human
African trypanosomiasis (HAT)*

Indicators

Financial resources

Human resources

Availability of tests and anti-HAT drugs
Identification of villages at risk

Census of population at risk

Involvement of population at risk in active case
detection

Lymph node palpation

CATT test

Parasitologic test for HAT confirmation
Lumbar puncture to determine the stage of disease
Treatment

Treatment follow-up

Coverage rate of population at risk
Participation rate

Identification of suspects

Identification of HAT cases

Proportion of HAT cases detected and treated
Proportion of HAT cases treated and followed
Outcome  Annual HAT detection rate and trend

Input

Process

Output

*CATT, card agglutination test for trypanosomiasis.

sudden arrest of control activities in 1990. When humani-
tarian aid was launched in 1993, the annual number of
detected cases increased markedly. The peak was reached
in 1998, when the control program detected 26,318 new
HAT cases in a screened population of 1,472,674 persons.

After 1998, a marked decline occurred in the number of
HAT cases detected, which was not due to an overall
decrease in screening activities; the number of operational
mobile teams and number of screened persons continued to
increase over that period (Figure 3). The overall HAT
detection rate, based on active case finding, declined from
1.1% in 1994 to 0.3% in 2002. However, this overall
decline in detected HAT cases masks differences between
regions. Figure 4 shows the evolution of the number of
HAT cases and active detection rate, by region, from 1993
until 2002.

Input

In 1990, 25 mobile teams covered the population at
risk. With the reduction in external financial support, 10
teams remained operational from 1991 to 1993. This num-
ber slowly increased to 33 teams in 1998 and to 46 teams
in 2002. These increases were concentrated in the regions
of Bandundu, Equateur-Nord, and Kasai, where the num-
ber of teams rose to 13, 13, and 7, respectively, which
accounts for 33 mobile teams of 46. In 1993, PNLTHA
staff was 250. This number increased progressively to 580
in 2001 and remained stable at 580 in 2003.

From 1993 to 1997, total annual expenditure amounted
to US$1,302,646, while in the period 1998-2003, total
annual expenditure doubled to US$2,786,916. Table 1
shows the amount and the origin of the financial resources.
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The budget breakdown was as follows: functioning costs
(fuel, vehicle maintenance, supervision, training, sta-
tionery, etc.) (32.0%), personnel time (26.4%), HAT drugs
(24.3%), laboratory reagents (7.3%), and other material
and equipment (10%). The average expenditure per HAT
case detected and treated is shown in Table 3.

From 1993 to 2001, implementing agencies spent, on
average, 24% of their budgets in purchasing trypanocidal
drugs (range 12%-44%). Though the Sanofi-Aventis/
Bayer donation program was established in 2001, in prac-
tice, implementing agencies could continue working
throughout 2002 with existing drug stocks. For 2003, a
detailed analysis of amount of donated drugs versus pur-
chased drugs consumed was not possible, and we therefore
ignored the in-kind drug donation in Table 1. The full
effect of the donation will only become clear after 2004,
although can be estimated by its monetary value (Table 4).
PNLTHA records the number of patients who have been
treated by drug regimen, and these data allowed us to esti-
mate the quantity of the trypanocidal drugs that were
required, as well as the total cost of those drugs, calculat-
ed according to the preferential price, which was valid
until 2001. We estimated that the total drug cost per year in
DRC, for treating =14,000 HAT patients/year, correspond-
ed to =US$600,000/year. This value is consistent with the
previous estimate that 24% of budgets are reportedly used
for drugs. Notably, since the public-private partnership
was established in 2001, supplies of trypanocides never
ran short, whereas this problem was a matter of continuous
concern before.

Output

The population at risk in the DRC has been estimated at
12,600,000 persons (PNLTHA, unpub. data). Screening
and treatment of the at-risk population is estimated to have
risen from 6% in 1993 to 19% in 2003. We observed
notable differences between regions. Equateur-Nord had a
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30.000
g 25,000
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Figure 2. Number of new human African trypanosomiasis new
cases in the Democratic Republic of Congo, 1926—2003.
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Figure 3. Population screened per year and number of mobile
teams operating in the Democratic Republic of Congo,
1990-2003.

coverage rate of >50%, while in the other regions the rate
ranged from 10% to 20%. Figure 3 shows that the number
of persons screened each year almost tripled from 1993 to
2003.

The participation rate of the population in active case
finding was almost 96% in 1998. By 2002, the rate had
fallen to 78%. The proportion of new patients who
received treatment was =95% throughout the whole coun-
try but varied from region to region, from 89% to 100%.
From 2001 to 2003, a total of 44,247 patients were treated
with pentamidine (31.5%), suramin (5.8%), the combina-
tion pentamidine-suramin (0.2%), melarsoprol (55.2%),
eflornithine (0.85%), nifurtimox (2.6%), and the combina-
tion melarsoprol-nifurtimox (3.5%) (because nifurtimox is
not registered for use against HAT in DRC, it was given on
a compassionate basis when no other drugs were available
or when melarsoprol treatment failed).

Discussion

After the number of cases peaked in 1998 with 26,000
new cases, the annual number of HAT cases reported in
DRC has decreased to 10,900 cases in 2003. From 1993 to
2003, the annual number of persons screened for HAT, as
well as financial resources allocated to HAT control in
DRC, has doubled.

The increase in reported cases and in the detection rate
observed between 1993 and 1997 can be attributed to
increased transmission but also to renewed efforts after
several months when active case finding was interrupted.
However, the striking decrease in HAT cases from 1998 to
2003 cannot be explained by decreased case-detection
efforts because the number of persons screened in the same
period doubled. Changes in detection rates through active
case finding are difficult to interpret because the popula-
tion reached is not the same over time. The additional
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number of persons screened might come from populations
that were less at risk in the first place, as happened, for
example, in Ville de Kinshasa, where a new mobile team
started operating in May 2001 in an area with lower preva-
lence. Population movements during the war could, in the-
ory, also explain the observed changes in HAT prevalence,
but no noteworthy migration from disease-endemic to dis-
ease-nonendemic areas or vice versa took place over the
study period. We therefore conclude that the decreasing
trend in HAT case detection observed in DRC since 1999
is real. Most likely this trend is explained by the intensifi-
cation of control efforts, the steep increase in resource allo-
cation since 1998, and a major drug donation in 2001. The
systematic use of CATT as the serologic screening test in
1996 has probably contributed to a decline in transmission,
because it increased screening effectiveness (15).
However, these national figures hide important differ-
ences between regions. In the northern and southern
Equateur regions and in Kinshasa, the absolute number of
HAT cases and detection rates has declined, whereas these
indicators remain stationary in the Bas Congo, Kasai, and
Bandundu regions. In fact, the decline observed at nation-
al level is, to a large extent, based on the decline observed
in 1 region, Equateur-Nord, which experienced a major

Equateur Nord
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Figure 4. Number of new human African trypanosomiasis cases
and active detection rate (ADR) in Equateur Nord and Bandundu,
Democratic Republic of Congo,1993-2003 (data from additional
regions may be viewed online at www.cdc.gov/ncidod/EID/
v0l11n009/04-1020-G.htm).
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Table 3. Average expense per examined person and average cost per case detected and treated (converted to constant 1998 US$) in

active case finding*

1993-1997 1998-2003
No. screened in population at risk 5,003,477 10,659,210
No. HAT cases detected and treatedt 41,500 55,500
Average expenditure per person screened (US$) 1.30 1.57
Average expenditure per case detected and treated (US$) 156.9 301.2

*HAT, human African trypanosomiasis.

tTakes into account only active case finding by mobile teams and the assumption of a treatment rate of 100%.

outbreak but brought it under control by an intensive and
well-coordinated campaign.

A similar rapid decrease in the number of HAT cases
has been observed by Van Nieuwenhove and Declercq (19)
in southern Sudan and by Paquet et al. (4) in Uganda.
However, the HAT epidemic reemerged in southern Sudan
after control activities were stopped, indicating that dis-
ease control efforts should be maintained even when
prevalence is low (20-22).

Our analysis showed how HAT control in DRC almost
completely depends on international aid and that the inter-
ruption of financing from 1990 to 1991 had a long-lasting
negative effect on case load. Funding may be discontin-
ued for different reasons, such as changes in donor poli-
cies or priorities, so HAT control remains vulnerable.
Private NGOs have so far accounted for a minor part of
funding in DRC, although they played a role both in advo-
cacy and in program implementation. The recent public-
private alliance with pharmaceutical companies not only
made continued care for HAT patients possible again but
also released substantial financial resources that can be
used in the future for operations in DRC. Moreover,
through direct financial support to research, training, and
rehabilitation, the public-private partnership has con-
tributed to a wider alliance and extension of activities.
However, the fact that the 3 main drugs used to treat HAT
patients are produced and donated by a single company
creates a new type of dependency. Care for HAT patients

may be seriously compromised if production or donation
stopped for any reason, for example, a company takeover,
management changes, or a change in the company’s
priorities.

The disparities now emerging in disease epidemiology
in different parts of DRC call for the adoption of differen-
tial control strategies in different regions of the country.
Where the ADR has dropped to low levels, screening inter-
vals could be lengthened. Alternatively, and with lower
cost, surveillance methods could be used that detect
emerging epidemics at an early stage, such as serologic
surveys, or that rely on data collection from passive case
finding and enhanced diagnosis in the primary health
structures (23). Where ADR remains high, the program
must identify the reasons for this and find solutions to
make control more effective. Furthermore, the increase in
treatment failures in the southeastern part of the country
should be carefully monitored, and evolving parasite
resistance should be thoroughly investigated.

Our analysis shows that successful HAT control is pos-
sible, but that it depends on continued financial support
and drug availability. Therefore, the governments of dis-
ease-endemic countries and the international community
must make long-term financial commitments to ensure the
continuity of HAT control activities. This necessitates
sound financial sustainability planning for HAT control, as
is already done, for instance, in childhood immunization
(24). Research is necessary on how to rationalize control

Table 4. Estimated costs of anti-HAT drugs consumed in the Democratic Republic of Congo from 2001 to 2003, based on observed

number of patients treated by regimen*{

Observed no.

Drug quantity/patient

Total quantity drugs

Drug patients treated required required Unit pricet (US$) Total cost (US$)
Pentamidine 13,957 8 111,656 2 223,312
Suramin 2,604 6 15,624 7 109,368
Pentamidine-suramin 104 8 832 2 1,664

6 624 7 4,368
Melarsoprol 24,456 9 220,104 7 1,540,728
Eflornithine 377 14 5,278 22 116,116
Nifurtimox§ 1,168 100 116,800 0 0
Melarsoprol-nifurtimox 1,581 4 6,324 7 44,268

64 101,184 0 0
Total 44 247 2,039,824

*HAT, human African trypanosomiasis.

tSource of data: Programme National de Lutte contre la THA (PNLTHA) annual reports. The price of drugs is based on prices reported by the World
Health Organization, 1998. Data for the HAT cases retreated in 2003 are not available.

fPreferential price applicable during the period.
§PNLTHA did not buy nifurtimox in this period.
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activities so that control programs can adopt the most
effective and efficient strategies.

During this study, P. Lutumba was supported by a PhD grant
from the Belgian Directorate-General for International
Cooperation. This sponsor played no role in study design, collec-
tion, analysis, interpretation of data, report writing, or the deci-
sion to submit the paper.

Although Sanofi-Aventis indirectly sponsored part of the
HAT control activities in DRC, and donated HAT drugs, the com-
pany played no role in study design, collection, analysis, interpre-
tation of data, report writing, or the decision to submit the paper.

Dr Lutumba is head of the research unit of the national
sleeping sickness control program of DRC. He has extensive
experience in sleeping sickness control in DRC and participates
in clinical research programs on HAT diagnosis and treatment.
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Persistence of Resistant
Staphylococcus epidermidis after
Single Course of Clarithromycin

Maria Sjolund,*t Eva Tano,* Martin J. Blaser,¥ Dan I. Andersson,t and Lars Engstrand*t

We examined how a common therapy that includes
clarithromycin affects normally colonizing Staphylococcus
epidermidis. Samples from the nostrils of 5 patients receiv-
ing therapy were collected before, immediately after, 1 year
after, and 4 years after treatment. From each patient and
sample, S. epidermidis strains were isolated and analyzed
for clarithromycin susceptibility and presence of the
erm(C) gene. We show that macrolide-resistant strains of
S. epidermidis were selected during therapy and that the
same resistant strain may persist for 4 years, in the
absence of further antimicrobial treatment.

he emergence and spread of drug-resistant bacteria

pose a serious threat to global public health (1,2), and
the normal biota constitutes a potential reservoir of resist-
ance genes that can spread to invading pathogens (3,4). A
gene (aphA-3) that confers resistance to amikacin and
kanamycin in Campylobacter spp. may have originated
from the gram-positive Enterococcus, Streptococcus, or
Staphylococcus spp. (4). Similarly, aadE and tet(O), which
encode streptomycin and tetracycline resistance, respec-
tively, have been found in Campylobacter spp. but are con-
sidered to have been transferred from gram-positive
bacteria (4). Moreover, parts of the mosaic penicillin-bind-
ing protein genes of Streptococcus pneumoniae that confer
penicillin resistance are likely to originate from viridans
streptococci, which tend to be more resistant (5), and the
mecA gene that renders Staphylococcus aureus resistant to
all B-lactams likely originated in coagulase-negative
staphylococci (6).

Staphylococcus epidermidis, a coagulase-negative
staphylococcus, is a major component of the normal
human biota (7). Large populations (103-108 CFU/cm?) of

*University Hospital, Uppsala, Sweden; TThe Swedish Institute for
Infectious Disease Control, Solna, Sweden; and iNew York
University School of Medicine, New York, New York, USA
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S. epidermidis are commonly found in the anterior nares
and the axillae (7). Coagulase-negative staphylococci have
been increasingly recognized as important nosocomial
pathogens (8), affecting immunocompromised patients or
those with indwelling devices, such as joint prostheses,
prosthetic heart valves, and central venous catheters (8,9).
Since the infections associated with S. epidermidis are
chiefly acquired during hospitalization, it is not surprising
that they are increasingly resistant to antimicrobial drugs
(10). Macrolide resistance in S. epidermidis is commonly
caused by erm genes (10), whose products dimethylate a
23S rRNA adenine residue, preventing macrolide binding
to the 50S ribosomal subunit (11,12). In S. epidermidis,
erm(C), which induces high-level macrolide resistance,
predominates (13,14).

In this study, we have assessed how a commonly used
therapy that includes clarithromycin affects the normal
microbiota of S. epidermidis. We show that a 1-week
course of clarithromycin selects for macrolide-resistant S.
epidermidis that may persist up to 4 years after treatment.

Methods

During a cohort study that examined eradication of
Helicobacter pylori by a combination therapy that includ-
ed clarithromycin, we chose 5 patients in order to study
macrolide resistance in S. epidermidis. In the larger study,
all patients were colonized with H. pylori and had either a
duodenal or gastric ulcer, for which a 7-day course of clar-
ithromycin 250 mg twice per day (b.i.d.), metronidazole
400 mg b.i.d., and omeprazole 20 mg b.i.d. was given. We
excluded patients who had previously been treated for H.
pylori or who had received any antimicrobial treatment
within the prior 4 weeks. The control group included 5
patients with dyspeptic symptoms who had not received
any antimicrobial treatment. During the 4-year course of
this study, no other antimicrobial treatment was allowed.
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The study was approved by the human ethics committee at
Uppsala University, Uppsala, Sweden.

Samples from the nares of each patient were collected
1 day before treatment, 3-7 days immediately after, 1 year
later, and 4 years later. All samples were stored at —70°C
until analyzed. From each study patient and each sample,
10 independent colonies of S. epidermidis were isolated on
Columbia blood agar plates (Difco, Baltimore, MD, USA)
and verified by Gram staining, positive catalase, negative
DNase, negative mannitol, and negative trehalose testing.
DNA was extracted from the bacterial strains with the
DNeasy Tissue kit (Qiagen, Hilden, Germany). MIC of
clarithromycin was measured with the Etest (AB Biodisk,
Solna, Sweden), as recommended by the Swedish
Reference Group for Antibiotics.

The erm(C) gene was detected as described (13), by
using primers ermC1/C2 5-GCTAATATTGTTTAAA-
TCGTCAATTCC-3" and 5-GGATCAGGAAAAGGA-
CATTT-3" but with the following modifications: each
polymerase chain reaction (PCR) contained 25 puL master
mix (PCR Master, Roche, Penzberg, Germany), 30 pmol
of each primer, 14 uL distilled water, and 5 uL DNA sam-
ple. The amplified 572-bp product was separated by elec-
trophoresis on a 1.5% agarose gel.

For pulsed-field gel electrophoresis (PFGE), bacterial
cells were harvested by centrifugation from 3 mL
overnight cultures in brain-heart infusion broth and resus-
pended in 3 mL Tris-HCI buffer (pH 7.6). The bacterial
suspension (150 pL) was mixed with 150 puL 2% agarose
(Sigma, St. Louis, MO, USA) in Tris-HCI buffer and used
for making the gel plugs. The plugs were incubated at
35°C overnight in 4 mL Lysis 1 buffer (6 mmol/L Tris-HCI
[pH 7.6], 1 mol/L NaCl, 100 mmol/L EDTA [pH 7.5],
0.5% Brij 58, 0.2% deoxycholate, 0.5% sodium lauryl sar-
cosine [Sarcosyl, Kodak International Biotechno-logies,
New Haven, CT, USA], 1 mg/mL lysozyme [Life
Technology, Sigma-Aldrich, Steinheim, Germany], and 7
pug/mL lysostaphin [Sigma]), then incubated overnight at
55°C in 4 mL Lysis 2 buffer (1% sodium lauryl sarcosine
[Sarcosyl], 0.5 mol/L EDTA [pH 9.5], and 50 pg/mL
Proteinase K [Roche Diagnostics Corporation,
Indianapolis, IN, USA]). The plugs were washed 3 times
for >30 min at 35°C in 4 mL of Tris-EDTA buffer. A 3-mm
slice of each gel plug was incubated overnight at 25°C
with Smal (Life Technology, Invitrogen, Carlshad, CA,
USA) and buffer, then placed in the wells of a 1.0%
agarose gel (Ultra pure agarose, Life Technology,
Invitrogen), sealed with 1.0 % agarose, and put in 0.5x
Tris-borate-EDTA buffer. Electrophoresis (Gene Path
Electrophoresis System, Bio-Rad Laboratories, Inc.,
Hercules, CA, USA) was performed with the following
conditions: 5-60 s switch interval with a voltage gradient
of 6 V/h at an angle of 120° for 23 h. After electrophore-
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sis, the gel was stained with ethidium bromide for 30 min,
destained in distilled water for 1 h, and DNA was visual-
ized under UV light (Gel doc 1000, Bio-Rad Laboratories,
Inc.). The restriction fragment profiles were interpreted by
comparison with each other, with a reference S. aureus
strain  NCTC 8325, and with a A phage DNA standard
(New England Biolabs, Beverly, MA, USA).

Results

At 1 day before treatment, all 5 patients in the treatment
group harbored clarithromycin-susceptible (MIC <0.5
ug/mL) S. epidermidis among the 10 independent colonies
examined. In 4 patients, all 10 isolates were susceptible,
but in the fifth patient 2 isolates were highly resistant (MIC
>256 pug/mL) because erm(C) was present. Immediately
after completing treatment, 4 of 5 patients displayed high-
level clarithromycin-resistant (MIC >256 ug/mL) isolates
(Table 1). The other isolates from this time point were
either resistant with lower MIC values (16-96 ug/mL) or
susceptible. Highly resistant isolates could be detected 1
year after treatment in 4 patients and 4 years after treat-
ment in 3 patients. All highly resistant isolates harbored
erm(C), as determined by PCR. In the controls, who did
not receive any antimicrobial treatment, no selection of
resistant staphylococci was detected. However, in control
4, 1 highly resistant isolate was detected at the first time
point. In the same control, 2 of 10 isolates were highly
resistant at the second time point, but no resistance was
detected at the 1- and 4-year follow-ups. In control patient
5, all isolates were susceptible, except 5 resistant isolates
detected at the 4-year follow up (Table 2).

Isolates obtained from patients 1 and 2, chosen to
investigate the clonality of resistance, were genotyped by
pulsed-field gel electrophoresis (PFGE). Before treatment,
each patient carried 5 different S. epidermidis strains
among the 10 colonies tested. In patient 1, no highly resist-
ant isolates were detected before treatment. However,
immediately after treatment, 2 of 10 isolates were highly
resistant, both defined as strain H. Based on PFGE pat-
terns, strain H was detected in 8 of 10 isolates 1 year after
treatment and in 4 of 10 isolates 4 years after treatment
(Table 1). Strain G, which was susceptible to clar-
ithromycin, was present immediately after treatment and 4
years later. Two of the pretreatment strains (B and C) were
detected 4 years after treatment.

For patient 2, from whom 2 highly resistant isolates
with the same profile (N) were detected before treatment,
PFGE showed 2 distinct resistant strains (N and S) to be
present immediately after treatment. Clone N was detected
in 8 of 10 isolates 1 year after treatment and in 3 of 10 iso-
lates 4 years after treatment. Susceptible strains P and Q,
which were present pretreatment, were isolated again 4
years after treatment. Thus, after treatment in both cases,
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PFGE analysis showed that highly resistant strains persist-
ed for 4 years, in the absence of further selection pressure,
and that both resistant and susceptible strains were present
4 years after treatment (Table 1).

In a similar manner, the isolates from 2 controls were
genotyped (Table 2). In control 1, at least 5 different strains
were present at the start of the study. After 1 year, the com-
position had changed, and after 4 years, a new strain pre-
dominated in the flora. In control 2, we initially detected 3
different strains. These strains were also represented at
each time point and predominated at 4 years. Thus, 1 con-
trol showed stable populations, whereas the other showed
a dynamic state in the absence of treatment.

Discussion

Since antimicrobial drugs do not distinguish between
pathogenic and colonizing bacteria, our indigenous biota is
affected every time a drug is given (3,15). Resistance
development in staphylococci that normally colonize the
skin has previously been observed after antimicrobial pro-
phylaxis or treatment (16-18). Depending on mechanism,
resistance can be selected de novo, exist in the pretreat-
ment biota, or be acquired, especially in hospital environ-
ments.

In this study of the effect of a 1-week course of clar-
ithromycin on indigenous S. epidermidis populations, we
show that macrolide-resistant S. epidermidis strains are
selected during therapy and that, without further selection,
resistant clones can persist for up to 4 years. This finding

Staphylococcus epidermidis and Clarithromycin

is important for several reasons. First, although S. epider-
midis belongs to the normal cutaneous microbiota, it may
be a pathogen, especially in hospitalized patients (8); sta-
bly resistant populations increase the risk for treatment
failure. Second, resistance in the normal microbiota might
contribute to increased resistance in higher-grade
pathogens by interspecies genetic transfer. Since the popu-
lation size of the normal microbiota is large, multiple and
different resistant variants can develop, which increases
the risk for spread to populations of pathogens. Persisting
populations of resistant microbiota further enhance trans-
fer risk, especially if the selecting agent is used for treat-
ment. Third, antimicrobial drugs may affect the stability of
residential populations.

Whether a resistant population persists is mostly deter-
mined by the fitness and transmission costs of resistance
(19,20). Most resistance involves a cost (21-24), but
resistance may occur without detectable cost (25). If most
resistance is costly for bacteria, resistant populations
should decline once the selective antimicrobial pressure is
removed. However, mutations may arise that compensate
for the fitness cost, restoring the bacteria’s fitness without
reversion of the resistant phenotype. This phenomenon,
compensatory evolution, is considered to be relevant to
stabilizing resistant populations (26). Other important
mechanisms that could stabilize resistant populations are
no-cost resistance mutations (25) and genetic linkage with
adjacent genes. Despite substantially decreased sulfon-
amide use in the United Kingdom from 1991 to 1999,

Table 1. Characteristics of Staphylococcus epidermidis isolated from patients*t

Pretreatmentt Posttreatment} 1 year posttreatmentt 4 years posttreatment}
Patient Isolate MIC DNA Isolate MIC DNA Isolate MIC DNA Isolate MIC DNA
1 1A 0.094 A 1B:1 0.094 F 1CA1 >256 H 1D:1 >256 H
1A:2 0.094 B 1B:2 0.094 F 1C:2 >256 H 1D:2 0.094 M
1A:3 0.125 B 1B:3 0.125 G 1C:3 32 K 1D:3 0.094 M
1A:4 0.125 B 1B:4 0.094 F 1C:4 >256 H 1D:4 0.094 B
1A:5 0.125 c 1B:5 >256 H 1C5 >256 H 1D:5 >256 H
1A:6 0.094 B 1B:6 0.094 J 1C:6 >256 H 1D:6 0.094 c
1A:7 0.094 D 1B:7 0.094 F 1C7 >256 H 1D:7 0.094 M
1A:8 0.094 D 1B:8 0.125 B 1C:8 >256 L 1D:8 0.094 G
1A:9 0.125 B 1B:9 >256 H 1C:9 >256 H 1D:9 >256 H
1A:10 0.064 E 1B:10 0.094 G 1C:10 >256 H 1D:10 >256 H
2 2A:1 >256 N 2B:1 >256 S 2C:A1 >256 N 2D 0.094 P
2A:2 0.125 o) 2B:2 >256 N 2C:2 >256 N 2D:2 0.094 T
2A:3 0.125 o) 2B:3 >256 N 2C:3 >256 N 2D:3 >256 N
2A:4 >256 N 2B:4 >256 S 2C:4 >256 N 2D:4 >256 N
2A:5 0.125 o) 2B:5 >256 S 2C5 >256 N 2D:5 0.125 o)
2A:6 0.094 P 2B:6 >256 N 2C:6 0.094 T 2D:6 0.125 P
2A7 0.19 Q 2B:7 96 S 2C7 0.125 T 2D:7 0.094 T
2A:8 0.125 R 2B:8 0.094 T 2C:8 >256 N 2D:8 0.125 P
2A:9 0.094 P 2B:9 >256 N 2C:9 >256 N 2D:9 >256 N
2A:10 0.094 P 2B:10 >256 S 2C:10 >256 N 2D:10 0.094 P

*Isolates from only 2 patients were DNA fingerprinted (shown); for MIC results for isolates from patients 3, 4, and 5, see the full version of this table online

at http://iwww.cdc.gov/ncidod/EID/vol11n009/05-0124.htm#table1

tFor each patient and time point, 10 independent isolations of S. epidermidis were performed.
FClarithromycin MIC measured by Etest. DNA fingerprinting by pulsed-field gel electrophoresis; different patterns are indicated as letters.
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Table 2. Characteristics of Staphylococcus epidermidis isolated from controls*t

Pretreatmentt Posttreatment} 1 year posttreatmentt 4 years posttreatment}
Control Isolate MIC DNA Isolate MIC DNA Isolate MIC DNA Isolate MIC DNA
1 1A 0.064 - 1B:1 0.064 - 1CA1 0.094 FF 1D:1 0.064 JJ
1A:2 0.064 AA 1B:2 0.064 BB 1C:2 0.094 GG 1D:2 0.047 JJ
1A:3 0.064 - 1B:3 0.094 - 1C:3 0.047 GG 1D:3 0.064 JJ
1A:4 0.064 BB 1B:4 0.064 FF 1C:4 0.064 HH 1D:4 0.064 JJ
1A:5 0.064 cC 1B:5 0.047 BB 1C5 0.064 HH 1D:5 0.094 JJ
1A:6 0.064 DD 1B:6 0.047 FF 1C:6 0.032 HH 1D:6 0.064 JJ
1A:7 0.047 - 1B:7 0.064 - 1C7 0.032 HH 1D:7 0.064 JJ
1A:8 0.064 - 1B:8 0.064 FF 1C:8 0.047 HH 1D:8 0.064 JJ
1A:9 0.047 EE 1B:9 0.064 FF 1C:9 0.047 HH 1D:9 0.064 JJ
1A:10 0.064 cC 1B:10 0.047 - 1C:10 0.047 HH 1D:10 0.064 JJ
2 2A:1 0.094 KK 2B:1 0.094 KK 2C:A1 0.094 LL 2D 0.094 KK
2A:2 0.047 LL 2B:2 0.064 LL 2C:2 0.047 00 2D:2 0.094 KK
2A:3 0.094 LL 2B:3 0.064 - 2C:3 0.047 00 2D:3 0.094 LL
2A:4 0.047 KK 2B:4 0.064 LL 2C:4 0.047 00 2D:4 0.094 MM
2A:5 0.064 KK 2B:5 0.064 LL 2C5 0.064 LL 2D:5 0.094 LL
2A:6 0.064 MM 2B:6 0.064 LL 2C:6 0.064 PP 2D:6 0.094 KK
2A7 0.064 KK 2B:7 0.064 LL 2C:7 0.047 PP 2D:7 0.094 LL
2A:8 0.094 LL 2B:8 0.047 KK 2C:8 0.047 PP 2D:8 0.125 KK
2A:9 0.064 KK 2B:9 0.064 NN 2C:9 0.125 LL 2D:9 0.064 KK
2A:10 0.094 KK 2B:10 0.032 NN 2C:10 0.047 00 2D:10 0.094 KK

*Isolates from only 2 controls were DNA fingerprinted (shown); for MIC results for isolates from controls 3, 4, and 5, see the full version of this table online

at http://iwww.cdc.gov/ncidod/EID/vol11n009/05-0124.htm#table2

tTime points are defined with respect to treatment, although the control group received no treatment. For each control and time point, 10 independent

isolations of S. epidermidis were performed.

FClarithromycin MIC measured by Etest. DNA fingerprinting by pulsed-field gel electrophoresis; different patterns are indicated as letters. —, not

determined.

Escherichia coli resistance to sulfonamides remained high
(39.7% in 1991, 46.0% in 1999) because sulfonamide
resistance was linked to other resistance genes that contin-
ued to be under selective pressure (27). In poultry, since
vanA can be co-selected with erm(B) in Enterococcus
hirae isolates (28), vancomycin resistance can be main-
tained by using macrolides, despite excluding avoparcin
from animal feed. Thus, the stability and maintenance of
antimicrobial drug resistance depends on the magnitude of
selective pressure, compensatory evolution, no-cost asso-
ciated resistance, and genetic linkage with co-selected
resistance genes.

In our study, resistant isolates persisted long after drug
treatment was completed. However, a variation in length
of persistence between the patients was observed. Whether
this variation is related to different costs associated with
erm(C) carriage or different extents of genetic compensa-
tion for an initial cost cannot be concluded from current
data. The observed variation in persistence of resistance
could further be affected by the degree of recolonization
and transient colonization of new strains during the 4-year
study period. Although recolonization with S. epidermidis
is presumably low, it can be enhanced by, for example,
nosocomial spread during hospital stays (29). That indige-
nous S. epidermidis populations may naturally change in
composition over time was reflected in the control group.
According to the PFGE profiles from controls 1 and 2,
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populations of S. epidermidis can either remain stable for
4 years or show a more dynamic state, with new strains
appearing over time. A change in the composition of the
flora was also observed in control 5, in whom 5 resistant
isolates appeared in the susceptible flora after 4 years.
Since this patient did not receive any antimicrobial drugs
during the study period, this finding is likely due to recol-
onization or transient colonization of a strain from the
environment. However, most importantly, although a few
resistant isolates were detected among the controls, no
selection of resistant S. epidermidis occurred over the 4-
year study period, as was observed in the treated patients.

In conclusion, antimicrobial drug treatment affects our
indigenous microbiota and can give rise to long-term colo-
nization with resistant populations. Our results show that as
part of a combination therapy, a 7-day course of clar-
ithromycin resulted in macrolide-resistant S. epidermidis
that persisted up to 4 years without any further selection. In
total, these observations suggest that selection of resistance
in our microbiota after short antimicrobial drug courses
may not be a rare phenomenon. However, the extent, to
which other antimicrobial treatment regimens select for
resistant S. epidermidis remains to be investigated.
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Simulated Anthrax Attacks and
Syndromic Surveillance

James D. Nordin,* Michael J. Goodman,* Martin Kulldorff,T$ Debra P. Ritzwoller,§
Allyson M. Abrams,tF Ken Kleinman,t Mary Jeanne Levitt,* James Donahue,{ and Richard Plattt}

We measured sensitivity and timeliness of a syndromic
surveillance system to detect bioterrorism events. A hypo-
thetical anthrax release was modeled by using zip code
population data, mall customer surveys, and membership
information from HealthPartners Medical Group, which cov-
ers 9% of a metropolitan area population in Minnesota. For
each infection level, 1,000 releases were simulated. Timing
of increases in use of medical care was based on data from
the Sverdlovsk, Russia, anthrax release. Cases from the
simulated outbreak were added to actual respiratory visits
recorded for those dates in HealthPartners Medical Group
data. Analysis was done by using the space-time scan sta-
tistic. We evaluated the proportion of attacks detected at
different attack rates and timeliness to detection. Time-
liness and completeness of detection of events varied by
rate of infection. First detection of events ranged from days
3 to 6. Similar modeling may be possible with other surveil-
lance systems and should be a part of their evaluation.

umerous syndromic surveillance systems are in place

to detect potential bioterrorism events, and all of them
have common components: a nonspecific indicator of dis-
ease available in near real time for a definable population,
a means of generating the expected counts for each day of
the year (accounting for day of week and seasonal variabil-
ity), a detection algorithm, a defined threshold for action,
and a system to investigate a signal. Assessing the sensitiv-
ity and timeliness of these systems has been difficult.
Because of the lack of real events, modeling of hypotheti-
cal events is necessary to assess the performance of these
systems. Although existing systems can be assessed by

*HealthPartners Research Foundation, Minneapolis, Minnesota,
USA; tHarvard Medical School, Boston, Massachusetts, USA;
fHarvard Pilgrim Health Care, Boston, Massachusetts, USA;
§Kaiser Permanente, Boulder, Colorado, USA; and {Marshfield
Clinic Research Foundation, Marshfield, Wisconsin, USA
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using naturally occurring illness events such as the begin-
ning of the influenza season each year or gastrointestinal
outbreaks, this assessment provides little information as to
how well these systems will detect the release of a bioter-
rorism agent such as anthrax. Buehler et al. (1), Sosin and
de Thomasis (2), and Reingold (3) have called for addi-
tional assessment of syndromic surveillance systems.

The existing literature on the ability of syndromic sur-
veillance systems is sparse. Mandl et al. used a purely tem-
poral approach with real background data and simulated
spiked outbreaks (4). They described a variety of ways to
design the spiked data, including specifically using data
from the Russian anthrax release in 1979 (5). They
describe 4 steps in detection: grouping data into syn-
dromes; the modeling stage, in which historic data are
studied to understand temporal trends; the detection stage,
in which predictions based on the modeling are compared
with observed data and deviations of data from expecta-
tions are used to set off alarms; and the threshold stage, in
which the health department determines if the outbreak is
worth investigation. Buckeridge et al. describe a complex
model to produce a realistic space-time simulation of
spiked outbreaks of anthrax superimposed on real back-
ground data (6). Their model of a simulated event has 4
stages: agent dispersal, infection, disease and behavior,
and data source. Kulldorff et al. produced a testing data set
with simulated space-time outbreaks and simulated back-
ground data (7). Within these data sets, positive predictive
value, sensitivity, and specificity can be evaluated for a
variety of testing systems that analyze both purely tempo-
ral and temporal-spatial aspects of outbreaks.

None of these efforts has used a functioning system to
analyze how effective it would be at detecting a biological
attack. This article presents the first attempt to evaluate the
performance of an operational syndromic surveillance
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system to detect a bioterrorism attack in a quantitative and
rigorous manner and provides a useful construct for other
systems to follow. A comparison of our methods with those
used in previous bioterrorism surveillance assessments is
shown in Table 1.

Methods

This syndromic surveillance system is part of the
National Syndromic Surveillance System (8,9). This cur-
rent investigation is based on existing historic use data
contributed by the HealthPartners Medical Group
(HPMG). We assumed that anthrax spores were released
into one of the air intakes of the Mall of America in
Bloomington, Minnesota, and then dispersed by the venti-
lation system, which provided a uniform exposure
throughout the mall. Modeled visits of patients with respi-
ratory symptoms were produced by using 3 factors: demo-
graphic data from the mall, demographic data on HPMG
patients, and data on time to symptom onset from the
anthrax outbreak in Sverdlovsk (5). Historic data were
used to add the number of respiratory cases that would be
expected under ordinary conditions. Finally, the detection
sensitivity and timeliness of the system were analyzed.

Syndromic Surveillance Data

HPMG provides medical care in 20 clinics to =250,000
patients, or =9% of the total population in the
Minneapolis-St. Paul, Minnesota metropolitan area. It uses
an electronic medical record that captures in real time
nearly all physician visits and makes them accessible at the
end of each day. Each evening, the data system is queried
to obtain all visits for respiratory symptoms for that day.
Respiratory symptoms were used to build the model for
this simulation. One year of this dataset, from July 1, 2003,
through June 30, 2004, was used to test this project. We
had 2.5 years of earlier data, which allowed us to establish
the number of visits that would ordinarily be expected.

Anthrax Simulation Model

The number and geographic distribution of patients
with anthrax were modeled by using visitor data from the
mall, the US Census bureau (http://www.census.gov/
geo/www/gazetteer/places2k.html), and demographic data
from HPMG. We purposely chose to model the first 3
stages of infection of Buckeridge et al. (6) (agent disper-
sion, infection, and disease and behavior) as a simple rate
of visits for respiratory illness because those data were

Simulated Anthrax Attacks and Syndromic Surveillance

available from the Sverdlovsk outbreak, and they produced
a simpler model. Keeping the model simple is initially
important to allow the basic relationships between the vari-
ables to be understood. The rate of physician visits for res-
piratory symptoms ranged from 4% to 100% of the visitors
to the mall that day. The specific rates for which models
were run were as follows: 4%, 8%, 12%, 16%, 20%, 40%,
60%, and 100%.

The Sverdlovsk outbreak generated no physician visits
on day 1; the number of visits increased until day 9 and
then decreased. We created a cumulative distribution of the
probability of a visit for respiratory symptoms each day
from day O to day 30. We did not run the simulation
beyond day 30 because detecting an outbreak with our sys-
tem would not be beneficial at that point. To prevent a con-
tinuous signal pattern, we introduced variation by using a
Poisson distribution consistent with the cumulative distri-
bution. This distribution simulates the natural variation
that would be expected in such scenarios.

We used the following approach. First, we created a
cumulative distribution of the respiratory visits expected
each day from 1 through 30. For example, the cumulative
distribution was 0.0 for day 1, 0.01 (0.00 + 0.01) for day 2,
0.03 (0.00 + 0.01 + 0.02) for day 3, etc. Second, we
assigned a random number from 0.0 to 1.0 from a uniform
distribution as each randomly created day for the number of
infections. Third, if the random number generated was
between the minimum cumulative range for a day and the
maximum cumulative range for a day, we then produced a
new visit from the infection. All calculations were rounded
down to the nearest integer. The effect is shown in Table 2,
which shows how many visits occurred during the simula-
tions from 1 zip code on day 6. Of the 1,000 simulations, no
visits occur 123 times on day 6. Four times, however, 8 vis-
its occur. Most of the time 1, 2, or 3 visits occur on day 6.

Each of the 1,000 simulations at the given infection rate
was randomly assigned (with replacement) to an attack
date. The additional cases were added to the historic data
based on the date randomly chosen for each iteration,
which created 1,000 new files.

The expected number of visits added for a specific
release can be expressed as

imi-hi~d

R
where n = the number of zip codes in the outbreak, m; =
number of mall visitors in zip code i, h; = number of

Table 1. Methods used in bioterrorism surveillance assessments

Study (Reference) Epidemic data Background data Analysis Surveillance system
Mandl et al. (4) Simulated Real Temporal Nonfunctional
Buckridge et al. (6) Detailed simulation None Spatial-temporal None
Kulldorff et al. (7) Simulated Simulated Spatial-temporal Nonfunctional
Nordin et al. (this study) Simulated Real Spatial-temporal Functioning system

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 11, No. 9, September 2005

1395



RESEARCH

Table 2. Visit distribution of 1,000 simulations at a 40% infection
rate for day 6 from infection for zip code 55125 (St. Paul,
Minnesota)
No. visits on day 6 Frequency
0 123
258
274
191
97
41
5
7
8 4

~NoO O~ WOWN-—

HealthPartners patients in zip code i, d = infection rate of
the simulation, and pop; = population of zip code i. The
actual number of added cases was random and followed
Poisson distribution centered on the expected count.

This equation allows us to vary the infection rate of the
attack and the number of patients from the zip code. With
a limited number of simulations, this variation allows us to
assess the effect of an attack with a variety of infection
rates and rates of HPMG’s penetration in the community
and the zip code.

Release Detection Method

The Poisson-based prospective space-time scan statis-
tic was used to detect releases (10). This method uses a
large number of overlapping cylinders in which the height
of the cylinder represents time and the circular base rep-
resents space in such a way that all zip code areas whose
centroid (the population-weighted geographic center of
the area) is within the circle are included in the cylinder.
Each cylinder represents a candidate area and duration for
a true disease outbreak, and the method adjusts for the
multiple testing inherent in the many cylinders evaluated.
We evaluated all cylinders for which the circle center was
identical to the centroid of one of the zip code areas; for
each circle center the maximum radius of the circle was
set so that <50% of the at-risk population was contained
in the zip codes included within the circle, and the height
of the cylinder was set to be <3 days. Purely temporal
cylinders, including all zip code areas and either 1, 2, or 3
days, were also evaluated. The method needs expected
counts for each day and zip code, and these were deter-
mined on the basis of historical data from January 1, 2001,
to June 30, 2003, by using a generalized linear mixed
modeling approach that accounts for natural seasonal and
weekly variation in the data (11). Analyses were per-
formed by using the freely available SaTScan software
(www.satscan.org).

A signal is detected when the number of episodes of
respiratory illness is substantially greater than expected.
The rarity of an outbreak signal is measured as a recur-
rence interval, which is defined as the expected number of
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days of surveillance needed for a signal of at least the
observed magnitude to occur, in the absence of any true
outbreaks, and it is the inverse of the nominal p value from
the space-time scan statistic. Thus, the larger the recur-
rence interval, the more unusual the outbreak signal. We
present results that use recurrence intervals of 3 months (p
=0.011) and 2 years (p = 0.0013). At the 3-month recur-
rence interval level, =4 positive signals will occur per year
by chance, whereas at the 2-year level, only 1 positive sig-
nal expected by chance will occur every 2 years.

For each simulated attack, the spiked data were ana-
lyzed for each of the 10 days after the attack. We then
report the proportion of all attacks that generated an out-
break signal on or before each of days 2 to 10.

Results

Timeliness and completeness of detection of events
varied by rate of infection and by percentage of population
covered by HPMG. Initial models were done at the current
9% population coverage. At a 40% infection rate and a
recurrence interval of 3 months (p = 0.011), the first events
(outbreaks) were detected on day 2, one fourth by day 6,
three fourths by day 7, and all 1,000 by day 8. With high-
er percentages of infections, all events were detected earli-
er. At an infection rate <40%, not all events were detected.
At a 20% infection rate, 845 of 1,000 events were detect-
ed at a 2-year recurrence interval, and 926 of 1,000 events
were detected at a 3-month recurrence interval (both peak-
ing at day 8). The number of events detected decreases
proportionately as the infection rate decreases from 20% to
4%. At a 4% infection rate little is detected; 7 events are
detected at a 2-year recurrence interval, and 57 events are
detected at a 3-month recurrence interval.

At a 16% infection rate, more events were detected dur-
ing the summer than during the winter, with an intermedi-
ate number of events detected in the fall and spring
(Table 3). The day of release also affected the number of
events detected. When the number of cases peaked on
Saturday or Sunday, more events were detected (Table 4).
The number of days until detection peaked increased as the
rate of infection decreased.

At infection rates >16%, the relationship of detection to
season was weaker because all events were detected.
However, events are detected more rapidly in the summer
when respiratory conditions are less common. The rela-
tionship of the day of the week with release is more

Table 3. Number of releases detected by season at a 16%
infection rate

Season of release No. releases No. detected (%)
Winter 248 131 (52.8)
Spring 276 204 (73.9)
Summer 189 165 (87.3)
Fall 287 196 (68.3)
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Table 4. Number of releases detected by day of week at a 16%
infection rate*

Day of release No. releases No. detected (%)
Sunday 146 146 (100.0)
Monday 132 64 (48.5)
Tuesday 142 50 (35.2)
Wednesday 142 63 (44.3)
Thursday 156 100 (64.1)
Friday 143 134 (93.7)
Saturday 139 139 (100.0)

*Most outbreaks at this level are detected 7 or 8 days later. Thus, for
outbreaks starting on Saturday or Sunday, more are detected during the
next weekend.

complex. As the infection rates increase to >40%, the num-
ber of days until all events are detected gets smaller, and
the highest rate of detection occurs closest to the time of
release. Events were best detected when the highest rates
of visits occurred on the weekend.

The percentage of the population in the area covered by
the surveillance system directly affects the smallest size of
outbreaks that can be reliably detected and the timeliness
of detection of those outbreaks. We also computed system
characteristics if 36% of the population (4 times as much)
were covered by the surveillance system. In this situation,
at a recurrence interval of 3 months (p = 0.011) and an
infection rate of 50%, all events were detected by day 3
and most by day 2. At a 10% infection rate, the first events
were detected on day 2, one fourth by day 6, three fourths
by day 7, and all 1,000 events by day 8.

The extremes of sensitivity and timeliness are shown in
Figures 1 and 2. The first extreme, with a high threshold
and 9% of the population, shows the lowest sensitivity,
while the second extreme, with a low threshold and 36% of
the population, shows high sensitivity. Most configura-
tions would fall somewhere between these 2 extremes.

Discussion

This study has several limitations. Simplifying assump-
tions was crucial to the construction of this simulation and
are both its strength and weakness. We assumed that most
patients would have respiratory symptoms. The first 3
stages of the model of Buckeridge et al. (6) are merged.
The distribution of intervals from exposure to initial obser-
vance of disease we used was based on incubation periods
determined from the Sverdlovsk outbreak in Russia (2).

The inadvertent release of anthrax spores from a mili-
tary microbiology facility in Sverdlovsk, Russia, in 1979 is
the largest documented epidemic of inhalational anthrax
and clearly demonstrates the potential for Bacillus
anthracis to be used as a weapon. In Sverdlovsk, the
spores were likely released on a single day. The incubation
period of anthrax in this outbreak ranged from 2 to 3 days
to slightly more than 6 weeks; the modal incubation peri-
od was 9-10 days. Other investigators have used the
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Sverdlovsk data to compute a median incubation period of
11 days (12).

Some patients will likely have initial symptoms only a
few days after the exposure, and their conditions diag-
nosed a few days later. Thus, a suspicious clinician may
detect the first case of anthrax before the surveillance sys-
tem sounds an alarm and public health determines it is an
anthrax release. However, even if the first alarm is sound-
ed by a clinician, these additional data will help define
what is happening and plan a response. This simulation
exercise could be applied to a surveillance system in any
metropolitan area where gathering place is different
enough from residence so that exposed persons would live
far from each other.

The sensitivity of such a system in detecting small
releases of anthrax depends on the proportion of the popu-
lation covered by the system. The greater the proportion of
the population covered by such a system, the more sensi-
tive it is. According to this model, a system that includes
36% of the population in the area would detect most events
in which >5% of mall shoppers were affected.

Outdoor releases, similar to the outbreak in Sverdlovsk,
have been modeled previously. These models produce
marked geographic clustering, with some spread from per-
sons who pass through the area. In a large regional shop-
ping center that draws people from large areas, detection is
more difficult. Because infected persons live far from each
other, a larger number of cases were needed to detect the
outbreak in our model than in earlier models of outdoor
releases.

The relationship between the days of the week and
detection of events is complex. Fewer patients visit the
clinic on weekends since only 4 urgent-care clinics are
open instead of the usual 20. As the rate of infection
increases, the maximum number of events detected occurs
more quickly. When the maximum number of events

Mall visitors infected
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Figure 1. Cumulative number of releases detected in a recurrence
interval of 2 years (p = 0.0013) with 9% of the population covered.
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Figure 2. Cumulative number of releases detected in a recurrence
interval of 3 months (p = 0.011) with 36% of the population
covered.

detected occurs on weekends, the system is more sensitive.
Thus, as the rate of infection increases, the day of the week
for the release with the most sensitivity shifts closer to the
weekend.

Simulation modeling is necessary to test and prepare
syndromic surveillance systems. Although more complex
simulation modeling can be done, it requires more assump-
tions and may be more sensitive to error because of the
additional risk of false assumptions.

Conclusions

This article reports the evaluation of an operational
bioterrorism surveillance system. This analysis allows an
understanding of limitations of the system and characteris-
tics unique to the region the surveillance system is moni-
toring. The HPMG bioterrorism surveillance system,
which receives data for =9% of the population in the area,
can detect an anthrax release in the Mall of America most
of the time if 20% of the persons at the mall at the time of
release are infected and all of the time at a 40% infection
rate. The time to detection gets progressively shorter as the
infection rate increases >40%. Modeling with 36% popu-
lation coverage showed that such a system would be capa-
ble of detecting a release at a 5% infection rate most of the
time and at a 10% infection rate all the time. Similar mod-
eling may be possible with other surveillance systems and
should be used as a part of their evaluation.

This study was supported by a grant from the Centers for
Disease Control and Prevention.

Dr Nordin is a clinical investigator at the HealthPartners
Research Foundation and a practicing pediatrician at
HealthPartners Medical Group. His primary research interests are
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West Nile Virus-infected
Mosquitoes, Louisiana, 2002

Marvin S. Godsey Jr, * Roger Nasci, * Harry M. Savage, * Stephen Aspen,* Raymond King,*
Ann M. Powers,* Kristen Burkhalter,* Leah Colton,* Dawn Charnetzky,* Sarah Lasater,* Viki Taylor,T
and Charles T. Palmisanot

Human cases of West Nile virus (WNV) disease
appeared in St. Tammany and Tangipahoa Parishes in
southeastern Louisiana in June 2002. Cases peaked dur-
ing July, then rapidly declined. We conducted mosquito col-
lections from August 3 to August 15 at residences of
patients with confirmed and suspected WNV disease to
estimate species composition, relative abundance, and
WNYV infection rates. A total of 31,215 mosquitoes repre-
senting 25 species were collected by using primarily gravid
traps and CO,-baited light traps. Mosquitoes containing
WNV RNA were obtained from 5 of 11 confirmed case sites
and from 1 of 3 sites with non-WNV disease. WNV RNA
was detected in 9 mosquito pools, including 7 Culex quin-
guefasciatus, 1 Cx. salinarius, and 1 Coquillettidia pertur-
bans. Mosquito infection rates among sites ranged from
0.8/1,000 to 10.9/1,000. Results suggest that Cx. quinque-
fasciatus was the primary epizootic/epidemic vector, with
other species possibly playing a secondary role.

ince the first appearance of West Nile virus (WNV)

(family Flaviviridae: genus Flavivirus) in the Western
Hemisphere in 1999 (1), the virus has spread rapidly south
and west from its initial focus in the New York City met-
ropolitan area. By the end of 2001, WNV-infected mosqui-
toes, birds, horses, or humans had been reported from 27
states, and human cases of WNV disease occurred as far
south as southern Florida and as far west as Arkansas and
Louisiana (2,3).

In the northeastern United States, the primary epizoot-
ic/epidemic vector of WNV is Culex pipiens, a species that
feeds primarily on birds (4-6). Other potentially important
vector species, based on frequency of isolations of WNV
or laboratory vector competence studies, include Cx.
restuans and Cx. salinarius (7,8). WNV has been isolated

*Centers for Disease Control and Prevention, Fort Collins,
Colorado, USA; and tSt. Tammany Parish Mosquito Abatement
District, Slidell, Louisiana, USA
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from an additional 57 species, but their status as vectors is
unknown (Centers for Disease Control and Prevention
[CDC], http://www.cdc.gov/ncidod/dvbid/westnile/Mos-
quitoSpecies.htm). In the southern United States, WNV
was isolated from Cx. quinquefasciatus, Cx. salinarius,
and Cx. nigripalpus in Florida and Georgia (9), Cx. nigri-
palpus in northern Florida (10), and from Anopheles atro-
pos, Deinocerites cancer, and Aedes taeniorhynchus in the
Florida Keys (11). However, the role these species play in
epidemics of WNV disease in the southern states has not
been determined. Ae. albopictus is common in urban, sub-
urban, and rural residential settings throughout the south-
ern states and is a competent laboratory vector of WNV
(12,13). Although the virus has been isolated from Ae.
albopictus in the Northeast (14), this species’ importance
in transmission of WNV to humans is unknown.

During May and June 2002, WNYV infection was identi-
fied in chickens, horses, dead wild birds, and in pools of
Cx. quinquefasciatus mosquitoes from St. Tammany
Parish, on the north shore of Lake Pontchartrain in south-
eastern Louisiana (15). Human cases of WNV neuroinva-
sive disease began to appear in late June, and 27 cases were
reported by the end of July. Intense local WNV transmis-
sion was indicated by the St. Tammany Parish Mosquito
Abatement District’s surveillance program, which detected
WNV immunoglobulin (Ig)M antibody in 17% of their
sentinel chickens and WNV antigen from 11 mosquito
pools by the end of July (15). The human cases tended to
cluster in 2 areas of St. Tammany Parish, Slidell and the
Covington-Mandeville area. In neighboring Tangipahoa
Parish, human cases were also being reported, with most
clustering in the Hammond-Pontchatula area (Louisiana
Department of Health and Hospitals, unpub. data).

The recognition of a growing outbreak of WNV dis-
ease in humans provided an opportunity to describe the
transmission dynamics of WNV in locally occurring mos-
quitoes during epidemic transmission and to compare

1399



RESEARCH

these dynamics to patterns seen in the northeastern states
(4-6). Accordingly, we conducted an entomologic survey
in St. Tammany and Tangipahoa Parishes during August
2002. The specific aims of the survey were to document
species composition, relative abundance, and WNYV infec-
tion rates in mosquitoes at residences of patients with con-
firmed cases and at residences of patients with suspected
cases of WNV fever, the most likely locations where
transmission to humans occurred. We were particularly
interested in attempting to ascertain the importance of Cx.
quinquefasciatus and Ae. albopictus as vectors of WNV in
this epidemic.

Materials and Methods

Study Sites and Specimen Collection

Mosquitoes were collected in St. Tammany and
Tangipahoa Parishes from August 3 to August 15, 2002.
Two study sites were selected in each parish (denoted as
St. Tammany A and B, and Tangipahoa A and B). These
sites were located at or near residences of patients with
confirmed cases of WNV neuroinvasive disease. As sus-
pected cases of WNV fever (persons reporting as outpa-
tients with undifferentiated febrile illness with headache)
were identified, collections were made at the residences of
these patients.

Mosquitoes were collected primarily by using CDC
miniature light traps baited with dry ice to collect host-
seeking females, Reiter gravid traps (16) to collect females
seeking a location to deposit eggs, and ovitraps to collect
eggs from container-breeding mosquitoes. Both light and
gravid traps at the 4 initial study sites were operated for 24
h/day in an attempt to maximize the collection of Ae.
albopictus, a daytime feeder. Some additional collections
were made by using Fay-Prince traps and duplex cone
traps and by aspirating resting adult mosquitoes from the
outside of residences or other structures. Collections were
transferred to 2.0-mL cryovials and frozen on dry ice until
returned to the CDC laboratory in Fort Collins, Colorado,
where they were stored at —-80°C. Mosquito eggs collected
in ovitraps were hatched in the insectary, reared to adult-
hood, held for 48 h at 27°C and 80% relative humidity,
then identified and processed for virus testing as described
below.

Mosquito Processing and Testing

Mosquitoes were identified to species on a refrigerated
chill table. Pools of <50 specimens sorted by species and
collection site and date were triturated in 1.75 mL of dilu-
ent by using a Mixer Mill apparatus (Qiagen Inc., Valencia,
CA, USA) and centrifuged (17). Supernatants from the
mosquito suspensions were tested for the presence of
WNV RNA by TagMan reverse transcription—polymerase
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chain reaction (RT-PCR), and positive pools were retested
by using a different primer set to confirm the presence of
WNV RNA (18). Mosquito infection rates were deter-
mined by calculating the maximum likelihood estimate
(MLE) with 95% confidence intervals (19).

Results

Mosquito Collections

Collections were made at 14 sites, 12 in St. Tammany
Parish and 2 in Tangipahoa Parish. Residences of WNV
neuroinvasive disease or fever case-patients are denoted
by upper case letters. Non-case-patient residences are
denoted by italicized lower case letters. Eight St. Tammany
sites (A, C, D, E, F, g, I, J) were in or near the city of
Slidell in the southeast corner of the parish, St. Tammany
site B was located in Abita Springs, east of Covington, and
3 sites (K, I, m) were in Pearl River in the east-central
region of the parish. The 2 Tangipahoa parish sites (A, B)
were on the northwest and northern outskirts of
Ponchatoula.

Trapping effort at each site and elapsed time between
onset of illness and mosquito collection are shown in
Table 1. Although traps were run for 24 h/day at some
sites, only mosquitoes collected overnight are used to cal-
culate mosquitoes per trap night. The earliest date of onset
was June 21, and the latest date of onset was August 4.
Mosquito collection dates ranged from 8 to 50 days after
onset of illness. Trapping effort per site ranged from 2 to
60 trap nights for light trap collections, and from 2 to 59
trap nights for gravid trap collections. No notable changes
in the weather occurred during the collection period that
might bias comparisons of mosquito abundance.

A total of 31,215 mosquitoes were collected during the
trapping period of August 3 to August 15 (Table 2). Cx.
erraticus was the most commonly collected species,
accounting for 28% of the total collected. Cx. quinquefas-
ciatus, Ae. albopictus, Coquillettidia perturbans, and Cx.
salinarius were other commonly collected species.
Ovitraps yielded 335 Ae. albopictus and 778 Ae. trise-
riatus/hendersoni reared to adults. Aspirator collections
yielded 658 mosquitoes of 16 species, of which 474 were
Ae. albopictus. Cone traps collected 33 mosquitoes (9
species) and Fay-Prince traps yielded 214 mosquitoes (15
species). Mosquitoes were sorted into 2,471 pools for pro-
cessing and virus testing.

Relative population densities (light trap or gravid trap
counts per trap night) of the species in which we detected
WNV RNA, and of Ae. albopictus, were calculated for
case and non-case sites (Table 3). For most species, light
trap counts per night greatly exceeded gravid trap counts.
For Cx. quinquefasciatus, however, gravid trap counts
were 7-58 times greater than were light trap collection
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Table 1. Trapping effort at \West Nile virus (WNV) case-patient and non—case-patient residences, August 3—-15, 2002

No. trap nightst

Parish Site* Case onset date Collection dates Light Gravid Other methodst
St. Tammany A Jul 11 Aug 3-6 55 59
B Jul 13 Aug 3-6 59 51
c Jul 24 Aug 12-15 12 12 A
D Jul 29 Aug 12-15 8 8 A
E Aug 2 Aug 12-15 11 16 4F, 4D, A
F Aug 4 Aug 12-15 19 21
| Jul 28 Aug 12-15 12 12 A
J Aug 4 Aug 12-15 3 3
K Jul 29 Aug 13-15 6 6
g Not given Aug 13-15 9 15 3F
/ Not given Aug 14-15 2 2
m Not given Aug 14-15 4 4
Tangipahoa A Jul 11 Aug 7-10 54 59
B Jun 21 Aug 7-10 60 48

*Capital letters denote confirmed WNV neuroinvasive disease and WNV fever case sites; italicized lower case letters denote non-WNV case sites.

TOnly night collections used for trap night calculations.

FA, aspiration outside buildings; F, Fay-Prince trap; D, duplex cone. Numbers denote trap nights; aspiration times not recorded.

counts. Neither gravid traps nor light traps collected large
numbers of Ae. albopictus. Light trap counts per trap night
for Ae. albopictus were approximately the same as gravid
trap counts except at site | where 35.5 mosquitoes were
collected per gravid trap night compared to 4.5 per light
trap night.

No relationship was shown between the population
densities of the species examined and whether the site was
a case-patient or non—case-patient residence, except for
Cx. quinquefasciatus, for which much higher densities
were found at sites of non-case-patients. Cx. quinquefas-
ciatus gravid trap counts per trap night ranged from 0.4 to
44.1 for confirmed WNV disease case-patient residence

sites, and 59.6 to 142.8 for non-case-patient sites
(p<0.001, Wilcoxon rank sum test).

WNYV Detection

WNV RNA was detected in 9 mosquito pools by
TagMan RT-PCR (Table 4). Five viral RNA positive pools
were from St. Tammany Parish and 4 were from
Tangipahoa. Seven of the positive pools contained Cx.
quinquefasciatus; 4 of these were from St. Tammany
Parish, and 3 were from Tangipahoa. The other 2 positive
pools consisted of a pool of Cx. salinarius from St.
Tammany and a pool of Cq. perturbans from Tangipahoa.
All of the WNV-positive Cx. quinquefasciatus were

Table 2. Mosquito species collected in St. Tammany and Tangipahoa Parishes, Louisiana, August 3—-15, 2002

No. of mosquitoes

Species No. of pools Light traps Gravid traps Other methods* Total (%)
Culex erraticus 310 8,319 411 3 8,733 (27)
Cx. quinquefasciatus 311 539 6,326 98 6,963 (22)
Aedes albopictus 321 1,007 1,457 860 3,324 (11)
Coquillettidia perturbans 107 2,159 114 0 2,273 (7)
Cx. salinarius 144 1,809 155 49 2,013 (7)
Culex species 171 389 1,318 37 1,744 (6)
Ae. triseriatus/hendersonit 159 198 86 782 1,066 (3)
Psorophora ferox 117 909 27 37 973 (3)
Ps. howardii 112 680 2 4 686 (2)
Uranotaenia sapphirina 59 631 438 0 679 (2)
Ae. vexans 83 500 18 24 542 (2)
Ae. infirmatus 90 465 7 17 489 (2)
Ae. atlanticus/tormentort 78 371 28 37 436 (1)
Ae. taeniorhynchus 41 231 12 46 289 (<1)
Aedes species 59 198 15 17 230 (<1)
Ps. columbiae 54 188 4 4 196 (<1)
Anopheles crucians complex 66 184 4 3 191 (<1)
10 other species 193 317 65 6 388 (1)
Total 2,471 19,094 10,097 2,024 31,215 (100)

*Other methods: mechanical aspirator, duplex cone trap, Fay-Prince trap, oviposition trap.

1Not identified to species.
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Table 3. Population densities of selected mosquito species at West Nile virus (WNV) case-patient and non—case-patient residences*

No. of mosquitoes collected per trap night (LT/GT)t

Culex quinquefasciatus

Cx. salinarius

Aedes albopictus Coquillettidia perturbans

St. Tammany

A 1.7/21.7 1.6/0.05 1.8/1.2 0.2/0
B 0.5/3.7 1.5/0.1 0.91.7 0/0

c 0.3/17.4 2.6/0 1.5/1.0 0/0
D 0.6/18.1 1.0/0 1.6/2.8 0/0

E 3.7/441 5.4/0.06 2.2/3.0 0/0

F 1.0/19.4 5.0/0 2.8/2.1 0/0

| 1.3/15.7 3.2/0 2.4/29 0/0

J 2.3/39.3 6.7/0.3 2.3/0.3 0/0
K 1.5/122 1.0/0 9.8/11.2 0.2/0
g 4.4/59.6 6.7/0.07 4.1/3.6 0/0

/ 6.5/105.0 0.5/0 4.5/35.5 0.5/0
m 7.01142.8 0/0 0.8/0.3 0/0

Tangipahoa

A 0.02/0.4 6.4/1.0 0.71.9 17.71.6
B 3.2/15.1 8.0/1.2 5.2/8.5 16.2/0.3

*Capital letters denote confirmed WNV neuroinvasive disease and WNV fever case sites; italicized lower case letters denote non-WNV case sites.
1LT, light trap; GT, gravid trap; only night collections used for trap night calculations.

collected in gravid traps, while the positive Cx. salinarius
and Cq. perturbans were collected in light traps. No virus
was detected in mosquitoes collected by the other meth-
ods. WNV infection rates ranged from 0.81/1,000 to
10.91/1,000 by MLE (Table 4). The highest infection rate
was seen in Cx. salinarius and the lowest in Cq. pertur-
bans. Infection rates in Cx. quinquefasciatus were similar
among sites (2.31/1,000-5.64/1,000).

No relationship was found between the relative densi-
ties of mosquitoes collected and the finding of WNV-
infected mosquitoes (Tables 3 and 4). Three infected pools
of Cx. quinquefasciatus were collected from Tangipahoa
site B, with 15.1 mosquitoes per gravid trap night, where-
as no infected pools were collected from St. Tammany site
m, which had the highest Cx. quinquefasciatus count per
gravid trap night (142.8). Likewise, the only WNV-infect-
ed Cx. salinarius pool was from St. Tammany site B,
which had 1.6 mosquitoes per light trap night, 1 of the
lower density sites for that species. Eight other sites had
higher light trap counts but no WNV-positive mosquitoes
were detected. Cq. perturbans was found in high densities
at only Tangipahoa sites A and B, and the densities at these
sites were similar at 17.7 and 16.2 per light trap night,

respectively. Infected Cq. perturbans were found only at
Tangipahoa site A.

Detection of WNV-infected mosquitoes was not influ-
enced by elapsed time between dates of onset of illness (a
surrogate for date of infection) and mosquito collection
dates. We obtained 3 isolates from Tangipahoa site B,
where the date of onset was 47-50 days before mosquito
collection (Tables 1 and 4).

Discussion

The results of our survey indicate that the natural histo-
ry of WNV in the southern United States is similar to that
seen in the northern states, where Cx. mosquitoes, espe-
cially Cx. pipiens, Cx. restuans, and Cx. salinarius, are
thought to be the species primarily involved in enzootic,
epizootic, and epidemic transmission (3-6). Seven of 9
(78%) WNV-infected mosquito pools were Cx. quinque-
fasciatus. Both Cx. pipiens and Cx. quinguefasciatus are
primarily ornithophilic, although some studies indicate
that Cx. quinquefasciatus feeds more readily on mammals
(20-22). One of the 2 other positive pools was of Cx. sali-
narius, which feeds primarily on mammals (20-22). WNV
has been isolated frequently from this species (5,6,23), and

Table 4. Estimated mosquito pool West Nile virus (WNV) infection rates per 1,000 mosquitoes and 95% confidence intervals (Cls)*

Sampling WNV+ No. mosquitoes Infection rate:
Parish Sitet period Trap typet pools Species tested MLE (95% CI)
St. Tammany B Aug 3-6 Light 1 Cx. salinarius 92 10.91 (5.46-21.83)
E Aug 12-15 Gravid 2 Cx. quinquefasciatus 829 261 (1.31-5.22)
F Aug 12-15 Gravid 1 Cx. quinquefasciatus 427 2.31(1.16-4.62)
/ Aug 14-15 Gravid 1 Cx. quinquefasciatus 223 5.64 (2.82-11.28)
Tangipahoa A Aug 7-10 Light 1 Cq. perturbans 1,223 0.81 (0.41-1.62)
B Aug 7-10 Gravid 3 Cx. quinquefasciatus 922 3.41 (1.71-6.82)

*Calculated by using a bias-corrected maximum likelihood estimate (MLE).

tCapital letters denote confirmed WNV neuroinvasive disease and WNV fever case sites; italicized lower case letters denote non-WNV case sites.
FLight denotes CO»-baited CDC miniature light trap; gravid denotes Reiter gravid trap.
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laboratory studies indicate that it is a competent vector (8).
Cx. salinarius has been associated with an outbreak of
human WNV illness in New York City (6) and appears
likely to be important in transmitting WNYV to humans and
domestic mammals in the southern United States as well.
The other positive pool was of Cq. perturbans. WNV iso-
lates previously have been obtained from this species, but
it is an inefficient vector in the laboratory (8).

Eight mosquito pools containing WNV RNA were col-
lected at 5 (45%) of 11 confirmed WNV case-patient resi-
dences, while the remaining pool was from 1 (33%) of 3
non-case-patient sites. This finding suggests that many,
perhaps most, human infections are acquired near their res-
idences.

Although substantial numbers of Ae. albopictus were
tested, no virus was detected in this competent laboratory
vector of WNV. This finding was perhaps due to the blood-
feeding habits of this species. Two studies of engorged
specimens wild caught in the continental United States
found that 1% and 17% of blood meals were taken from
birds (24,25). The remaining meals were from a variety of
mammals, including humans. In our study area, relatively
few blood meals may have been taken from birds, thus
reducing the exposure of host-seeking Ae. albopictus to the
high-titered levels of WNV viremia seen in many species
of birds. Little data have been published on WNV viremia
levels in mammals, but in horses, dogs, and cats, viremia
levels are transient, of low titers, or both (12,26). If this
condition is also the case for other mammalian species,
then most blood meals taken by Ae. albopictus from WNV-
infected hosts would be below the threshold titer necessary
to initiate infection.

In our study, gravid traps were clearly preferable to
light traps as an effective surveillance tool for detecting
WNV RNA in mosquitoes. All the positive Cx. quinquefas-
ciatus pools and 91% of total Cx. quinquefasciatus were
from gravid traps. The other 2 WNV-positive pools were
from mosquitoes collected in light traps. Gravid traps were
a more effective means of collecting Ae. albopictus than
were light traps. Unlike Cx. quinquefasciatus, most female
Ae. albopictus collected in gravid traps were not gravid,
and numerous males were also collected. Ae. albopictus
were also readily collected by aspiration and ovitrapping.

Although active transmission of WNV was still occur-
ring at the time of our collection efforts during the first half
of August, most human patients had dates of onset between
late June and late July. Thus, the relative numbers and
species composition we observed may not have been rep-
resentative of the situation when most human infections
were occurring. Mosquito control activities intensified in
St. Tammany Parish in response to the high level of WNV
activity (15). Mosquito surveillance by the parish showed
large reductions in total mosquito counts and in Cx. quin-
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quefasciatus counts in CDC light traps and in New Jersey
light traps from May to August. Eleven WNV antigen-pos-
itive mosquito pools were detected, all in June and July.
Ten of these positive pools were of Cx. quinquefasciatus,
and 1 was of Cx. salinarius, similar to our findings in
August. Notably, the number of sentinel chickens develop-
ing WNV IgM antibody peaked during the third week of
July, declined during early August, then rose again during
late August (15). This finding suggests that exposure of
sentinel chickens to infected mosquitoes was ongoing, and
perhaps increasing, during the period of our study.
Serologic conversions in sentinel chickens continued to be
detected into November. Serologic studies of wild birds
caught in mist nets in St. Tammany Parish were conducted
in August, and again in October (27). These data indicated
that enzootic WNV transmission continued to occur in the
parish, although likely at a reduced level, after human
cases were no longer being reported. Long-term studies are
needed to monitor the transmission dynamics of WNV in
mosquito populations during epidemic and nonepidemic
years.
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Legionellosis from Legionella
pneumophila Serogroup 13

Barzo Faris,** Camelia Faris,*> Mona Schousboe,T and Christopher H. Heath18§

We describe 4 cases of Legionella pneumophila
serogroup 13-associated pneumonia. These cases origi-
nate from a broad geographic range that includes Scotland,
Australia, and New Zealand. L. pneumophila serogroup 13
pneumonia has a clinically diverse spectrum that ranges
from relatively mild, community-acquired pneumonia to
potentially fatal severe pneumonia with multisystem organ
failure. All cases were confirmed by culture and direct fluo-
rescent antibody staining or indirect immunofluorescent
antibody tests. Proven or putative sources of L. pneumophi-
la serogroup 13 infections in 2 patients included a contami-
nated whirlpool spa filter and river water. An environmental
source was not found in the remaining 2 cases; environ-
mental cultures vyielded only other L. pneumophila
serogroups or nonpneumophila Legionella species. We
describe the clinical and laboratory features of L. pneu-
mophila serogroup 13 infections. L. pneumophila serogroup
13 pneumonia is rarely reported, but it may be an underrec-
ognized pathogenic serogroup of L. pneumophila.

Legionella species are relatively common causes of
pneumonia (1). Legionella pneumophila is the most
common pathogenic species, with 15 serogroups
described. L. pneumophila serogroup 1 accounts for most
culture-confirmed cases of legionellosis; non—serogroup 1
L. pneumophila causes only =7% of legionellosis cases (2).
Legionellae are widely distributed in the environment,
including in lakes, rivers, creeks (1,3), and artificial aquat-
ic habitats such as potable-water supplies (1,3); amebae
are the natural hosts in the environment (4).

L. pneumophila serogroup 13 was first described as a
new pathogenic serogroup of L. pneumophila in 1987 (5),
but a detailed clinical account of these cases was not
included in the initial report. L. pneumophila serogroup 13

*North Glasgow University NHS Trust, Glasgow, Scotland, United
Kingdom; tCanterbury Health Laboratories, Christchurch, New
Zealand; fRoyal Perth Hospital, Perth, Western Australia,
Australia; and §University of Western Australia, Perth, Western
Australia, Australia
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is rarely reported in humans; it accounted for 2 (0.4%) of
508 isolates from a recent international survey of culture-
confirmed legionellosis (2). Furthermore, a recent
European study of 1,335 unrelated clinical isolates yielded
only 2 isolates of L. pneumophila serogroup 13 (6). We are
unaware of published reports of L. pneumophila serogroup
13 infections in which the epidemiology and the clinical
spectrum are outlined. We therefore report 4 cases of L.
pneumophila serogroup 13 infections to describe in detail
these aspects of this uncommon human pathogen.

The Cases

Case 1

A 27-year-old woman was admitted to an intensive care
unit in Glasgow, Scotland, after she had nearly drowned in
estuarine water. On admission, her vital signs were as fol-
lows: core body temperature 32.8°C, pulse 92 beats per
min, blood pressure 90/65 mm Hg, respiratory rate 28
breaths per min, and Glasgow Coma Scale score 13/15.
Acrterial blood gas analysis on 100% oxygen showed par-
tial arterial oxygen pressure (PaO,) 46 mm Hg (reference
range [RR] >90 mm Hg), PaCO, 48 mm Hg (RR 25-35
mm Hg), and bicarbonate 16.2 mmol/L (RR 24-30
mmol/L). Her blood biochemistry showed hyponatremia
and hypokalemia. Chest radiograph showed bilateral con-
solidation. She was intubated, given ventilatory assistance,
and actively rewarmed; inotropes were administered, and
empiric intravenous cefotaxime and metronidazole were
given. With the patient’s further clinical deterioration,
intravenous vancomycin replaced metronidazole on day 6.

On day 7, high-dose methylprednisolone was adminis-
tered for worsening respiratory function and chest

1Current affiliation: Trafford General Hospital,
Manchester, United Kingdom.

Davyhulme,

2Current affiliation: Royal Albert Edward Infirmary, Wigan,
Lancashire, United Kingdom.
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radiographic evidence of acute respiratory distress syn-
drome. Given the patient’s poor clinical response, on day
14, intravenous clarithromycin and gentamicin were given,
with intravenous ciprofloxacin added 24 hours later. Acute
renal failure required hemofiltration, and respiratory func-
tion deteriorated further on day 15, despite prone ventila-
tion and nitric oxide therapy. On day 18, she died of
refractory hypoxemia and multisystem organ failure. A tra-
cheal aspirate collected on day 14 plus postmortem lung
tissue samples subsequently yielded colonies of a
Legionella species on buffered-charcoal yeast extract
(BCYE) agar (Oxoid Ltd., Basingstoke, England). L. pneu-
mophila serogroup 13 infection was diagnosed by mip
gene sequencing of the isolate, which demonstrated 99%
homology with the type strain of L. pneumophila
serogroup 13 (GenBank accession no. AF022327).
Seroconversion was demonstrated retrospectively by indi-
rect immunofluorescent antibody (IFA) against monoclon-
al L. pneumophila serogroup 13 antisera, with a titer rise
from <1:32 on admission to 1:512 on day 12. Domestic or
nosocomial sources of legionellosis were not sought.
Nevertheless, several months later, estuarine water sam-
ples were taken near the site of immersion; cultures were
negative for Legionella spp.

Case 2

A 51-year-old man who was undergoing induction
chemotherapy for acute myeloid leukemia at Royal Perth
Hospital, Australia, was initially given regular and extend-
ed periods of home leave in the first week after chemother-
apy. However, on day 12 neutropenic typhlitis developed,
and a right hemicolectomy was performed. This procedure
was followed the next day by the onset of dyspnea, hypox-
emia, nonproductive cough, and persistent fever. Chest
radiograph showed left lower lobe consolidation, and
meropenem with teicoplanin was administered empirical-
ly. He initially remained profoundly neutropenic (neu-
trophil count <0.1 x 10%L [RR 2.0-7.5 x 109L]). Two
days later his hypoxemia and chest radiograph results had
worsened, and trimethoprim-sulfamethoxazole, ampho-
tericin B, and roxithromycin were administered. On day
18, he had extensive consolidation that involved most of
both lung fields, and his neutrophil count had increased to
2.46 x 109/L.

Bronchoscopic samples collected on day 19 were posi-
tive for Legionella species antigen by direct immunofluo-
rescent monoclonal antibody stain (DFA) (Genetic
Systems, Seattle, WA, USA), but results of his Legionella
urinary antigen test (Binax Now, Binax, Portland, ME,
USA) were negative. Four days later, Legionella species
were isolated on BCYE agar (Oxoid Ltd.) and confirmed
by DFA (Legionella Poly-ID Test Kit, Remel, Lenexa, KS,
USA) and also by L. pneumophila serogroup 2-14 (LP-2-

1406

14) antisera (MarDx Diagnostics, Scotch Plains, NJ,
USA). Environmental samples were taken of both hospital
and home water. All isolates were then referred to the
Australian Legionella Reference Laboratory, Institute of
Medical and Veterinary Science, Adelaide, Australia, for
typing. Typing confirmed that the clinical isolate was L.
pneumophila serogroup 13, both by monoclonal antisera
(MarDx Diagnostics) and mip gene sequencing. Hospital
water samples yielded L. pneumophila serogroup 10 from
both a hand basin cold-water outlet in the patient’s room
and a cold-water drinking fountain on an adjacent ward.
Restriction fragment length polymorphism (RFLP) and
pulsed-field gel electrophoresis (PFGE) typing confirmed
that the clinical and environmental isolates were genotyp-
ically distinct. The patient was then given intravenous
erythromycin followed by oral ciprofloxacin for 3 weeks;
subsequently, he made a slow but complete recovery.
Testing the patient’s home potable water supply yielded
only L. feeleii.

Case 3

A 48-year-old, previously healthy man was admitted to
the hospital in Christchurch, New Zealand, with a 6-day
history of increasing dyspnea and a 4-day history of watery
diarrhea. He also complained of a dry cough, myalgia, loss
of appetite, and poor fluid intake. He appeared flushed and
unwell and had dry mucous membranes. His vital signs
were the following: temperature 39°C, pulse rate 103 beats
per min, blood pressure 154/83 mm Hg, respiratory rate 22
breaths per min, and oxygen saturation 94% on room air.
His leukocyte count was 6.1 x 109/L (RR 4.0-10 x 109/L),
and his serum sodium and potassium levels were 130
mmol/L (RR 136-146 mmol/L) and 3.3 mmol/L (RR
3.5-5.0 mmol/L), respectively. Liver biochemistry was
abnormal. His C-reactive protein (CRP) was >220 mg/L
(RR<10 mg/L). Chest radiographs showed pneumonia
with segmental consolidation of the lingula and left lower
lobe.

The patient’s temperature continued to increase to
39.4°C and returned to normal only after 8 days, despite
prompt initiation of intravenous amoxicillin and clar-
ithromycin. Liver biochemistry initially deteriorated,
peaking on day 6, thereafter slowly returning to normal
when the patient was discharged 11 days after admission.

After 6 days of culture on BCYE agar (Oxoid Ltd.),
Legionella spp. were isolated from sputum collected on the
day after admission. The isolate was typed by
Environmental Science and Research Limited (ESR),
Communicable Diseases Group Laboratory Services,
Porirua, Wellington, New Zealand. A strong positive reac-
tion was seen to polyvalent antisera for L. pneumophila
serogroups 1-14 (Monoclonal Technologies Inc.,
Alpharetta, GA, USA). Monoclonal antisera (Monoclonal
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Technologies Inc.) gave a strong positive reaction to
Legionella strain 82A3105 (CDC 1425-CA-H; ATCC
43736), which identified the isolate as L. pneumophila
serogroup 13 (David Harte, pers. comm.).

Public health service investigation of the patient’s
home yielded L. pneumophila serogroup 13 from the filter
of an outdoor whirlpool spa. The patient recalled cleaning
this filter several days before falling ill. One month later
the patient had made a good recovery, although he was eas-
ily fatigued.

Case 4

A 56-year-old man was admitted to the hospital in
Christchurch, New Zealand, with a 1-week illness charac-
terized by myalgia, nausea, sweats, and chills but no respi-
ratory symptoms. He was a nonsmoker with negligible
alcohol intake; however, his past history included aortic
dissection requiring aortic valve replacement.

On admission he was afebrile, blood pressure was
112/66 mm Hg, and his respiratory rate was 16 breaths per
min. His chest was clear to auscultation, but his oxygen
saturation was 91% on room air, and chest radiograph
showed patchy bibasal consolidation. Leukocyte count and
serum sodium level were both normal, but his CRP was
elevated to 176 mg/L (RR<10 mg/L). Liver biochemistry
was slightly abnormal.

He was treated empirically for possible prosthetic valve
endocarditis with intravenous penicillin and gentamicin.
On the day after admission, he had productive cough and
sharp, left-sided chest pains; a temperature of 39°C ensued.
Examination showed left basal dullness with bibasal
crackles and left basal bronchial breathing. However, he
improved rapidly without specific antimicrobial therapy
for legionellosis and was discharged 5 days later.

A sputum sample collected on day 2 yielded Legionella
species after 9 days of incubation on BYCE agar. With the
abovementioned methods, ESR typed the isolate as L.
pneumophila serogroup 13. Extensive investigations by
the local public health services yielded L. micdadei from
spa whirlpool water where the patient regularly swam.

Discussion

The patients we report had typical signs and symptoms
of Legionella pneumonia, including headache, anorexia,
dry cough, and fever, often with hyponatremia and abnor-
mal results of liver function tests (7). Patients had hypox-
emia, and disease often involved multiple lobes or both
lungs on chest radiograph (7). However, these patients
generally had minimal preexisting illnesses, apart from the
patient with acute myeloid leukemia who was undergoing
chemotherapy. The outcome for 3 of our patients was pos-
itive, including the patient with an underlying hematolog-
ic malignancy and neutropenia; legionellosis is often
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associated with a markedly elevated death rate in these
cases (3,7,8). The patient who died was severely ill after
nearly drowning and had aspiration pneumonitis.
Moreover, specific therapy that was effective against
legionellosis was not started until 14 days after the putative
infection; delay in administering appropriate therapy is
known to adversely affect outcome (7,9).

L. pneumophila is responsible for =90% of infections
caused by members of the family Legionellaceae (1,3,7).
L. pneumophila serogroups 1, 3, 4, and 6 cause most
human infections (1,3,7). An international survey found
that of 15 serogroups of L. pneumophila, 79% of all cul-
ture- or urine antigen—confirmed infections were caused
by L. pneumophila serogroup 1 (8). Legionellae are fastid-
ious organisms that are not readily recovered from routine
diagnostic media; indeed, an American College of
Pathologists’ survey indicates that 32% of clinical micro-
biology laboratories could not grow a pure culture of L.
pneumophila (10). All of our isolates grew only on special-
ized media. Failure to diagnose legionellosis in many hos-
pital microbiology laboratories is generally due to a
limited availability of specialized media and expertise in
the culture of legionellae.

In the United States, from 1980-1998, clinicians have
increasingly relied on urinary antigen tests to diagnose
legionellosis. Use of these methods has led to an increase
in L. pneumophila serogroup 1 diagnoses from 0% to 69%,
with a corresponding decreased frequency of serogroups
other than 1 from 38% to 4% (11). Urinary antigen tests do
not reliably diagnose non-serogroup 1 L. pneumophila
infections (12,13), as illustrated by Benson et al., who
found sensitivities of 35% (Binax EIA) and 46% (Biotest-
EIA), respectively. However, no isolates of L. pneumophi-
la serogroup 13 were included in their evaluation (12),
although as illustrated by 2 of our cases, urinary antigen
assays will not likely diagnose this specific serogroup in
most cases. Furthermore, in the United States, surveillance
systems have found that diagnosis of legionellosis by cul-
ture, DFA, and serologic testing (IFA) decreased signifi-
cantly from 1980 to 1998 (11). Nevertheless, in case 2, the
DFA of bronchoalveolar lavage fluid was positive to poly-
valent antisera. Also in case 1, IFA serology showed sero-
conversion to L. pneumophila serogroup 13-specific
antigen. However, serologic diagnosis of Legionella infec-
tion has only been fully validated for L. pneumophila
serogroup 1 (14). Thus, the increasing reliance on noncul-
ture-based tests as the sole methods of diagnosing
legionellosis is a cause for concern, given the variable util-
ity of these assays.

In most cases, L. pneumophila pneumonia is attributed
to inhaling contaminated aerosols produced by cooling
towers, showers, and nebulizers (1,3,7). Aspiration is also
a possible mechanism of transmission (15,16). The source
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and reservoir of L. pneumophila are generally not identi-
fied in sporadic legionellosis (17,18). However, in case 3,
the infection was linked epidemiologically and microbio-
logically with a contaminated spa whirlpool filter.
Although legionellosis is well described in association
with spa whirlpools (19,20), we are unaware of any previ-
ously reported cases of L. pneumophila serogroup 13
infections linked to spa whirlpools. Additionally, aspirat-
ing water and nearly drowning has a rare but well-recog-
nized association with L. pneumophila pneumonia
(21-23), although we are unaware of any previously
reported cases of L. pneumophila serogroup 13 pneumonia
after a person’s nearly drowning. For the remaining 2
cases, despite extensive environmental sampling, a source
or reservoir of infection was not established. In case 2,
whether the infection was nosocomial is unclear, given that
the patient had had extended periods of home leave.
Despite isolation of L. micdadei from a spa whirlpool
where patient 4 regularly swam, investigations failed to
find L. pneumophila serogroup 13. Serologic diagnosis of
L. pneumophila serogroup 13 pneumonia has been occa-
sionally reported from New Zealand and Australia,
although clinical data from these cases are unreported.
Recovery of environmental isolates mainly from soil and
water is also reported in this region (24-26).

Serotyping, serogrouping, typing, and subtyping
legionellae are technically challenging. Both phenotypic
and genotypic analyses of L. pneumophila are required to
reliably epidemiologically link patient and environmental
isolates. Phenotypic or genotypic studies in higher refer-
ence laboratories were performed on our isolates, thereby
reliably confirming their identity as L. pneumophila
serogroup 13. Epidemiologic studies to identify possible
sources of legionellosis require careful investigation,
including sensitive and discriminatory subtyping tech-
niques to identify similarities and differences between pos-
sibly related strains. Methods reported include various
panels of monoclonal antibodies, plasmid analysis, RFLPs,
ribotyping, macrorestriction enzyme digestion followed by
PFGE, and mip gene sequencing (27). Recently, Fry et al.
have suggested that amplified fragment length polymor-
phism typing may be the best method for investigating the
epidemiology of travel-related legionellosis (28). Newer
typing techniques for legionellosis include multilocus
sequencing typing and DNA chip technologies (29).

In summary, we describe for the first time in detail the
clinical and laboratory features of L. pneumophila
serogroup 13 infections. L. pneumophila serogroup 13 is a
rare but perhaps underrecognized pathogenic L. pneu-
mophila serogroup. Although the organism was first
reported in the United States (5), its global distribution is
highlighted here. We found that this organism produces a
broad spectrum of clinical disease, from relatively mild
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disease to severe, potentially fatal pneumonia. Finally, this
report emphasizes that culture for Legionella species
remains important if the prevalence and incidence of
legionellosis are to be reliably and fully appreciated.
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Malaria Attributable to the HIV-1
Epidemic, Sub-Saharan Africa

Eline L. Korenromp,*t Brian G. Williams,* Sake J. de Vlas,t Eleanor Gouws,}
Charles F. Gilks,* Peter D. Ghys,t and Bernard L. Nahlen*

We assessed the impact of HIV-1 on malaria in the
sub-Saharan African population. Relative risks for malaria
in HIV-infected persons, derived from literature review,
were applied to the HIV-infected population in each coun-
try, by age group, stratum of CD4 cell count, and urban ver-
sus rural residence. Distributions of CD4 counts among
HIV-infected persons were modeled assuming a linear
decline in CD4 after seroconversion. Averaged across 41
countries, the impact of HIV-1 was limited (although quan-
titatively uncertain) because of the different geographic dis-
tributions and contrasting age patterns of the 2 diseases.
However, in Botswana, Zimbabwe, Swaziland, South
Africa, and Namibia, the incidence of clinical malaria
increased by <28% (95% confidence interval [CI] 14%-—
47%) and death increased by <114% (95% CI| 37%—188%).
These effects were due to high HIV-1 prevalence in rural
areas and the locally unstable nature of malaria transmis-
sion that results in a high proportion of adult cases.

IV-1 infection increases the risk and severity of malar-

ia (1,2). In African settings of both high- and low-
intensity (epidemic, unstable, or strongly seasonal) malaria
transmission, increases in the severity and case fatality of
malaria have been observed in all age groups (3-8). In areas
of high-intensity transmission, HIV-1 also increases the
incidence of clinical malaria among adults (9).

The population-level impact depends on HIV preva-
lence, the age distribution of both infections (which for
malaria is determined by the transmission intensity), and
their geographic overlap. Local distributions of CD4 cell
counts and clinical stages of HIV-infected patients are also
important because the effects of HIV multiply with
increasing immunosuppression (9,10).

The HIV-1 epidemic in Africa has matured over the past
25 years and may now be reaching a peak (11). From the

*World Health Organization, Geneva, Switzerland; TErasmus
University Medical Center, Rotterdam, the Netherlands; and tJoint
United Nations Programme on HIV/AIDS, Geneva, Switzerland
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1980s to the 1990s, malaria death and disease increased,
especially among children in rural, malaria-endemic parts
of East and West Africa (12), and in populations at risk for
unstable malaria in South Africa (13-15). Chloroquine
resistance (16), breakdown of vector-control operations
(17), and HIV-1 may all have contributed to these trends
(3,4,13). We assessed the number of additional malaria
cases and deaths caused by HIV-1 in sub-Saharan Africa
by calculating the impact of HIV-1 separately for urban
and rural populations, areas of high- and low-intensity
malaria transmission, and different age groups in each
country.

Methods

Malaria Incidence in the Absence of HIV-1

In the absence of reliable data from routine health infor-
mation systems, the incidence of uncomplicated and
severe clinical malaria episodes, collectively referred to
here as “malaria incidence,” was calculated from estimates
of incidence rates (Table 1) and national populations at risk
for malaria in 2004 (Table 2), by using the 1998 map of cli-
matic suitability for malaria transmission (18). The climate
suitability index was used to indicate high- (>0.75) or low-
intensity transmission (>0 and <0.75) (19). For high-inten-
sity transmission areas, average incidence of malarial
fevers in the absence of HIV was estimated at 1.4 per per-
son per year among children <5 years of age, 0.59 per per-
son per year in those 5-14 years of age, and 0.11 per
person per year in those >15 years of age (19). In areas of
low transmission, incidence among those <5 years of age
was estimated at 0.182 per person per year (19). Because
immunity against clinical malaria increases slowly with
age in areas of low-intensity transmission, the incidence
rate among 5- to 14-year-olds and those >15 years were
considered to be the same as that in young children and
half that rate, respectively (19).
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Table 1. HIV-1, malaria incidence and death rates. and their interactions*

Parameter

Assumption

Malaria transmission intensity

Index >0 and <0.75 denotes low-intensity transmission and 20.75 denotes high-intensity transmission,

except for southern Africa, where index >0.75 denotes unstable transmission (18,19)

Overall malaria incidence

Middle Africa, high-transmission areas: 1.4 per person per year in children <5 y, 0.59 per person per

year at 5-14 y, 0.11 per person per year at 215 y (19)
Middle Africa, low-transmission areas: 0.182 per person per year in children <15y, 0.091 per person

per year at 215y (19)

Southern Africa: 0.0294 per person per year as all-age average in areas with (unstable) malaria
transmission; divided as twice the rate at 215 y compared to =14y (19)

Relative malaria incidence
urban/rural

Malaria deaths

0.50 (20)

High-transmission areas: 0.8% of incident cases in children <5y, 0.3% atz5y;

Low-transmission and unstable transmission areas: 0.8% of incident cases in all age groups (21).

Effect of HIV-1 on incidence
of clinical malaria

CD4 2500/l RR=12
CD4200-499/uL RR = 3.0
CD4 <200/ul RR = 5.0

25 years in areas with high-intensity malaria transmission, and all age groups in areas with low-
intensity or unstable malaria transmission:

<5 years in high-transmission areas: no effect

Effect of HIV-1 on malaria

case fatality rate CD4 =500/uL RR =20
CD4200-499/uL RR=4.0
CD4 <200/uL RR =107

Survival after HIV-1 infection
CD4 decline over the course
of HIV-1 infection

All malaria transmission intensities and age groups:

Median 9 years, following a Weibull curve with shape parameter 2.28 (22)
Linear from 825/uL at seroconversion to 20/uL at death of AIDS (23-26)

*RR = relative risk associated with HIV-1 infection; y = years of age.

tFrom (9,10). Earlier studies did not consistently show these effects, but these were cross-sectional and/or hospital-based (1). Effects of HIV-1 in these
studies may have been obscured by a lack of adjustment for prestudy treatment with antimalarial drugs (which might be more common in HIV-1 patients
with recurrent fevers [27]) and by their inherent dependence on the relative survival of HIV-infected and HIV-uninfected participants, given the increased
case fatality of malaria among HIV-infected patients (6). At the specified CD4-stratum-specific relative risks, the relative risk averaged over all HIV-
infected people would be 2.1 in Madagascar and 2.5 in all other countries (see Methods, CD4 distributions among HIV-infected people).

1At these CD4-stratum-specific relative risks, the relative risk averaged over all HIV-infected people would be 3.4 in Madagascar and 4.1 in all other

countries (see Methods, CD4 distributions among HIV-infected people).

In Botswana, Namibia, South Africa, Swaziland, and
Zimbabwe, only areas with a climate suitability index
>0.75 on the Malaria Risk in Africa map were considered
to have transmission of unstable nature because vector
control has been successful in some places (19). The aver-
age incidence in malarious areas in these countries has
been estimated as 0.0294 per person per year (19). Age-
specific incidence rates from clinic data have only been
reported from Zimbabwe. We, therefore, applied the age
distribution from areas of low transmission in Central
Africa (see above and Table 1), which gave proportions of
cases among children <5 years of age from 16% to 22%, in
agreement with the 21% among reported cases in
Zimbabwe.

We assumed that the urban-rural ratio in malaria inci-
dence rates was 0.50, a conservative estimate based on 3-
to 24-fold lower entomologic infection rates in periurban
and urban areas compared to rural areas (20) and the
approximately linear increase in infection rates with
increasing entomologic infection rates up to a certain satu-
ration point (29). Proportions of urban persons were
assumed to be the same in areas of high, low, and unstable
transmission, because the Malaria Risk in Africa risk clas-
sification (18) did not incorporate small-scale variation
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due to urban environment. Urban and rural populations
were based on countries’ definitions (30), without stan-
dardization between countries.

Effects of HIV-1 on Malaria Incidence

The best evidence for associations between HIV-1 and
clinical malaria comes from 2 longitudinal studies in
Uganda, where malaria transmission is of high intensity. A
community-based study in rural Masaka found odds ratios
of clinical malaria among HIV-positive adults compared to
HIV-negative adults, of 1.2, 3.4, and 6.0 for CD4 counts
>500/uL, 200-499/uL, and <200/uL, respectively (p =
0.0002) (9). As in earlier studies, malaria incidence was
defined as any acute fever concurrent with malaria para-
sitemia, without excluding alternative causes of the fever
through further laboratory tests. Because malaria infection
may occur without symptoms, in particular among adults
in settings of high-intensity transmission, and because
HIV-infected people often have acute nonmalarial fevers
(10), the effect of HIV may have been overestimated.

The second study in Uganda, on HIV-positive persons
only, excluded alternative causes of acute febrile illness,
such as bacteremia (10). Malaria incidence for CD4 counts
>500/uL, 200-499/uL, and <200/uL was 57, 93, and 140
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Table 2. Estimated HIV-1 impact on malaria cases and deaths, sub-Saharan Africa, 2004*

Population at risk for

malaria, by intensity of Malaria incidence/ Malaria deaths/
transmission, % HIV-1 prevalence in adults, % 1,000 pyt 1,000 pyt
Low or Increase due Increase due

Countryt Urban, % unstable High National§ Urban-rural ratiof to HIV, % to HIV, %
Angola 34 53 46 39 1.6# 291 1.2 1.8 42
Benin 42 0 100 1.9 1.8 434 0.4 2.4 1.4
Botswana 49 13 0 37.3 1.0 35 28.0 0.028 114.4
Burkina Faso 17 0 100 42 3.1 538 0.8 3.1 29
Burundi 9 64 21 6.0 36 209 2.4 1.4 8.6
Cameroon 49 24 74 6.9 1.7 317 1.9 1.8 6.5
Central African 41 0 100 13.5 1.2 419 3.2 23 11.3
Republic
Chad 24 14 86 438 1.3 451 1.1 26 4.1
Congo 65 0 100 49 1.6# 380 1.1 2.1 3.8
Cote d'lvoire 44 0 100 7.0 2.1 402 1.6 22 52
Democratic Republic 30 10 85 4.2 1.6 423 0.9 2.4 33
of the Congo
Equatorial Guinea 43 2 97 11.6 1.6# 401 25 23 8.50
Eritrea 19 83 16 25 1.6# 197 1.3 1.4 42
Ethiopia 16 50 14 4.4 438 142 1.7 1.0 59
Gabon 81 0 96 8.1 1.9 287 1.9 15 6.0
Gambia 31 0 100 1.2 0.7 429 03 23 1.0
Ghana 36 2 98 3.1 1.2 401 0.8 2.1 26
Guinea 28 1 99 3.2 1.6# 468 0.7 26 22
Guinea-Bissau 32 0 100 3.8 1.6# 480 0.7 2.7 2.7
Kenya 33 57 21 6.7 1.8 164 29 1.1 104
Liberia 45 0 100 59 1.6# 437 1.1 25 4.0
Madagascar 30 36 60 1.7 0.7 327 0.4 1.9 1.3
Malawi 15 22 77 14.2 1.6# 435 35 26 13.3
Mali 30 10 90 1.9 15 464 0.4 2.7 15
Mauritania 58 59 41 0.6 1.6# 221 0.2 1.4 0.72
Mozambique 32 4 96 12.2 1.2 437 2.8 2.4 10.3
Namibia 31 8 0 21.3 1.3 23 14.5 0.018 52.4
Niger 21 11 89 1.2 3.2 496 0.2 29 0.8
Nigeria 44 1 99 54 1.1 420 1.2 23 43
Rwanda 6 60 7 51 3.6%* 129 26 0.9 8.9
Senegal 47 3 97 0.8 1.1 395 0.2 22 0.65
Sierra Leone 37 0 100 1.8 1.6# 440 0.4 25 1.4
Somalia 28 96 3 0.7 1.6# 148 0.4 1.1 1.3
South Africa 57 15 0 21.5 1.3 35 17.0 0.028 62.1
Sudan 36 42 56 23 1.6# 281 0.7 1.7 25
Swagziland 26 69 0 38.8 1.6# 21 26.1 0.17 107.0
Tanzania 32 21 75 8.8 2.7 372 2.0 2.1 7.4
Togo 33 0 100 4.1 26 445 0.9 25 3.0
Uganda 14 20 73 4.1 1.9 437 1.1 26 4.1
Zambia 40 16 83 16.5 2.1 396 36 23 14.0
Zimbabwe 35 54 0 24.6 1.2 16 16.7 0.128 61.9
Averagett 34 23 67 6.9 2.0 320 1.3 1.8 49
Median 33 14 85 438 1.6 396 1.2 22 42

*Malaria incidence and deaths denote estimates in the absence of HIV, all age groups combined. Abbreviations: /1,000py = per 1,000 person-years.
tExcluded from analysis were the following small countries: Lesotho and the islands The Seychelles, Reunion, Comoros and Mauritius, which are at
negligible malaria risk, and Sao Tome & Principe and Cape Verde, which may be subject to stable malaria transmission but whose transmission intensity
has not been precisely characterized in the Malaria Risk in Africa model.

FCalculated by using country-specific age distributions.

§Estimates by UNAIDS/MWorld Health Organization (WHO) for end of 2003 (28).

qIFrom estimates by UNAIDSM/HO for end of 2003 or from national household surveys (11). Same ratios assumed for children as for adults.

#In the absence of reliable urban/rural data, we applied the median urban/rural ratio across countries with urban and rural data.

**In the absence of specific urban and rural data, the estimate for neighboring Burundi, which was judged to be similar in HIV epidemiology, was applied.
TtWeighted according to population size, except for the increases in malaria incidence and deaths due to HIV-1, which are weighted according to the
absolute number of malaria cases and deaths in each country.
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per 1,000 person-years, respectively, and when confined to
fever episodes with high parasitemia, 22, 53, and 90 per
1,000 person-years (10). We, therefore, assume that HIV-1
increases malaria incidence in adults by 1.2, 3, and 5 times
for the above CD4 categories.

No community-level data are available for children,
but 4 hospital-based cohorts in settings of high malaria
transmission were studied in the late 1980s (6,8,27,31). In
a birth cohort in Kinshasa, HIV-1 infection at any stage
and clinically diagnosed AIDS increased malaria inci-
dence by 1.2- and 2-fold, respectively, but the increases
were not significant (8). A birth cohort in Blantyre,
Malawi, found no HIV-related increase in the incidence of
parasitemia (31). In Kampala, perinatally HIV-infected
children with AIDS experienced notably fewer malaria
episodes than HIV-uninfected children (6), which the
authors attributed to the increased use of chloroquine
before hospitalization among the HIV-infected children.
In contrast, among children in Kinshasa from 1986 to
1988 who had received blood transfusions, those who
were HIV-infected experienced 1.4 times more clinical
malaria than those who were not (27). The effect of HIV-
1 on malaria incidence is likely less apparent in children
than in adults in high-transmission areas because young
children have a high incidence of symptomatic malaria
anyway (19). However, the observations may be con-
founded by prehospital use of antimalarial drugs or the
shorter follow-up times and younger ages of HIV-infected
children. We assumed that HIV-1 does not increase malar-
ia incidence in children <5 years of age in high-transmis-
sion areas. Few data from areas of low-level and unstable
malaria transmission in Africa exist and we assumed that
HIV-1 increases malaria incidence equally in adults and
children by the risk ratios specified above for adults in
high-transmission areas.

The observed effect of HIV-1 on the incidence of clini-
cal malaria may in part be the result of an increased inci-
dence of recrudesences after failing antimalarial treatment
because HIV-1 lowers the efficacy of antimalarial treat-
ment (32,33). No published studies report specifically on
the effect of HIV on malaria recrudescence. If such an
effect exists, however, it will have been accounted for
under the assumed overall effect of HIV on clinical malar-
ia, since none of the studies from which we derived this
assumed overall effect (6,8-10,27,31) adjusted malaria
incidence rates observed in HIVV-positive and HIV-negative
participants for differences between these groups in treat-
ment failure.

Malaria Mortality and Effect of HIV

Malaria mortality was derived from malaria incidence,
assuming fixed case-fatality rates. In high-transmission
areas, 0.3% of malaria episodes were assumed to be fatal
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in adults and 0.8% in children (21). In areas of low-level
transmission, we assumed a fatality rate of 0.8% for all
ages (21).

Studies on adults in areas of high malaria transmission
showed that HIV-1 infection increased case fatality among
hospitalized persons with severe malaria by 1.6- to 2.5-
fold (7,34,35), while the incidence of severe malaria, a pre-
cursor of fatal episodes, increased by 2.7-fold (36). In
children exposed to high transmission in Kinshasa, HIV-1
increased the rate of hospitalization for malaria by 6-fold
and malaria case fatality by 9.8-fold, although these effects
were not significant; among HIV-infected persons who did
not meet clinical criteria for AIDS, rates of hospitalization
or death due to malaria did not increase (8). In Kampala,
perinatally infected children were hospitalized for malaria
2.8 times more often than HIV-uninfected children (p =
0.001) (6).

In areas of low intensity and unstable malaria transmis-
sion, malaria diagnosis is less problematic because of less
acquired immunity. Hospital-based studies in Zimbabwe in
1999 and Kwa-Zulu Natal, South Africa, in 2000, docu-
mented 6.9- and 8.8-fold increases in malaria case fatality
among HIV-infected adults relative to HIV-negative
patients (4,5). In Soweto, South Africa, a significant 1.7-
fold increase in the rate of severe malaria was observed
(37). For children living in areas of unstable malaria trans-
mission, a hospital-based study in Kwa-Zulu Natal found a
2.7-fold increase in severe malaria (p = 0.05) and a 3.6-
fold increase in fatality among severe cases (p = 0.1) asso-
ciated with HIV-1 (3).

These data collectively suggest that HIV-1 increases
malaria deaths by increasing the proportion of severe
cases, case fatality among them, and the failure rate of
antimalarial treatment (32,33). We conservatively assumed
that the malaria death rate is increased by 4 times, taking
into account the problem of attributing fevers to malaria.
Lacking further evidence, we applied this increase to all
age groups and malaria transmission intensities. One study
found that the effect of HIV-1 was greater for CD4
<200/uL (37), and we assumed that malaria death rate
increases with falling CD4 counts in the same way as
malaria incidence, giving relative death risks among HIV-
1-positive participants relative to HIVV-1-negative ones of
2, 4, and 10 for CD4 >500 cells/uL, 200-499/uL, and
<200/uL.

HIV-1 Prevalence

Estimates of national HIV-1 prevalence among adults
(>15 years of age), children <5 years of age, and children
5-14 years of age are available from the Joint United
Nations Programme on HIV/AIDS (UNAIDS) for 2003
(28). To evaluate impact separately for urban and rural
areas, which differ in malaria transmission intensity (20),
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urban-to-rural ratios in HIV-1 prevalence were estimated
from national household surveys or antenatal clinic sur-
veillance data (UNAIDS and [11]).

CD4 Distributions among HIV-infected Persons

The distribution of CD4 counts among HIV-infected
persons follows from the pattern of CD4 decline after ini-
tial infection and the trend in HIV-1 prevalence over pre-
ceding years (online Appendix, available at
http://www.cdc.gov/ncidod/EID/vol11n009/05-
0337_app.htm). Data from a variety of populations not
receiving antiretroviral therapy suggest that CD4 decline is
approximately linear after infection with HIV-1 (26,38). In
African patients, CD4 declines from =825/uL, the median
value in HIV-uninfected adults (23-26,39), to a mean of
20/uL at death of AIDS (40).

CD4 distributions among HIV-infected adults in coun-
tries with different HIV-1 epidemics were determined by
exploring 4 different epidemic patterns: 1) Uganda, where
adult prevalence fell from a peak of =13% in the early
1990s to an estimated 4.1% (2.8%-6.6%) in 2003; 2)
Ghana, where adult prevalence was relatively stable in
recent years at 3.1% (1.9%-5.0%) in 2003; 3) South
Africa, where the epidemic started only in the 1990s but
reached an estimated prevalence of 21.5% (18.5%-24.9%]
in 2003; and 4) Madagascar, where adult prevalence has
risen rapidly in recent years to an estimated 1.7%
(0.8%-2.7%) in 2003 (Figure 1) (28)]. In all 4 countries,
most HIV-1 patients had CD4 >500/uL at the start of the
epidemic (Figure 2). In Uganda, the prevalence of CD4
<500/uL rose rapidly until 1996, 6 years after the peak in
HIV-1 prevalence. In the other epidemics, the prevalence
of low CD4 rose more slowly, following their later stabi-
lization. At means of 430 to 660/uL for 1996, the modeled
CD4 counts are consistent with empiric data on HIV-
infected African adults, which found means of 400 to
630/uL (23,24,26) and medians of 325 to 660/uL
(9,23,24,26,39). Also, the modeled CD4 counts for South
Africa from 2000 to 2005 (Figure 2) were in agreement
with the observed distribution of 50%, 40%, and 10% with
CD4 >500/uL, 200-499/uL, and <200/uL, respectively, in
Soweta in 2002 (39).

Despite their different epidemic curves, the modeled
CD4 distributions among HIV-1 patients were fairly simi-
lar for Uganda, Ghana, and South Africa in 2004:
44%-45% have CD4 >500/uL, 36%-41% have CD4
200-499/uL, and 15%-19% have CD4 <200/uL. We
assume similar CD4 distributions for all other countries in
which HIV prevalence has also stabilized. In Madagascar
only, where HIV prevalence still increases rapidly, CD4
counts are notably higher (Figure 2). We therefore applied
2 distributions: in Madagascar, 60% of HIV-infected adults
had CD4 >500/uL, 30% had CD4 200-499/uL, and 10%
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Figure 1. Modeled time trends in HIV-1 prevalence (adults 15-49
years), based on UNAIDS estimates from sentinel surveillance
data in antenatal clinics (28).
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Figure 2. Modeled time trends in CD4 count distributions (per
microliter) among HIV-infected adults in selected African countries.
Madagascar: example of a rising HIV-1 epidemic at low grade;
Ghana: example of a stable epidemic at low grade; Uganda:
example of a high-grade epidemic that has declined and leveled
off; South Africa: example of a high-grade epidemic that recently
started leveling off.

CD4 <200/uL; for other countries, assumed proportions
were 44%, 39%, and 17%, respectively.

Results

HIV-1 increased malaria incidence by 0.20% to 28%
across countries (Table 2). The largest increases were in
Botswana, South Africa, Swaziland, Zimbabwe, and
Namibia, where HIV-1 prevalence is highest, especially in
rural areas, and malaria transmission most unstable. For
any given HIV-1 prevalence, HIV-1 impact was greatest in
countries with low-intensity or unstable malaria transmis-
sion, where relatively more malaria occurs in adults. For
example, impact was greater in Burundi than in Liberia,
where malaria transmission is higher, despite an HIV
prevalence of =6% in both countries. Outside southern
Africa, impact was relatively high in the Central African
Republic, with a comparatively high HIV-1 prevalence
rurally, and Kenya, with a high proportion of low-intensi-
ty malaria transmission.

Across 41 countries, HIV-1 increased malaria incidence
by 1.3%. This relatively small impact is explained, first, by
the different geographic distributions of the 2 diseases.
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Malaria incidence rates are highest in West and Central
Africa, where HIV-1 prevalence is comparatively low
(Table 2). HIV-1 is most prevalent in southern Africa,
where malaria transmission is rarely stable and compara-
tively well controlled. Second, within countries, the impact
of HIV-1 was further limited because HIV-1 is more preva-
lent in cities (median urban/rural ratio 1.6, Table 2), where-
as malaria is more prevalent rurally (assumed urban/rural
ratio 0.5). Third, HIV-1 mainly affects adults; whereas in
countries of high malaria transmission, malaria has the
greatest impact on young children.

HIV-1 increased malaria deaths by 0.65% to 114%
across countries (Table 2). As for malaria incidence, the
largest increases were in southern Africa (Figure 3), and
the ranking among countries was very similar to the rank-
ing by impact on malaria incidence. On a continental scale,
HIV-1 increased malaria deaths by 4.9%. The impact on
malaria deaths was greater than that on malaria incidence
for 2 reasons. First, in the individual patient, HIV-1
increases death risk more than incidence (Table 1).
Second, the impact of HIV-1 on death was compounded by
its impact on death rates.

Against our baseline of =228 million malaria cases and
=1.3 million malaria deaths among all ages in sub-Saharan
Africa, these increases would correspond to an additional
3 million malaria cases and 65,000 malaria deaths annual-
ly due to HIV-1, or to =3% of the estimated 2.3 million
HIV/AIDS deaths in sub-Saharan Africa in 2004 (28).
However, the assumed baseline malaria incidence and
death rates were cruder than we would have liked and do
not take into account the impact of malaria control in the
different countries. We, therefore, focus on relative
increases in malaria due to HIV.

Alternative Scenarios

To assess the sensitivity of results to assumptions made,
we recalculated the impact of HIV-1 for several alternative
scenarios (Table 3). Estimated impact increased or
decreased considerably with larger or smaller assumed rel-
ative risks at the individual level. Most critical, however,
were the assumed age patterns in malaria incidence and
case fatality. The smaller the decline with age in malaria
incidence and fatality rates, the greater the impact of HIV-
1 would be (<12.5% increase in malaria deaths and 4.4%
increase in malaria incidence, Table 3) because of the con-
centration of HIV-1 in adults.

Estimates were relatively insensitive to whether the
effect of HIV-1 on malaria incidence applied also to chil-
dren in high-transmission areas, as a recent study in
Uganda suggested (41). Alternative assumptions concern-
ing the range over which CD4 counts decline during HIV
infection also made little difference. Abandoning the
assumption that malaria occurs more frequently in rural
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than in urban areas resulted in only a slight increase in
HIV-1 impact because the countries with highest HIV-1
prevalence and Nigeria, which has most malaria cases, had
similar HIV-1 prevalence in cities and rural areas (Table
2). Finally, estimated impacts were moderately sensitive to
uncertainties in national HIV prevalence for adults but not
to uncertainties in HIV prevalence for children.

Combining the ranges of estimates from these scenarios
into 1 multivariate analysis, with the Monte Carlo tech-
nique and assuming triangular distributions for all param-
eters, overall 95% confidence intervals (Cls) on the
continentwide estimates would be 0.6%-7.9% (best esti-
mate =1.3%) for clinical malaria incidence, and
3.1%-17.1% (best estimate =4.9%) for malaria deaths. For
Botswana, the country with the largest estimated HIV
impact, 95% CI would be 14%—-47% (best estimate =28%)
for malaria incidence and 37%-188% (best estimate
114%) for malaria deaths.

Discussion

Across 41 countries in sub-Saharan Africa, the HIV-1
epidemic may have increased the incidence of clinical
malaria by 1.3% (95% CI 0.6%-7.9%) and malaria deaths
by 4.9% (95% CI 3.1%-17.1%) in 2004. Continentwide
impact was limited by the different geographic distribu-
tions of the 2 diseases and their different age patterns.

[ ] 0%-2% increase
3%—7% increase

B 8%—49% increase

B 50%-110% increase

B Not included in analysis

Figure 3. Estimated proportional increases in malaria deaths due
to HIV-1 in sub-Saharan African countries in 2004, for all ages
combined.
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For southern Africa, estimated proportional increases
were <28% (95% CI 14%-47%) for malaria incidence and
<114% (95% CIl 37%-188%) for malaria deaths. An
impact of HIV-1 of this magnitude may have contributed
to observed increases of malaria in the 1990s in areas of

unstable transmission, including Kwa-Zulu Natal (13,14)
and northern Zambia (15). Outside southern Africa, how-
ever, HIV-1 is unlikely to be a major contributor to rises in
malaria, and where this appears to be so, a more plausible
explanation may be overdiagnosis of fevers as malaria in

Table 3. Univariate sensitivity analyses of HIV-1 impact on malaria incidence and deaths, sub-Saharan Africa, 2004*

% increase in malaria % increase in malaria deaths
incidence due to HIV due to HIV (minimum and
Scenario (minimum and maximum)t maximum)t
Default scenario: see Tables 1 and 2. 1.3 (0.20-28)t 4.9 (0.65-114)t
Weaker effect of HIV-1 on malaria incidence: RR = 1.0 at CD4 0.8 (0.11-16) 4.4 (0.60-90)
>500/uL, RR = 2.0 at CD4 200-499/uL, and RR = 4.0 at CD4
<200/uL.
Stronger effect of HIV-1 on malaria incidence: RR = 1.5 at CD4 2.2 (0.33-47) 5.7 (0.73-153)
>500/uL, RR = 4.0 at CD4 200-499/uL, and RR = 8.0 at CD4
<200/uL.
Weaker effect of HIV-1 on malaria mortality (all groups): RR = 1.5 at n.a. 2.4 (0.30-59)t
CD4 >500/uL, RR = 2.0 at CD4 200-499/uL, and RR = 4.0 at CD4
<200/uL.
Weaker effect of HIV-1 on mortality in children <5 y in areas of high n.a. 3.7 (0.45-114)
malaria transmission specifically, analogous to the comparatively
weak effect of HIV-1 on incidence in this group: RR = 1.5 at CD4
>500/uL, RR = 2.0 at CD4 200-499/uL, and RR = 5.0 at CD4
<200/uL.
Stronger effect of HIV-1 on malaria mortality (all groups): RR = 3.0 at n.a. 6.9 (0.92-157)§
CD4 >500/uL, RR = 6.0 at CD4 200-499/uL, RR = 12.0 at CD4
<200/uL.
Stronger decrease with age in malaria incidence: RRs compared to 1.0 (0.13-15) 4.0 (0.45-59)
<5y of 0.30 for 5-14y and 0.05 for >15 y in high malaria transmission
areas, and 0.60 for 5-14 y and 0.10 for >15 y for areas of low and
unstable malaria transmission including southern African countries.
No decrease with age in malaria incidence at any malaria 4.4 (0.54-37) 12.5 (1.5-153)
transmission intensity.
Stronger decrease with age in malaria CFR: 1.2% in <5y at all n.a. 4.0 (0.53-107)
malaria transmission intensities, 0.8% in >5 y at low and unstable
transmission, 0.15% in >5 y at high transmission.
No decrease with age in malaria CFR at any transmission intensity. n.a. 57(0.77-114)
HIV-1 increases malaria incidence also in children <5y in areas of 2.0 (0.26-28) 59(0.78-114)
high malaria transmission.
CD4 count decline during HIV-1 infection: 1,000-100/uLy 1.0 (0.15-21) 3.7 (0.50-82)
CD4 count decline during HIV-1 infection: 700-0/uL# 1.7 (0.24-35) 6.2 (0.81-151)
No urban/rural difference in the malaria incidence rate 1.4 (0.20-28) 53(0.67-114)
Lower HIV prevalence in adults: lower bound country estimates by 0.9 (0.08-27) 3.2 (0.28-108)
UNAIDS/MWHO**
Higher HIV prevalence in adults: upper bound country estimates by 2.2 (0.37-29) 8.0 (1.2-121)
UNAIDS/MWHO**
Lower HIV prevalence in children <14 y: lower bound country 1.3 (0.20-27) 3.9 (0.47-111)
estimates by UNAIDSMWHOTT
Higher HIV prevalence in children <14 y: upper bound country 1.5 (0.23-29) 6.8 (1.08-119)

estimates by UNAIDSMWHOTT

*N.A., not applicable; CFR, malaria case-fatality rate; RR, relative risk; UNAIDS
tContinental total. In none of the scenarios did the ranking of countries in magn
minimum and maximum increases (in brackets) were always in Senegal or Mau

, Joint United Nations Programme on HIV/AIDSAWHO.
itude of HIV impact change appreciably. Across all scenarios, the
ritania, and in Botswana, respectively. An exception was the scenarios of

lower HIV prevalence in adults, for which the lowest malaria impacts would be in Sierra Leone and Somalia.
FThe overall relative risk for malaria mortality due to HIV-1 in stable HIV-1 epidemics is now 2.1, i.e., does no longer fit the observed value of ~4 (see

Methods, Malaria mortality and Effect of HIV).

§The overall relative risk for malaria mortality due to HIV-1 in stable HIV-1 epidemics is now 5.7, i.e., does no longer fit the observed value of ~4 (see

Methods, Malaria death and effect of HIV).
9lAs in Western populations (25).

#To allow for a possible initial drop in CD4 immediately upon infection, i.e., still before seroconversion.

**Cross-country median lowerbound estimate of HIV prevalence in adults 2.7%;
(compared to default point estimate of 4.8%).

cross-country median upperbound HIV prevalence estimate 8.8%

T1Cross-country median lowerbound estimate of HIV prevalence in children =14 years of 0.2%; cross-country median upperbound HIV prevalence

estimate 1.1% (compared to default point estimate of 0.5%).
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HIV-1 patients. Such over-diagnosis may occur uninten-
tionally in settings where malaria is diagnosed without
parasitologic confirmation because of the increased fre-
quency of acute fevers in HIV-1 patients (10). Intentional
misdiagnosis could also occur, if doctors are reluctant to
diagnose illness as HIV-related for fear of social stigma.

These estimates have several limitations. First, the
magnitude of effects of HIV-1 on malaria incidence and
death risk in individual patients is critical (Table 3) but
uncertain because of diagnostic problems in settings of
high malaria transmission and a lack of population-based
data from areas of low intensity and unstable transmission.

Second, results are sensitive to age patterns in malaria
(Table 3), which are not well known. The sharp contrast in
estimated impact of HIV-1 between the 5 southern African
countries and the remainder of Africa depends on the
assumption that malaria declines more slowly with age in
South Africa, where all malaria is assumed to be unstable.
In practice, the shift from unstable to stable malaria trans-
mission, i.e., from clinical effects in all age groups to a
predominance in young children, is more gradual; thus,
effects of HIV on malaria in Zimbabwe and Zambia, for
example, may be more similar than we estimated. The esti-
mation method developed here could, nevertheless, be
applied to more refined age-specific estimates of malaria
incidence and death.

Finally, subnational heterogeneity in malaria or HIV,
apart from urban/rural differences, was not considered, and
this fact may have biased the estimation for countries
where either or both diseases are heterogeneously distrib-
uted, such as Kenya, Ethiopia, Tanzania, and South Africa
(42). For example, in South Africa, both malaria and HIV-
1 are concentrated in Kwa-Zulu Natal, so that their inter-
action may be greater than our estimate.

The impact of HIV-1 that we have estimated only per-
tains to malaria cases and deaths and does not include
effects on anemia or adverse birth outcomes attributable to
concurrent malaria and HIV-1 in pregnant women. In areas
of high-intensity transmission, such as in Kenya and
Malawi, the latter effects might be more important than
malaria cases and deaths per se. Also, our analysis did not
cover the effect of HIV-1 on demand for antimalarial
drugs. In most of rural Africa, antimalarial drugs are pre-
sumptively prescribed to treat any fever without an obvi-
ous nonmalarial cause. Recurrent fevers in HIV-1 patients
may, therefore, cause considerable overuse of antimalarial
drugs, increasing not only costs but also the risk for drug
resistance. The HIV-1 epidemic thus underlines the need to
improve capacity for laboratory diagnosis of febrile dis-
ease in Africa.

To limit the impact of HIV-1 on malaria, HIV-infected
persons, in addition to young children and pregnant
women, may form a target group for provision of insecti-
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cide-treated mosquito nets (2). In areas of low intensity
and unstable transmission, HIV may be a reason for inten-
sifying or resuming indoor residual spraying to control
malaria vectors. For HIV-infected persons who are prone
to treatment failure with conventional antimalarial drugs
(27,32,33,43), effective combination therapy is of utmost
importance.

Highly active antiretroviral combination therapy has
great potential to reduce HIV-related malaria (44).
Cotrimoxazole prophylaxis, recommended for adults and
children living with HIV in Africa (45), is also effective in
reducing clinical malaria, independent of baseline CD4
(41,46,47). Combined HIV and malaria interventions
might best be delivered at peripheral health centers,
including antenatal clinics (2).

HIV-1 appears to have increased the impact of malaria
disease and death in South Africa compared to the 1980s,
although data do not allow a precise quantification of this
effect. In areas of high HIV and low-intensity or unstable
malaria, continued vigilance and intensified malaria con-
trol are indicated. In HIV-infected adults, pregnant women,
and children, malaria is among the simplest opportunistic
infections to prevent and treat.
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Molecular Epidemiology of SARS-

associated Coronavirus, Beijing
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Single nucleotide variations (SNVs) at 5 loci (17564,
21721, 22222, 23823, and 27827) were used to define the
molecular epidemiologic characteristics of severe acute
respiratory syndrome—associated coronavirus (SARS-CoV)
from Beijing patients. Five fragments targeted at the SNV
loci were amplified directly from clinical samples by using
reverse transcription—polymerase chain reaction (RT-
PCR), before sequencing the amplified products. Analyses
of 45 sequences obtained from 29 patients showed that the
GGCTC motif dominated among samples collected from
March to early April 2003; the TGTTT motif predominanted
afterwards. The switch from GGCTC to TGTTT was
observed among patients belonging to the same cluster,
which ruled out the possibility of the coincidental superpo-
sition of 2 epidemics running in parallel in Beijing. The
Beijing isolates underwent the same change pattern report-
ed from Guangdong Province. The same series of muta-
tions occurring in separate geographic locations and at
different times suggests a dominant process of viral adap-
tation to the host.

Severe acute respiratory syndrome (SARS) is a new
infectious disease that spread worldwide in early 2003,
affecting >30 countries, with >8,098 cases and 774 deaths
reported (1). Beijing, People’s Republic of China, experi-
enced the largest SARS outbreak in the world, with 2,523
cases and 181 deaths by June 12, 2003 (2,3). The epidem-
ic occurred in 2 phases. The first phase began on March 5,
2003, and was caused by a patient who had been infected
in Guangzhou and was involved in a superspreader event
(SSE) in Beijing hospitals. Most patients in this period
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proved to be directly or indirectly linked with the index
patient by traditional epidemiologic investigations.
Molecular epidemiology, based on genome sequencing of
the early isolates, also provided evidence that Beijing
infections were closely related to those from the
Guangdong epidemic (4). The second phase was marked
by widespread transmission in healthcare facilities and
communities, with incidence peaking in late April, fol-
lowed by a dramatic decline in occurrence during the first
week of May. The last probable case was noted on May 29,
2003 (5). During this phase, many case-patients had no
apparent contact with SARS patients.

After the sequencing of the whole genome (6-9) infor-
mation on viral strains from different geographic and tem-
poral origins became available in GenBank. Comparative
sequence analyses identified 5 loci, sequence variants of
which segregated together as specific genotypic patterns,
which could be used to define epidemic phases (10). All or
some of the 5 loci were included in previous molecular
epidemiologic studies (4,11-13), making them important
genetic signatures to differentiate lineage-specific and
temporal-specific patterns. In this study, we investigated
the genetic variations of SARS-CoV in Beijing based on
the 5-locus signature. Also, by sequence comparison
among patients from 1 case cluster and different samples
from 1 patient, the adaptable mutation of the virus in the
host was further explored.

Methods

Participants

Study participants were recruited from 2 hospitals des-
ignated for SARS patients in Beijing. All of them fit the
World Health Organization (WHO) case definition for
probable SARS, i.e., temperature >38°C, cough or short-
ness of breath, new pulmonary infiltrates on chest radi-
ograph, and a history of exposure to a SARS patient or of
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living in an area of on-going SARS transmission (14).
After informed consent was obtained, epidemiologic and
clinical data were collected from the participants by using
a standard data collection form with interview and medical
record review. The information obtained included the fol-
lowing items: age, sex, occupation, medical history, time
and nature of exposure, symptoms and physical findings,
laboratory tests at admission to hospital, and outcomes on
discharge or transfer. Patients also provided clinical speci-
mens (sputum and stool) for SARS-CaoV detection by RT-
PCR assay with specific primers (COR1, COR2)
recommended by WHO. Only the patients with positive
RT-PCR results were included in the study.

Laboratory Methods

Specimens were analyzed by using RT-PCR tech-
niques. Briefly, total RNA was extracted by using the
QlAamp virus RNA mini kit (Qiagen, Hilden, Germany)
as instructed by the manufacture